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Introduction

How is it that apparently simple phenomena create so evidently complex 
relations? And how is it that those complex relations can still generate simple, 
coordinated and relatively stable patterns of evolution? The history o f modem 
science is being written by the contradictory explanations of these paradoxes. 
Meteorologists study the irregularity of weather and the continuity of the 
climate; sociologists study the irreducible individuality of human action and 
the forms of gregarious behaviour; biologists study the ultimate components 
of the genetic code and the consequent extraordinary variety in nature; a large 
number of economists study the diversity of firms, agents and institutions in 
order to argue that there is some sort of visible or invisible hand preventing 
the system from falling apart.

But for some centuries the contrast and connection between simplicity 
and complexity was not even recognized as a legitimate enigma for science: 
reductionism and mechanicism, the twin souls of positivism, claimed that the 
whole universe was explainable as a clock with its precise functions and 
dedicated parts. A rather esoteric debate continued for some time about the 
good faith and the will of the watchmaker, but then a broad agreement about 
the nature of the essential mechanism emerged from the impressive progresses 
in Newtonian science. The grammar of science was established by the very 
concept o f deterministic laws and by the widespread trust in the power of 
mathematics to represent all phenomena and to establish a common language 
for all research, strengthened by the certain ties o f m ethod ologica l 
individualism . N evertheless, some disturbing questions resisted those 
disciplinary methods and drastic epistemological conditions,

Thrbulence has been one of those enigmas: why and how does the behaviour 
of a fluid change under acceleration? The problem was ignored for a long 
time, since it could not even be conceived of in the universe o f mechanical 
forces leading to equilibrium, until it came under scrutiny by one of the most 
brilliant mathematicians o f  the late nineteenth-century, Henri Poincaré. 
Fascinated by the unsolved problems of Newtonian physics, such as the three- 
bodies problem (the determination of the trajectories o f three gravitationally 
interacting celestial bodies), Poincaré was the forerunner o f the theories o f 
complexity and, in 1892, he published a Théorie des Tourbillons, although he
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was only able to indicate the nature of the question and not to solve it.
Some fifty years later, Landau, in 1944, and Hopf, in 1948, suggested an 

explanation for the phenomenon: after a disturbance, a previously stationary 
fluid was supposed to acquire a periodical movement if going through a 
bifurcation, which establishes one mode of oscillation at one precise frequency. 
If the fluid goes through successive bifurcations, other frequencies are added 
and turbulence results from the cumulation of all those modes of oscillation. 
The periodical movements are therefore conceived o f as originated by 
independent oscillators, which do not interact. Complexity is defined as the 
juxtaposition of several distinct modes o f behaviour, and the reductionist legend 
is safe: these cycles can be causally identified and are regular.

Yet, some years later, in 1971, Ruelle andTakens challenged that definition, 
which had not been experimentally confirmed. Their argument was, simply 
put, that after the third bifurcation the interaction among the oscillators would 
lead to chaos: a strange attractor may exist in the neighbourhood of the torus 
formed at that dimension or at a superior one by the motion o f the system, and 
there is sensitive dependence to the initial conditions. That was indeed the 
insight of Poincaré, that small events can provoke large effects. So, if the 
oscillators are not independent, the paradigm of equilibrium collapses: there 
are distinct oscillators, but they interact and are no longer fully identifiable 
back from their effects to their origins; they generate frequencies, but 
superimposed in a continuous spectrum and not as isolated phenomena —  the 
whole is more than the sum of its parts. In other words, complexity is an 
emergent property of turbulent fluids. There is chaos, but the attractor describes 
a certain regime —  although the sensitivity to initial conditions and to changes 
in the trajectories moves the system away from equilibrium, there is order, too.

David R uelle was aware o f the im plications o f his model for the 
development of hydrodynamics as well as for other scientific disciplines. In a 
more recent book, he argues that the evolution of economic and social relations 
may be represented by the interaction of several oscillators: turbulence is a 
consequence of the development o f technological innovations and new 
industries or simply of the coupling of economic systems, for instance through 
trade (Ruelle, 1991: 111).

The argument of this book is that turbulence is an adequate and obvious 
metaphor for economics, helping to tune our conjectures about entrained cycles 
in real social evolutionary processes. Furthermore, another striking feature of 
the metaphor is that there is a close resemblance between this story and the 
evolution of the science itself, namely in the case of the major changes in its 
interpretations of cycles and fluctuations.

In fact, economics was bom as the expression of a genuine confidence in 
progress, such as that encapsulated by the Industrial Revolution: growth, 
division of labour, specialization; all movements were articulated and combined
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in the general trend o f development —  the oscillations were ignored or despised 
as produced by factors alien to the scope of science. But the next generation of 
the founding fathers of economics rejected such a certainty: Malthus or Ricardo 
were rather pessim istic and Marx rather critical o f that vision, while 
simultaneously Charles Dickens vividly described those times of social upheaval; 
the clock no longer controlled the rhythm of time. Nevertheless, shortly after 
that paradigmatic crisis, the neo-classical revolution redefined the discipline 
and provided new concepts and new metaphors to economics: equilibrium 
emerged thereafter as the central reference for all theories and models. The 
rocking-horse metaphor, examined in this book, has been the most powerful 
tool for the creation of new methods of inquiry in this domain, for the 
mathematization of the economic relations and for the description of cycles 
and evolution —  and here is where the first version o f the turbulent story takes 
shape.

The rocking horse supposes that there are just two possible modes of 
behaviour, those of the stabilizing mechanism and of the impulse system, so 
that non-correlated shocks create serially correlated cycles, and imposes severe 
restriction on those modes. Therefore, the basic frequencies —  the growth 
trend, the cycles such as the Kitchin, Juglar, Kuznets or others —  are considered 
as independent and separable oscillatory systems, and this reductionist and 
mechanistic approach is obviously comparable to Landau’s and Hopf's theories 
about turbulence. But if otherwise the emergent phenomena o f cycles are 
interpreted as attractors of related social and econom ic movements, the 
comparison falls apart and the world of complexity becomes recognizable. 
And this is the story turbulence tells in economics.

There are, of course, close analogies which will be explored later on, but 
also decisive differences: turbulence is not a persistent phenomenon with long 
memory and low frequency dependence, unlike economic growth —  turbulence 
is just a metaphor for social complexity. Social history is the basic characteristic 
of economic evolution and its differentia specifica with other sciences: the 
theories of complexity may suggest some common grounds and methods of 
inquiry, but no physical or biological phenomenon can exhibit the same type 
of human intentional and institutionally built determination that constitutes 
the object o f social sciences —  social phenomena are more complex than 
complex organic phenomena. A  plea for this second generation o f complexity 
models and theories is the theme of the present book.

*

In the recent decades, the scientific discontent with traditional positivism has 
mounted to unprecedented levels, opening a major paradigmatic shift. 
Empiricism and Rationalism, the co-founders of modernity, generally claimed
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that positivism was the decisive condition for the existence o f  science —  but 
this has been challenged by the intromission o f the concepts o f uncertainty, 
bounded rational behaviours, different forms of rationality, evolution in society, 
bifurcation in history and others. New research programs have been developed 
in the direction of the incorporation of change, choice, contradiction and 
dialectics; causality could no longer be restricted to deterministic processes, 
and the very pretension of natural sciences to be the purest form of cognition 
has been weakened in a broader concept o f plurality o f  knowledge. If  the 
purpose o f science is to understand and explain real and complex processes, 
or life, then a change must be imposed on its traditional methods and 
philosophy. Indeed, this change is under way.

Simultaneously, and most crucially, the discovery o f new phenomena or 
the inquiry into familiar events under new lights led to the analysis of processes 
out o f  equilibrium  in therm odynamics, o f  turbulence in physics and 
meteorology, of morphogenesis in biology and chemistry: at the very core of 
the hard sciences, history, unpredictability, evolution and change are nowadays 
considered to be relevant topics for inquiry. Drawing from Maxwell or Poincaré, 
the complexity approach has been broadened by Lorenz, Jantsch, Smale, 
Prigogine and Stengers, Ruelle, Kauffman, Bak and so many others.The science 
of chaos is based on the paradoxical evolution of deterministic processes 
creating intrinsic indétermination; still more generally, the science of 
emergence, complexity, articulates deterministic and indeterministic proces
ses as well as intrinsic and extrinsic randomness.

In economics, this crisis o f positivism is particularly dramatic. Economics 
has been the most formalized o f the social sciences, and consequently the 
closest to the positivist paradigm: mechanical equilibrium has been considered 
as the epistemological condition for modelling and for explanation; prediction 
has been defined as the very purpose of theory, and the normative character of 
the discipline has been generally rejected in favour of the exclusive positivistic 
definition o f the assumptions and conclusions. Rejecting Adam Smith’s origi
nal definition of economics as a ‘moral science' —  or political economy —  
the current mainstream  grounded econom ics so lid ly  in p ositiv ism , 
Axiom atization took formalism to unprecedented levels and, for many 
generations, econom ics’ most considerable resources were dedicated to the 
development of the general equilibrium paradigm, originally inspired by the 
physics of the 1840s but rapidly superseded in that science itself.This paradigm 
incorporated later on the probabilistic revolution, maturing by the 1930s and 
the 1940s, at the root of econometrics, extended its core hypotheses in several 
new directions and tried to cope with the concepts o f uncertainty and change, 
in its most sophisticated forms it is indeed a monument to scientific ingenuity 
and skill. Yet, it has been challenged ever since: by Sismondi and Marx, by 
Veblen and Keynes, by Schumpeter and Georgescu-Roegen, as well as, at some

point, by many o f its most distinguished practitioners such as Frisch, Leonticf, 
Solow, Friedman, Hahn or Arrow.

This evolution follows from the fact that economics lived for a long time in 
a very paradoxical situation. In spite o f its inspiration in classical positivism 
and permanent search for metaphors and analogies from physics, which made 
possible the access to a high level of formal elegance and asserted the pretension 
of the discipline to have an acceptable experimental capacity, economics could 
not and would not overcome its exhaustive Cartesianism, which protected the 
most unacceptable hypotheses with the doubtful argument that they still lead 
to plausible deductions. The history of the failure of successive attempts to 
impose infirmationist methodologies is an example o f the difficulty of matching 
the research practices with epistemological claims: hypotheses and theories 
developed with no counterparts in reality, a forest o f ceteris paribus clauses, 
heroic assumptions protected by a castle of metaphysical claims about rational 
expectations and perfect information, everything conspired to prevent reasonable 
tests. For at least a dozen years, the crisis of positivism has been firmly installed in 
the province of economics as a consequence of its own success.

This book is an inquiry into the crisis of orthodoxy in economics; it is aimed 
at defining the scientific conditions for the research on the characteristics of 
evolution and the systemic mutations that organize the history o f capitalism, It 
tells the legend of the rocking-horse, that powerful metaphorization which led 
the early econometric program, and argues that its premises and methods are 
inadequate to capture the essential features of social evolution. In fact, the 
existence and differentiation o f long periods o f structural evolution is intuitive 
and indeed is accepted by most o f the economic historians, although defined in 
several different ways: after the Industrial Revolution, the ‘hungry forties’, the 
Victorian boom, the Great Depression, the Belle Epoque and the revolution of 
steel and electricity, the crises o f the wars, the Fordist thirty golden years, and 
now the years of crises —  the rhythm of economic time is marked by the 
succession of those long expansions and depressions separated by deep structural 
changes. Those long periods represent distinct forms o f organization of social 
relations, o f science and technology, different cultural trends and political and 
social institutions.The paradox is that this description is accepted in history but 
rejected in orthodox economic science, since it is not compatible with one mode 
of explanation which denies by definition the very notion of structural mutation. 
The argument o f this book is that such a divorce between economics and history, 
as well as the separation of the context o f growth from that o f fluctuations, are 
dramatic limits on the ability o f economics to explain reality. The study o f the 
distinct periods of capitalist development is therefore useful and necessary, since 
it explains concretely the evolution of the economics and their environment and 
since it defies economics to accept realism and therefore new methods of inquiry.

The scientific conditions for that study are defined on three levels.

Introduction *lii
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First, the general epistemological conditions are dealt with in Part One, 
where the crisis o f positivism is discussed. The role of metaphor in the definition 
of new scientific hypotheses, in the general conceptualization of the theories 
and in persuasion is highlighted following Aristotle, Peirce, Black, Rieoeur, 
Hesse, Kuhn. It will be easily verified that metaphors have a pervasive and 
important role in every major paradigm in economics: such diverse authors as 
Marx, Marshall, Walras, Edgeworth, Fisher, Vfcblen, Van Gclderen, Kondratiev, 
Schumpeter, Keynes, Robinson, Shackle, Leonticf, Samuelson, Goodwin, 
Solow and many others dealt extensively with the adequacy and influence of 
metaphors in economic thought. It is difficult to find any single main author 
who did not use important constitutive metaphors, and even who did not 
explicitly refer to the essential role of metaphor in his own work.

But these metaphors are unequal in rigour and quality. They may direct 
research into interesting and valid hypotheses, just as they may mislead 
generations of scientists. They may feed productive conjectures or insinuate 
superficial rhetoric, and some discrimination must be introduced. The two 
main families o f metaphors in economics, those derived from physics and 
those derived from evolutionary biology, are discussed in Part One of the book: 
the error of the oblique transfer, the deduction o f a causal relation on the basis 
of evidence of similitude between two systems, is presented as a very general 
feature o f economic theories and statistical inference. As a conclusion, it is 
suggested that economics must draw inspiration from the study of dissipative 
and self-organizing structures which are so common in nature and in society, 
and that this implies an alternative epistem ology based on realism and 
evolutionary concepts rather than on instrumentalism or relativism and 
mechanical concepts.

Parts Two and Three deal with the theoretical conditions for such a 
reconstruction. The first of these consists o f a brief review o f the literature 
about growth and cycles, a thematic inquiry into some o f the methods and 
theories dealing with economic mutation. The centre of the argument is the 
critique of the mechanical metaphor, the dominant feature o f the mainstream 
paradigm for the interpretation and analysis of cycles, as it was defined by 
Frisch in 1933. In fact, Wicksell, Ackerman and Slutsky provided preliminary 
versions of the rocking-horse metaphor for cycles and the former even coined 
its name, but it was up to Frisch and also toTinbergen to develop afterwards the 
statistical methods and the theoretical interpretation that defined and refined 
the consistency of the program, which progressed later on under the influence 
o f Haavelmo, Koopmans, the Cowles Commission and the Econometric 
Society. The intellectual environment and some of the major protagonists of 
the introduction of the probabilistic approach in economics, which still lacks 
its history, as well as the early and surprisingly posverful controversies about 
that program are discussed in this book.
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The theoretical conditions for the study of economic development and 
fluctuations are defined as the rejection of such a powerful metaphor, which 
established simple, aesthetically perfect, powerful and yet wrong rules for the 
inquiry into social evolution. One of its contradictory rules is the antinomic 
definition of all quantifiable relations either as endogenous or as exogenous 
variables, for the sake of the mathematical language driving the demonstration 
o f the theory. But it amounts to im possible and absurd results which  
simultaneously deny the heuristic power of the model; it led and goes on 
leading to the reduction of the science to the status of a logical game, it 
undermines the stability o f the paradigm and it reduces econom ics to 
instrumentalism and the theory to inconsequential accounting. The notion of 
‘semi-autonomous variables’ is presented as a solution for the problem of this 
dichotomic definition, as it is imposed by the rocking horse model of models.

The introduction of evolutionary concepts is far from trivial and that is 
why it took so long in spite o f the initial affair between economics and 
Darwinism: it supposes the abolition o f the structural rigidity o f the equilibrium 
concepts, and as a consequence it requires the framework o f coevolutionary 
history. Rejecting the conceptual acupuncture which prevailed in the orthodox 
paradigm for the interpretation o f the economic processes, evolutionary 
economics must be developed as a new program. The argument of this book is 
about some of its building-blocks: the concept of semi-autonomous variables in 
order to incorporate the inter-disciplinary fertilization in historical models, which 
is also the condition for not abdicating from the rigour which is required in 
economics; the concepts of morphogenesis, structural mutation or the emergence 
of order out of equilibrium; the twin concepts of complexity and coordination.

Part Three examines some of these theoretical conditions, in the light of the 
critiques o f Schumpeter and Keynes of the equilibrium paradigm, which are 
part o f the strategic heritage which is decisive for this new program. The scope 
and limits o f both assessments are discussed: these authors contributed, from 
sometimes opposed points o f view, to the critique of the static, equilibrium, 
stability, certainty and rationality postulates of the orthodox theory; although 
both authors were famous the core of their propositions is frequently ignored or 
misrepresented. The balance sheet o f their contributions is indicated, and it is 
part o f  the theoretical conditions for the reincorporation of history into 
economics: these conditions include the postulates o f disequilibrium, bounded 
rationality, structural instability, uncertainty and dynamic processes of 
evolutionary economics.

Part Four examines the analytic conditions for the study o f cycles and 
history in economics. In particular, it extends the critique of the rocking horse 
metaphor to those econometric and statistical methods which are based on 
unsustainable assumptions about the sampling character of the available series 
and their relation to hypothetical universes, about linearity and namely about
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the additivity of trend and cycle as independent modes of oscillation. It is 
indicated that there are strong theoretical reasons to believe that nonlinearities 
are pervasive in economics, that complex phenomena must naturally be more 
common than simple and linear events, and that the frequent and brutal switches 
of regimes in economic series indicate the presence of factors responsible for 
nonlinearity. It is also argued that there are simultaneously strong statistical 
reasons for believing that this is really the case, namely if alternative tools are 
used and the a priori assumptions of traditional econometrics are replaced by 
a more realist approach. The analytic condition for the study of historical 
capitalism and its constitutive feature of bursts of structural change is therefore 
the use of statistical methods appropriate to the object of the inquiry, namely 
of methods derived from the emerging paradigm of complexity, so that formal 
precision can be maintained in the models while not compromising the 
evolutionary perspective of the theory. In particular, it is suggested that specific 
forms of coordination, or modes of social cohesion, explain the recurrent but 
irregular oscillations in economic history.

This implies the return to the evolutionary metaphor. Back to turbulence, 
where complexity, unpredictability and attractors coexist and determine each 
other, this book is therefore part o f an effort to rebuild economics as an 
evolutionary and realist science, to reintroduce history as one of its best controlled 
methodologies with higher heuristic power, and to develop new methods of 
nonlinear and complex dynamics for the research on concrete economies.

The origin of this book was a doctoral dissertation presented to the University 
of Lisbon under the supervision of Christopher Freeman, Emeritus Professor 
of the University of Sussex, whose careful advice and sharp critique were far 
beyond the traditional role of an academic supervisor. I must also extend my 
thanks to A. Ramos dos Santos and to Joâo Caraça (ISEG, Lisboa) as well as to 
Carlota Pérez (Caracas and SPRU, Sussex University), who thoroughly followed 
the preparation of the text, suggesting many improvements. In particular, I must 
stress my intellectual debt to Richard Goodwin (Siena University) and Ernest 
Mande! (Brussels University), who died recently.

As acknowledged in the text, it largely benefited from the insights, writings 
or discussions with Philip Mirowski (Notre Dame University). Other researchers 
also read and discussed some chapters, namely Joâo Ferreira do Amaral (ISEG, 
Lisbon), Daniel Bensaid (Philosophy, University of Paris VIII), Norman Clark 
(SPRU, Sussex), Giovanni Dosi (University of Rome and SPRU),Taborda Duarte 
(Mathematics, 1ST, Lisbon), Augusto Mateus (ISEG), Robert May (Zoology, 
University of Oxford), John Maynard Smith (Biology, University of Sussex), and 
Charles-André Udry. Correspondence or discussion with W. Brian Arthur (Santa

Introduction X V H

Fé Institute), the late David Gordon (New School of Social Research, NY), Oscar 
Lopes (Faculdade de Letras, Porto), Richard Nelson (Columbia University) and 
Ulrich Witt (Max Planck Institute) was also helpful.The usual disclaimer applies to 
all them: although implicated by this reference, they are innocent of the mistakes of 
the following pages.

Finally, 1 must thank Penelope Duggan, who corrected parts o f the English 
version, as well as Anténio Louçâ and Isabel Pargana, who translated some 
German papers. I must also acknowledge the Portuguese Junta Nacional dc 
Inveslîgaçâo Cicntffica, which partially funded the research, and Blackwell 
and Macmillan editors for the authorization to quote Schumpeter’s and 
Keynes’s works.



PART ONE

The Evolutionary Metaphors 
in the Reconstruction of Economics

The indiscriminate application of the term ‘evolution’ however, has led to some 
unfortunate formulations, if not absurdities. Non biologists whofavour the evolutionary 
conceptualization are often unaware of the Darwinian and Neo-Darwinian theory 
and may, for instance, promote onhogenetic schemes, such as the theory that human 
culture automatically passes through a series of stages from that of the hunter- 
gatherer to that of the urban megapolis. Teleological principles have been very popu
lar among those who have used evolutionary language outside of biology, but when 
these teleological schemes were refuted, it was thought that this refuted the whole 
concept of evolution. A study of such literature demonstrates rather painfully that no 
one should make sweeping claims concerning evolution in fields outside the biological 
world withoutfirst becoming acquainted with the reasoned concepts of organic evolution 
and,furthermore, without a most rigorous analysis of the concepts he plans to apply. 
Evolutionary thinking is indispensable in any subject in which a change in the time 
dimension occurs. However, there are many ‘kinds’ of evolution, depending on the 
nature of the causes that arc responsible for the change, on the nature of the constraints, 
and on the nature of the success of the changes. The appropriate analysis of (he 
different kinds of so-called evolution in different areas has not yet been undertaken. 
Nevertheless, there is no doubt that applying evolutionary principles has greatly 
enriched many areas of human thought.

Mayr, 1982: 627
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1. Introduction to Part One: 
Simplicity or Complexity

Evolutionary economics is based on a constitutive metaphor inspired by 
Darwin’s biology. Despite its looseness, the metaphor is frequently presented 
as a powerful antidote against Neoclassical mechanicism and as an irreplaceable 
tool for a necessary and alternative organic, holistic and systemic epistemology. 
The first part of the book considers and elaborates those claims, along some 
familiar but necessary themes.

Tile argument is organized following the three basic questions: (i) is it really 
necessary to abandon positivism and, in economics, the derived neoclassical 
paradigm?; (ii) is metaphor a possible and useful tool for such a paradigmatic 
rupture?; (iii) is the biological metaphor adequate for such a purpose? The 
preliminary answers suggest the next steps of the argument. Since that is not the 
purpose of the current book, no general survey of the epistemological debates and 
no detailed discussion of the philosophical issues is presented, and the following 
chapters are limited to the case for the reincorporation of the constructive role of 
time and history in the methodology of social sciences. TTiis crucial change is the 
epistemological condition for the research on the stages of development of capitalism.

The next chapter criticizes the positivist research program, which constitutes 
a central structure of modernity. The program combines two major intellectual 
influences, Baconian and Newtonian empiricism on the one hand, and Cartesian 
rationalism on the other hand, both claiming to provide a clear distinction 
between science and metaphysics and prc-scientific thought and to furnish 
powerful tools in order to progress in scientific inquiries. In particular, the 
positivist program has been developed around two non-soluble enigmas: the 
problem of cognition and the related problem of demarcation. Alternative 
methodologies, like Darwin’s eclectic combination of induction, deduction 
and analogy, are briefly presented and constitute major points of reference for 
the epistemological reconstruction for which this part argues. On that basis, a 
strategy for reorganizing the landscape of the debate is suggested, so that a new 
and extended criterion o f signification addresses both problems.

N eoclassical econom ics is the brilliant incarnation o f positivism  in 
econom ics. Its main methodological contradictions are discussed in the



4 The Evolutionary Metaphors in the Reconstruction o f Economics

following chapter, namely the effects of the paradigmatic change which occurred 
in economics when the marginalist revolution transcribed the concepts and 
procedures o f nineteenth-century energetics to the social realm. As a 
consequence, economics includes both the extremist version o f inductivism 
and the extremist version of deductivism: no wonder the appearance o f its 
epistemology is clumsy. Then, the fourth chapter deals more generally with 
metaphoric innovation. Some basic theories o f the metaphoric constitution of 
m odels are surveyed and discussed, and a general classification  and 
methodology is summarized, emphasizing the metaphoric reconstruction of 
tire deductive, corpus o f theories as a semantic impertinence at the level of the 
explanandum, which creates new degrees o f freedom for radical hypothesizing 
and is therefore central for the solution o f the problem o f signification. Peirce’s 
abduction is presented as a particular case o f metaphoric innovation.

Metaphors are widespread in every major economic theory, not only as means 
of rhetoric persuasion but also and mainly as part o f the very working of new 
hypotheses: as Borges wrote, maybe our intellectual universe is just a succession 
of metaphors. At the frontier of our science there is now a clear conscience o f the 
importance and pervasiveness of new organic metaphors for the reconstruction of 
methods and knowledge, and that search is explicitly stated in the studies on 
complexity (for instance Arthur, in Cowan et ai., eds, 1994:680).

A final chapter briefly summarizes the evolution o f evolutionary thought 
—  from Lamarck and Darwin to Spencer andWeissmann, from Sociai-Darwinism 
to sociobiology —  and proceeds to the discussion o f its applications for 
economic theory. It is argued that such a metaphor has been decisive for the 
assault upon the positivist paradigm of economics, but that it has been in most 
cases wrongly used and that no model was presented until now arguing for a 
convincing general and precise analogy between evolutionary biology and 
economics, namely for the theory of the firm or of innovation. Moreover, that 
model probably does not exist,

Darwinian evolution represents essentially an allegory for economics: it 
provides a new vision, escaping from the mechanistic prison, but the attempts 
to generate precise biological analogies orienting the research in economics 
are doomed to fail. No economic analogue exists for the replication unit in biology 
and the discrimination between genotype and phenotype is not relevant in society, 
neither is social evolution identifiable by natural selection processes. Indeed, an 
excessive expectation attributed to the metaphor the power of selection of specific 
hypotheses and of defining models for analysis, but the results were scarce.

Yet, the evolutionary metaphor is not to be dropped. The argument o f this 
book is that it is even more useful than ever, if its merits are considered: 
coevolution, complexity, order out of equilibrium and coordination are the 
core concepts of the new evolutionary metaphors for the reconstruction of 
economics, which are explored in this part.

2. The Impasse of Positivism

The modernization of the world is a long civilizational process beginning in 
the sixteenth century. One of its constitutive elements was the emergence of a 
new world-vision, a culture of change and transformation defining science as 
its most authoritative element —  in fact, the central role of science was the 
creation and development o f legitimate and general patterns o f communication 
and social validation, simultaneously breaking with the medieval mysticism 
and imposing a new general reference for knowledge.

This modem science has been organized around three dogmas:

a. Naturalism, the epistemological association of the whole universe of 
knowable elements, namely society, to Nature. Such a claim implies: (a) 
that observability entails reproducible experiments; (b) that observation is 
the genesis of complete knowledge, since allowing for the description of 
all phenomena under general laws; (c) that the goal o f science is the control 
o f Nature; (d) that there is an univocal relation and submission of the object 
of inquiry to the inquirer. A more familiar and pervasive form of naturalism, 
weakening or transforming the second and third assumptions, is scientism. 
It is, indeed, an ideology.

b. Universaiism, that is, the generalization o f the laws defined from observation 
and experiment, in order to include the universe of knowable elements under 
the same criterion of inquiry. Such a dogma includes the quantification as a 
necessary and sufficient form of definition and description.

c. Objectivity, that is, the affirmation of the ethical and prescriptive 
neutrality o f the scientific inquiry, neither concerned nor influenced 
by any kind o f social values.

The general consequence of these dogmas is the reductionist or atomist approach 
still prevailing today in science, including in social sciences. An early example 
is Hume’s recommendation to his readers in the conclusion o f his Enquiry 
Concerning Human Understanding:

When we run over libraries, persuaded o f these principles, what havoc must wc make? 
If wc lake in our hand any volume —  of divinity or scholar metaphysics, for instance
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— let us ask, Does it contain any abstract reasoning concerning quantity or number? 
No. Does it contain any experimental reasoning concerning matter of fact and 
existence? No. Commit it then to the flames for it contains nothing but sophistry and 
illusion. (Hume, 1748:165, his emphasis)

In the same sense, Bacon, or later on Kelvin, strongly stressed that all knowledge 
is to be expressed by numbers —  quantification is the goal of science and 
allows it to interpret the world. In the same vein, Galileo stated that what 
cannot be measured cannot be counted and docs not count. Finally, the most 
celebrated example of the third claim, objectivity, was Weber’s claim about the 
‘axiologic neutrality’ o f science.

This modem science proudly formulated Laplace’s dream: for such a com
plete knowledge of all forces acting in Nature, ‘nothing will be uncertain, the 
future and the past will be opened to its regard’ (Laplace, 1812: vi-vii). The 
scientific laws should capture the universal essence and transcend time. 
Positivism was indeed bom as a dogma —  or, as Comte put it, as a ‘catechism* 
—  abolishing time and historicity, reducing the events and relations to atomistic 
and quantifiable facts, and submitting facts to a single and indisputable pattern 
of knowledge. As a consequence, science came to be conceived of as the quest 
for universal and timeless statements completely describing the world and was 
therefore supposed to appropriate the ontological attributes of Divinity.

Positivism as such was formulated only in the nineteenth century as the 
articulation of the main trends in modem science but it was really the heir of 
this metaphysic claim for complete and exhaustive knowledge. In fact, it 
established a bold synthesis between distinct methods o f thought and 
m ethodological prescriptions, from Galiiaic, Baconian and Newtonian 
empiricism to Cartesian rationalism. For some decades, this paradigm was 
immensely productive and in fact it was the organizer of the transition for 
modernity. These two main trends will be discussed now.

2.1. The modern clock: birth, rise and crisis of classical positivism

By the beginning of the seventeenth century, modem science was developed 
enough to challenge some of the religious dogmas of the pre-Enlightenment period, 
and the first principle of the new positivist approach was the separation of the 
realm of science and of religion. In a private letter to a friend, Kepler explained the 
radical new attitude as the development of the metaphor of the clock:

1 am now much engaged in investigating physical causes; my goal is to show that the 
celestial machine is not the likeness o f a divine being, but is the likeness of a clock (he who 
believes that the clock is animate ascribes the glory of the maker o f the thing made). In tin’s 
machine nearly all the variety of movement flows from one very simple force just as in a 
clock, all the motions flow from a simple weight. (Kepler, quoted in Olson, 1971:60)
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Science was part o f the modernization hurricane which was going on and 
intended to dominate and to develop it. Indeed, more or less a quarter of century 
after this letter was written, Galileo was still condemned for adopting the 
Copemican cosmology —  but he knew he was right, and perhaps as important 
is the fact that the reason for the condemnation was his unwillingness to accept 
presenting his inquiry as a simple mathematical tool, 'as i f ’ it was just a model 
with no claims about reality and therefore not questioning the Church’s 
conception o f the universe. In that case, as Cardinal Bellamiîno suggested, the 
court would have accepted his apologies. Galileo’s condemnation was in fact 
the first modem skirmish between instrumentalism and realism and it marked 
the turning point: although Galileo was defeated for choosing the dangerous 
strategy of defending the truth, it announced the coming period of victory of 
science over the theological dogmas.

The mechanistic approach was thereby strongly established and constituted 
the operational version of that extreme naturalist dogma. For Bacon, a 
contemporary of Galileo, the collection of data —  the exclusive and defining 
preoccupation for the scientist —  should avoid four dangers: the seduction by 
the idols of the tribe (the influence of the innate features o f the mind), by the 
idols of the market place (language), by the idols o f the cave (individual 
education), and by those o f  the theatre (misleading philosophies). The 
objectivity and completeness o f knowledge was sure when and if  these 
dangers were avoided (Bacon, 1620: 22 f.). In particular, induction was the 
method to vanquish those demons and to establish true knowledge: ‘The 
formation of ideas and axioms by true induction is no doubt the proper 
remedy to be applied for the keeping o ff and clearing away o f  idols’ (ibid.: 
48). Laplace, two hundred years later on, fully supported the same method, 
enthroning Baconian empiricism as the very definition o f science (Laplace, 
1812: cxxxix-cxl).

In the generation following Bacon, Newton was the most important scientist 
to apply and develop these ideas.1 In hte Mathematical Principles he presented 
the new method:

in experimental philosophy we are to look upon propositions inferred by general induction 
from phenomena as accurately or very nearly true, notwithstanding any contrary 
hypotheses that may be imagined, until such time as other phenomena occur, by which 
they may either be made more accurate, or liable to exceptions,This rule we must follow, 
that the argument o f induction may not be evaded by hypotheses. (Newton, 1687:166)

Or, even more conclusively, his hypotheses non fingo:

Whatever is not deduced from the phenomena is to be called an hypothesis; and 
hypotheses, whether metaphysical or physical, whether mechanical or o f occuJ t qualities, 
have no place in experimental philosophy. (Newton, ibid.: 204-5).
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Newton developed extensively the first dogma o f positivism , under its 
atomistic and mechanistic form: the basic elements o f his conceptual system 
are atoms, their basic properties being mass, extension and shape, and their 
basic relations being motion and interaction. For studying the forms of those 
atoms, Newton employed two distinct methods of generalization: (a) by 
enlargement (generalization of particular instances); and (b) by division (the 
known primary qualities of bodies being assigned to others too small to be 
observed; Harré, 1964: 57, 104, 108-9).

But Newton frequently departed from Bacon’s discipline. In fact, Newton 
was aware of the limitations of this general method: it could not logically 
sustain a general conclusion,2 but should still be considered as the ‘strongest’ 
available method; this was widely shared by other scientists, since their 
confidence was reinforced by the new scientific developments which established 
Newton’s aura.3 Anyway, his inductive method was complemented by an 
axiomatic and systemic approach in most cases: some of his most celebrated 
findings, such as the suggestion of the existence of Neptune, follow from a 
principle of universal gravitation which was not coherent with the proclaimed 
extension of Kepler’s laws (Duhem, 1906: 190 f.; Ruse, 1982,42; Gicre, 1988: 
73-4); a supplementary hypothesis had been necessary in order to direct the 
investigation. A largely deductive system defined a new axiomatic (the theory 
of gravitation, the three Jaws of motion in Newton’s mechanics) and defined a 
procedure for relating theorems of the axiom system with observations, in 
order to corroborate the hypothesis and to lead to new findings (Losee, 1980: 
86). In this sense, Newton’s concrete work was substantially opposed to the 
pure empiricist epistem ology of Bacon, in which only observation and 
experience were accepted and there was no role for concepts. Furthermore, 
Newton presented his method in Principia as following an exact mathematical 
model in analogy to an imaginary world, while in other works he considered 
non-mechanic causality, such as forces acting at a distance. Berkeley, an 
em piricist whose positivist traits were unambiguous, criticized these 
contradictions in Newton’s work, and most of all his introduction of non
observable invisible quantities, which challenged the inductive dogma. In 
fact, Newton’s unique position in the seventeenth and eighteenth centuries 
science was due to his methodological eclecticism and bold hypothesizing.4

It is nevertheless unquestionable that the strict inductivist account of 
Newton’s work dominated the interpretation of his major achievements. Voltaire, 
after a travel to Britain, praised Newton for destroying Cartesianism (Voltaire, 
1733: 91). The same Voltaire published in 1738 an important piece of 
popularization along the same lines, Elements o f Newton’s Philosophy. This 
new path for rigorous inductive science was also cultivated and praised by 
Saint-Simon or Comte, and became the hallmark of positivism.

Classical positivism developed this general approach: induction was
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defined as the only criterion for cognition, as it established a general demarcation 
principle against all kinds of metaphysical pseudo-knowledge, or the four 
idols of Bacon. The concrete procedures deriving from these methodological 
assumptions were in consequence: (a) the definition o f tests as the valid task to 
check the laws derived from observation; (b) the existence o f a Baconian 
experimentum crucis, a crucial experiment allowing for the final validation of 
laws derived from observations, and (c) the verification principle establishing 
the possibility and necessity of testing the law in the whole domain o f the 
function. The continuity o f the function was stressed by the general idea 
according to which Natura non facit saltum, common to Leibniz (Natura 
abhoret saltum , nature hates jumps), Linnaeus, Lamarck, Darwin, or later on to 
Marshall, who printed the motto in the first page of his Principles.

Even if this method obtained a large support and was even considered canonical 
in sciences —  including in social sciences, since the birth of sociology under the 
spell of Comte’s dogma (Comte, 1852:15)— the weakness pointed out by Newton 
himself suggested a reconsideration. The main argument for such a debate has 
been the unsolved Hume’s Paradox: even if a verification is extensively developed 
in an inductive process, it is never possible to assure that the first aftcr/i observations 
will not refute the general law; there is indeed no logical way of stating that ‘the 
sun will rise tomorrow’, from the single fact that it did yesterday and today. The 
Paradox suggests a general suspicion against inductivism.3

Hume was in fact a supporter o f inductivism but also a sceptic about the 
method’s capacities to demonstrate scientific propositions. The ‘dilemma of 
objective validity’ was the conclusion of his criticism of both deduction and 
induction: if stating a cause-effect relation is the central task for science, 
deduction is not enough to define scientific rationality.6 On the other hand, 
induction is not logically demonstrative but still it is the only path for scientific 
progress: ‘causes and effects are discoverable not by reason but by experience’ 
(Hume, 1748: 28; also 1740: 8).

This paradox puzzled the scientists and suggested a reconsideration of 
verificationism and induction, and a requalification of the positivist program.

+

The classical positivist program —  based on the articulation of the dogmas of 
naturalism, objectivity and universalism , and their consequences, the 
reductionist and atomistic approaches —  established a strong principle of 
demarcation against non-scientific statements, including a cognitive method, 
induction, and its correlate verificationist procedure. But the method was not 
logically consistent and was challenged by Hume’s Paradox, and furthermore 
was not complete for practical purposes, as proved by Newton.

During the nineteenth century, three main challenges were defined against
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this program by Marx, Darwin and Carnot and CJausius, and the alternative 
which was immediately most successful, Darwinism, created a new pluralistic 
methodology for biology, which was potentially extensible to other sciences. 
Nevertheless, by the end of the nineteenth and in the early twentieth centuries, 
the positivist program was reorganized. This rationalistic reconstruction, 
originally inspired by Cartesianism, is discussed in the next section.

2.2. The rationalistic reconstruction of positivism

Descartes, contemporary of Bacon, Kepler and Galileo, had already established 
an alternative to empiricism, which constituted a second building-block of 
modem science. As he told the legend,7 he was inspired by his dreams o f the 
night of the 10 November 1619, while he was practising some military exercises, 
to elaborate a new method, the ‘basis for an admirable science’, unifying all 
knowledge and creating a universal mathematics (Descartes, 1637: ix). Cogito, 
ergo sum , the ‘first principle’ of the new philosophy, did not establish truth, 
since God would be the only guarantee of truth (Descartes, ibid.: 40,47; in fact 
the purpose of that whole section of the text was to prove the existence of 
divinity). Yet, he claimed that the book presented a true method: since I can 
think, I do exist, rationality logically precedes existence, and therefore what 
the human beings can understand very clearly must be true (ibid.: 41). This 
method consists in the following four recommendations: (a) one should consider 
true the statements recognized as such by reason; (b) every difficulty should be 
divided in as many elements as possible; (c) one should order the thoughts, 
rising slowly from simple to complex statements; and finally, (d) one should 
omit no detail (ibid.: 22-3),

The three last items are already familiar: they are part o f the classical 
positivist approach. But a striking difference was introduced by the first and 
central deductive procedure suggested by Descartes. That was the very essence 
of his method: the cognitive criterion was established by deductive reasoning 
and not by observation or experiment. Descartes himself did not consider the 
experimental demonstration. One obvious example of that was Descartes’ praise 
for Harvey’s book on blood circulation and the heart, which included convincing 
evidence for the new theory, but did not change his own theory about the 
mechanical functioning of the body (Descartes, 1637: 57,62). The development 
of Cartesianism organized this methodology in the following terms;

a. A mechanical science was built on absolute knowledge, since deduction 
(as a discrete and controllable set of logical statements) should be logically 
complete and irrefutable, unlike induction,8 which could only be accepted 
as non-demonstrative. Furthermore: (a l) such a knowledge was fully 
cumulative, (a2) the logical meaning of every statement was established in
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relation to the axioms; and accordingly (a3) the statements should be 
organized in a deductive hierarchy and referred to quantifiable bits of reality. 
The cosmic and mechanistic analogies for the organization o f matter 
corresponded to the certainty o f thought based on the deduction o f that 
organization (Descartes, ibid.: 53, 56): intuition was the primary source, 
and the pure ideas were supposed to be certain,

b. The context of discovery was separated from that o f justification: Descar
tes’ own dream did not justify his assertions on method, and the nature of 
the discovery process was to be delt with by non-scientific speculations.

c. Finally, the method vindicated Cartesian dualism (body/soul, matter/spirit, 
res extensa/res cogitans, Descartes, ibid.: 40-1), which was also an extension 
of the dual Aristotelian logic {tertium non da tar). Since matter could be 
explained by the same principles o f extension and movement, the different 
sciences, such as biology,9 physics or mechanics should follow the same 
principles and methods (ibid.: 56).

These principles had a considerable and durable impact oh epistemology and 
nourished a decisive paradigmatic shift: since all essences can be reduced to 
magnitudes, mathematical formalization can account for all natural and social 
phenomena and eventually create a common language for sciences. Furthermore, 
the second assertion plays a major role in the Popperian theory, and dualism has a 
pervasive influence in all scientific thought. A whole new departure for positivism 
was established, since the annoying Hume’s Paradox was avoided.

This proud deductive science shared with empiricism the requirement 
çfor a perfectly deterministic body of knowledge, and that o f a mechanistic 
function ing o f  m odels under general law s ruling reality: the clock  
interpretation synthesized both trends, in spite o f their differences about 
the cognitive process. But since both cognitive criteria were vulnerable, 
because o f Humean scepticism  or because of the tautological character of 
deduction, a truce was favoured by both armies.

This synthetic model com ing out o f this developm ent, called the 
Hypothetico-Deductive Model (HDM), was conceptualized and suggested later 
on by the authors of the Vienna Circle, which developed an ambitious program 
searching for a scientific and objective language. The Vienna Circle (Carnap, 
Godel) developed logical positivism since 1925, suggesting a reassessment of 
the old criterion o f  cognitive meaning based on induction and o f  the 
procedure o f verification. By 1935 the logical p ositiv ists adopted a 
different strategy, what came to be called ‘logical em piricism ’ (Carnap, 
Ayer, H em pel, N agel), sin ce in clu d in g  a log ica l an a lysis in their 
construction, in a major departure from pure induction.

A refined HDM was developed, including a correspondence theory of truth 
(accordino to Tarski’1; ft.,*,....,...» .. .. -,----  ■ - ’’
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facts), and defined by the quest for some universal scientific language. As a theory 
was considered to integrate an explanans, a general law and the definition of 
initial and final conditions, and an exptanandum, the proposition about the events 
to be explained, the demonstration should be the deduction of the explanandum 
from the explanans. And since the law was inductively based, a symmetry could 
be established between this explanation and a prediction also deducted from the 
explanans; such a prediction could make possible a comparison of theories. The 
procedure associated with this model was to be called confirmation ism, based on 
the test of the hypothesis against experimental evidence, strengthening the 
confidence in it if confirmed, or correcting it if refuted. It is still dominant in 
sciences even if its theoretical foundations are outdated by the conceptual 
predominance of infinmationism.

It is evident that this elegant construction reintroduced Hume’s Paradox, 
since it did not restrict itself to the Cartesian deductive process and 
recreated an inductive logic. Inspired by young Wittgenstein, the effort of the 
logical empiricist was therefore to define science as a coherent linguistic system 
and to guarantee the logic of the demonstration. Positivism was redefined by 
postulating the necessary formal symbolic logic and axiomatic system, a 
language for expressing scientific propositions. Such a language should 
establish a non-refutable inductive logic, ’a canon of thought whereby 
conclusions could be established with a specific probability from premises 
that included only basic logic and mathematics and reports o f observations 
and experiments’ (Hausman, 1984: 18).

The evident failure of this mystical search for a completely objective 
language for science left several old and new unsolved questions. In fact, it 
proved neither the efficiency of a syntactic reconstruction of epistemology, 
nor the possibility of overcoming the problem of induction by a corpus of 
undisputed deductive rules for the transformation of observational statements 
into theoretical statements. For those reasons, the attempt to reconsider a criterion 
of cognition autonomously from the criterion of demarcation —  that is, induction 
or deduction as procedures independent from the distinction between scientific 
and non-scientific theories —  was abandoned. Different solutions were suggested 
to this new impasse, and they will be very briefly presented.

2.3. The return of the demarcation principle

So far, the evolution of positivism was described and discussed around two 
main periods and concepts. The first form of positivism, classical positivism, 
was empiricist and established a strong demarcation principle —  previously 
defined as the criterion to separate scientific from metaphysical statements 
and theories. This includes the cognitive criterion —  defined as the legitimate 
form of acquisition of scientific knowledge —  and a consequent procedure of
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inductive inference and thus of verification of the general laws in all the 
domain o f the facts involved. Description, a com plete description of 
phenomena, was therefore equivalent to explanation.

The second positivist current, organized around the HDM and taking the 
form of logical empiricism, combined the Cartesian approach to the deduction 
of the explanandum from the explanans with the cognitive inferences from 
induction. The symmetry explanation-prediction was established by the logical 
account, and a confirmation principle was introduced as the basis for the 
theoretical statements and the general laws defined from observational 
statements. In other words, the cognitive criterion, the inductive inference of 
laws from observation, was combined with a signification criterion, defined 
hereby as the semantic and cognitive organization of the theoretical statements. 
The inductive logic corresponded to the cognition criterion, but the deduction 
from the axiomatic system corresponded to the signification criterion.

Modem positivism tried to establish science as an ideal linguistic system, 
making possible a new inductive demonstrative logic, supposed to avoid Hume’s 
central objection and to establish an irrefutable cognitive criterion. But this effort 
was previously at the centre of the impasse of the logical empiricist current, and 
the Humean scepticism resuscitated. Consequently, the impasse favoured Popper's 
alternative: since the time of the transformation of logical positivism into logical 
empiricism, Popper developed instead a comprehensive and influential new 
synthesis which challenged some traditional definitions of classical positivism 
and changed its whole approach. Popper reduced the inductive cognition criterion 
to a simple non-demonstrative possible inference from facts, and argued for a 
return to a strongest demarcation criterion comprising the signification criterion 

 ̂ as well. The logical primacy of the demarcation principle is the specific positivist 
' characteristic of Popper’s philosophy of science, since it reaffirms the reducibility 

of the object and the irreducibility of the subject.
The demarcation principle was to be established on the basis of the 

fa lsifiab ility  of universal theoretical statements. In this approach, the 
scientifieity of a theory was defined by its willingness to submit concrete and 
bold predictions to refutation by future evidence and testing, and by its 
resistance to falsification: ‘One theory which is really not refuted after the test 
of new daring and not probable predictions may be considered as confirmed by 
tests’ (Popper, 1982: 245). Bacon’s experimentum crucis  was therefore 
reintroduced as the concrete form of the simultaneously demarcation and 
signification criterion. A sophisticated form of relativism was supported and it 
stressed the provisional and conjectural nature of knowledge but also its radi
cal separation from metaphysics, including in this category all historical or 
non-experim ental sc ien ces unable to form ulate predictions (History, 
Palaeontology; or theories, like Darwinism, Marxism or Psychoanalysis).

This program rebuilt positivism. In fact, it denied its naturalistic foundation



—  and Popper strongly argued against it —  but strengthened the universalist 
and objectivist dogmas. As a whole, it provided the scientific community with 
a new powerful heuristic, the ‘corroboration* process being the condition for 
the search for new hypotheses and ‘falsifiability’ being the control of the process. 
Its success guaranteed a new form o f self-identification of science as a separate 
and demarcated structure of knowledge inside society.

The Poppcrian program constituted therefore the single most important 
and most successful effort to reorganize positivism  in recent times. It 
wrongly claimed to be a solution o f Hume’s Paradox and to define a logic 
o f  justification allow ing for the developm ent of science based on an 
excluding and exhaustive demarcation principle, but the result was the 
prolongation of the impasse (Louçâ, 1993: 22-7). The main criticisms to 
this program can be shortly summarized:

a. It excludes scientific fields o f inquiry, and not only the single theories 
supposed to reject falsifiability. According to this conception, all historical 
sciences are rejected, such as these social or even natural sciences where 
experiment cannot take place following the physic’s canons.10

b. The program is not logically viable nor consistent. Some universal 
existential statements cannot be refuted: for instance, the statement ‘There 
are abominable snowmen* is always valid since no refutation is ever possible 
(Caldwell, 1982:21). Of course, in spite of it, this statement is rejected by 
the Popperian criterion, since it does not even allow for a refutation test: the 
only acceptable statement would be the negative form, ‘there are no 
abominable snowmen’, which is considered a true scientific statement since 
it can be refuted (if one snowman is found). But this stratagem is not always 
possible or desirable, since a large part —  if not the majority —  of scientific 
inquiries is concerned with hypotheses formulated as universal existential 
statements: the assertion ‘there are quarks’ directed a research even if it is 
irrefutable, but the assertion ‘there are no quarks’ is either irrelevant or a mere 
disguise of the previous statement for some ceremonial reasons.

Speaking for Popper, Samuelson argued for the applicability and 
triviality of the infirmationist principle with the following example: ‘Drilling 
to find where oil isn’t differs not all that much from drilling to find where it 
is’ (Samuelson, 1974: 12) —  happily for his career, the author is a Nobel 
Prize winner and a distinguished professor of economics, and not just a 
manager of some oil corporation.

c. The method is never conclusive. The argument was staled as early as 1906 
by Duhem: rejecting Baconian inductivism and naive belief in the 
experimentum crucis (Duhem, 1906: xi, 183), Duhem stated that an 
experiment never condemns an isolated hypothesis but a whole set of  
hypotheses. This statement, later on known as the Duhem-Quine Thesis,
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argued against naive infirmationism:

In sum, the physicist can never subject an isolated hypothesis to experimental test, but 
only a whole group o f hypotheses; when the experiment is in disagreement with his 
predictions, what he learns is that at least one o f the hypotheses constituting this group 
is unacceptable and ought to be modified, but the experiment docs not designate which 
one should be changed, (ibid.: 187)

There is no possible refutation indicating the single hypothesis to be 
fa ls if ie d .11 For D uhem , the con clusion  was that a new  form o f  
confirmationism was needed, so that the confirmation of a prediction may 
strengthen the confidence in the hypothesis (ibid.: 28). Popper answered to 
the Duhem-Quine Thesis with a partial retreat: ‘In reality, a decisive refutation, 
of a theory can never be presented, since it is always possible to state that it is 
impossible to believe in experimental results or that the distances between the 
experimental results and the theory are only apparent and will disappear with 
the progress of our understanding’(Popper, 1962a: 50, my translation). Blaug 
presents this position as an acceptance of the D-Q thesis (Blaug, 1982: 16-7). 
But, as it is obvious from the quotation, Popper only accepted some 
psychological limitations (the declarations or beliefs of scientists) and reduced 
the whole case to a question of rhetoric.

d. Finally, the method is not practically applicable, since the hypotheses are 
not strictly separable, some initial conditions are not verifiable (for example, 
in economics, the state of information o f the agents), not all exogenous 
variables are known and controllable, and no general law can be submitted 
to test without complementary hypotheses. It is not applicable and it is not 
applied: the majority of the scientists looks for confirmation, not for 
refutation— Mendel was trying to prove the laws of heredity and to support 
his hypothesis, not to refute it, just as Newton looked for his planets and not 
for the cosmic emptiness, just like physicists look for their quarks.

Faced with the failure o f positivism, Popper inverted the inductivist equation: 
instead of grounding the authority of science in an empiricist demarcation criterion, 
or in a cognitive principle supporting the formulation of general laws or the 
elaboration of the axiomatic system, he suggested a strictly deductive procedure 
for the formulation of hypotheses, to be submitted to the falsification test of 
comparison of predictions against inductive evidence. As a consequence, in spite 
of claiming to have solved the Paradox, Popper reintroduced it in the final stage of 
his epistemology. In the real world, facts are indeed more stubborn than theories.

The failure of the verificationist methodology (which does not constitute a 
foundation for universal laws inferred from observational statements) and of 
the falsificationist methodology (which does not accept universal existential 
statements) maintained the most modest confirmationist methodology as the



only practical procedure to be generally employed in science, and opened 
the way to radical challenges or even to n ihilistic attitudes, such as 
Feycrabend’s ‘anything goes’ or M cCloskey’s reduction o f  science to the 
status of rhetoric conversations.

2.4. An early critique of positivism: Darwin

The positivist synthesis is only a product o f the nineteenth century, but its 
main trends — empiricism and Cartesian rationalism —  dominated the horizon 
o f modem science for a long time. It is therefore not surprising that the main 
alternatives to positivism were exiled to the boundaries of the paradigm. One 
of them emerged in a new science, biology.

Darwin considered himself a good pupil of Baconian methodology or of 
positivist prescriptions; in spite of it, he introduced new concepts of causality and 
new methods of inquiry with lasting consequences for science in general. In fact, 
Darwin claimed to follow Bacon and Newton (Ruse, 1982; 42 f.; Brooks and 
Wiley, 1986: x), but that was certainly contradictory with his own experience. In 
the Autobiography prepared for his grand-sons, Darwin candidly remarked that in 
July 1837, when beginning his first notebook, T worked on true Baconian 
principles, and without any theory collected facts on a wholesale scale’ (Darwin, 
1876: 119). But, according to the same Autobiography, only fifteen months were 
needed to give to those facts a meaning and to formulate a theory since when, 
rereading Malthus in 1838 ‘for amusement’, Darwin was able to incorporate the 
concept of natural selection. ‘Here, then, I had at last got a theory with which to 
work’ (ibid,: 120). A constitutive metaphor and a theory had been necessary in 
order to interpret the facts and to define a scientific program. Newton’s influence 
was more consistent, since it justified the shift of the theory from internal to 
external forces, from ‘transformational drives to environmental forces’ (Depew 
and Weber, 1996:115), in opposition to Lamarck’s fmalism (ibid.: 115,127).

Some authors, like Blaug,12 present Darwin as a sophisticated positivist and 
a supporter of the later Hypothetico-Deductive Model (Blaug, 1982:8-9). Mayr 
presents a similar argument: the HD model followed by Darwin included three 
steps: (a) the generation o f hypotheses from pure ‘speculation’; (b) the 
experiments to test the hypotheses; and consequently (c) the formulation o f a 
theory (Mayr, 1982: 28, 850). But, o f course, the first step is not a purely 
deductive one; it is ‘abductive’ and thus non-positivist. The HDM interpretation 
of Darwin is too narrow; in fact, Darwin’s method combined four different and 
innovative approaches:

a. A new concept of local causation. Darwin rejected both essentialism and 
Lamarckian teleological evolution by intrinsic drive to perfection, and 
supported a separate concept of causation for each natural process: variation
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through a process o f genetic or adaptive change (a ‘black box’ which would 
be opened only when Mendel’s genetic laws were rediscovered by the end 
o f the century), or differential survival and reproduction in the selection 
process through the interaction of the genetic structure and the environment. 
The causal assertions were established by a unique combination o f  
observation and deduction. The contradictory influences of Malthus and of 
Adam Smith’s concept of unintended consequences o f individual behaviour,13 
were important to establish a general framework for these local processes.

b. The use of heuristic devices, the theory o f common descent being the main 
one: the scientists should look for the ‘missing links’ (Darwin, 1859: 341), 
and in fact that activity would become a source o f confirmation and 
development of the evolutionary theory.

c. An organic approach. In the context o f modem science, this was one of the 
most important contributions by Darwin, since the first Aristotelian 
organicist approach had been buried with medieval metaphysics: Darwin 
presented a new comprehensive system which included the indeterminacy 
of biological phenomena, an understanding of complex and hierarchical 
processes and the affirmation of the impossibility of absolute predictions 
(T believe in no law of necessary development’, Darwin, 1859: 348).

d. And, finally, a large, original and crucial use o f metaphorical and speculative 
reasoning. The most evident example is the sequence of the first and the 
second chapters of The Origin: Darwin dealt with variation under domestication 
and then, by analogy, discussed variation in Nature.14 As Darwin himself stated, 
he used metaphor and analogy as a complementary heuristic to define 
hypotheses about the common descent of all species (Darwin, 1859: 454-5), 
and argued for the legitimacy of speculation based solely on some facts, even 
if it leads to a false conclusion (which should be corrected, and then one way 
for error would have been closed, Darwin, 1871:926 f.), and on the recourse to 
imagination for the interpretation o f facts (Darwin, 1859; 263).

In a letter o f December 1859 to Huxley, just after the publication o f The Origin
of the Species, Darwin explained why did he insist on the explicit presentation
of analogies in his demonstration:

Not only sir H. Hollan, but several others, have attacked me about analogy leading to 
belief in one primordial created form. (By which 1 mean only that we know nothing as 
yet o f how life originates).... I answered that though perhaps it would have been more 
prudent not to have it put in, I would not strike it out, as it seemed to me probable, and 1 
give it no other grounds. You will sec in your mind the kind o f  arguments which made me 
Blink it probable, and no more fact had so great effect on me as your most curious remarks 
on the apparent homologies of the head o f Vertebrate and Articulate. (Darwin, quoted in 
Carabclli, 1988:265; this letter was also noted and quoted by Keynes)

This rather important break with positivist traditions was quite obvious in the
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discussions of Darwin with some of the most distinguished epistemologists of 
his time: Herschel and Wheweil. Herschel argued in 1830 and 1831 for the use 
of analogy as a criterion of good science: ‘If the analogy of two phenomena be 
very close and striking, while, at the same time, the cause of one is very obvious, 
it becomes scarcely possible to refuse to admit the action of an analogous case in 
the other, though it is not obvious in itself’ (Herschel, quoted in Ruse, 1982: 45- 
6). But Herschel, an astronomer, was a firm believer in Newton’s methods: science 
was vindicated as the statement of simple, constant and uniform laws. As a 
consequence, he rejected The Origin, since natural selection was neither a reversible 
process nor a deterministic mechanism (Depcw and Weber, 1996: 66, 147, 153).

Wheweil was also a supporter of the use of analogy and defined theories as 
statements of unifying analogies between two different domains of phenomena 
(Hesse, 1974: 221-2). But analogy should be built on extensive and complete 
induction, the ultimate source of every reasoning, and Darwin was suspected of 
having abandoned the rigorous Newtonian method, as Sedgwick emphatically 
accused him: ' You have deserted... the true method of induction, and started in 
machinery as w ild ... as the locomotive that was to sail us to the moon’ (quoted 
in Depew and Weber, 1996: 141).

It is quite obvious that Darwin’s method surpassed these traditional 
Newtonian approaches. The map of Darwin’s concept of natural selection 
includes therefore two directions of analogical reasoning (the Malthusian theory 
of population in a theoretical level and the evidence of artificial selection at an 
empirical level), induction from so diverse fields as the study of the Instincts, 
Palaeontology, Embryology or Biogeography, and the deduction of a general 
law. Darwin's use of deduction, induction and analogy illustrates quite well his 
approach to causality and to science: since there are infinite possibilities of 
mutation, no prediction is accurate and no univocal determinism in the relation 
genotype-environment can be stated. The traditional antinomy contingency- 
necessity was therefore challenged: mechanicism and reductionism were 
consequently annihilated.

2.5. Causality and determination

The positivist program established strict conditions for causal claims to be 
accepted as legitimate: cause and effect must be identifiable and separable, 
and the nature of determination must be unequivocally univocal. Furthermore, 
these conditions could be arguably established in the inductivist version, since 
reproducibility of the experiment and control of its exact conditions define the 
determination, as well as in the deductivistic account, since the singular 
instances can be proved to integrate a general law.

Both these versions provoked intense arguments since their formulation, 
and an alternative organicist thought challenged such a perspective since very
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early with Kant, who established in the Critique or Judgement the difference 
between mechanic drive and intentionality: ‘An organised being is then not a 
mere machine, for that has merely moving power, but it possesses in itself 
formative power of a self-propagating kind which it communicates to its mate
rial though they have if not of themselves; it organises them, in fact, and this 
cannot be explained by the mere mechanical faculty of motion’ (Kant, 1790: 
278, his italic). In the same mood, Hegel criticized this mechanical analogy 
implied both in the Newtonian paradigm and in the definition of positivist 
laws, and argued that mechanisms should be subordinated to the organic 
conception, functioning as a regulatory system. Hegel formulated a clear crit
ique of the causal chains in the mechanic interpretations o f reality, particularly 
of its extensions to the realm of organic wholes or other contexts where qualitative 
phenomena should instead be considered:

Thus decidedly must we reject the mechanical mode o f inquiry when it comes forward 
and arrogates itself the place of rational cognition in general, and seeks to get mechanism 
accepted as an absolute category. But we must not on that account forget expressly to 
vindicate for mechanism the right and import o f a general logic category. It would be, 
therefore, a mistake to restrict it to the special physical department from which it 
derives its name. There is no harm done, for example, in directing attention to mechanical 
actions, such as that o f gravity, the lever, etc., even in departments, notably in physics 
and in physiology, beyond the range o f mechanics proper. It must however be 
remembered that within these spheres the laws o f mechanism cease to be final or 
decisive, and sink, as it were, to a subservient position. To which it may be added that 
in Nature, when the higher or organic functions are in any way checked or disturbed 
in their normal efficiency, the otherwise subordinate category o f  mechanism is 
immediately seen to take the upper hand, (Hegel, 1830:262)

In economics in particular, those debates appeared since very early. Sismondi, 
before Marx, sharply criticized Ricardo’s deductive method, arguing for realist 
assumptions and historical methods:

[My method] is not founded on dry calculations, nor on a mathematical chain o f  
theorems, deduced from some obscure axioms, given as incontestable truth... Political 
economy is founded on the study o f man and men; human nature must be known, and 
also the condition and life o f societies in different times and in different places. One must 
consult the historians, and the travellers; one must look into one’s self; not only study the 
laws, but also know how they are executed; not only examine the tables o f exportation 
and importation, but also know the aspect o f  the country.... (Sismondi, 1819: xv)

Sismondi added that sequential and reciprocal causality —  when ‘each effect 
becomes cause’ (Sismondi, 1819: 125) —  cannot be either isolated or ignored. 
The advice was not followed by late nineteenth-century economics, neither 
has it been followed by mainstream social sciences, which mimicked the 
dominant scientism: according to Saint-Simon, history should be as certain as
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astronomy (Grossman, 1943: 389).
These severe assaults upon the positivist program of mechanical causality 

—  Kant’s or Hegel’s consideration o f quality and change, and Sismondi’s 
argument o f complex causality —  converged to Darwin’s and Marx’s new 
organic ep istem o lo g ies , which estab lished  the con n ection  between  
contingency (mutations, choice) in the domain o f external causation and 
necessity  (internal development of contradictions and therefore lawfulness, 
crises) in the domain o f  internal mediation.

Mainstream science resisted these challenges: positivism is the encapsulation 
of naturalism, universalism and objectivism, and defines causality as the action of 
impulses in a mechanical world ruled by rigid laws postulated by the certainty of 
the repetition of causal relations, allowing for prediction. Of course, classical 
positivism had already pointed to some of the difficulties of this approach, the 
most important of all being Hume’s paradox: since induction does not support a 
demonstrative argument, there is no proof of the ‘ultimate connection’ between 
cause, defined as a spatio-temporal homogeneity under the conditions of constant 
conjunction and contiguity, and its effect (Hume, 1740: 119).

The impasse led Mach and the Vienna Circle to reject any investigation 
about fundamental causes, since they were supposed to be unobservable, 
and to consider instead a stricter version of cause, redefined as the ‘change 
in the independent variable’, and of the cause-effect as a ‘functional relation’ 
(Olson, 1971: 244). This change was considerable and proved very powerful, 
since it made possible a general formalization of causality as exogenous impulses 
in a mathematically treatable model of reality. It is indeed the dominant form of 
production of causal claims in the positivist paradigm to this day.

But this concept of causa efficienst instrumental^ defined as exogeneity 
of the explanatory variable, is logically incoherent and ontologically deficient. 
As Feigl argued, the concept is arbitrary, since the inverse of the function 
cannot be defined as an inverse causal relation (Feigl, 1953:417); moreover, if 
events are unique or historical by nature, causality cannot be formalized as a 
functional relation of dependence (Bunge, 1959: 115; Feigl, 1953: 410). On 
the other hand, the positivist concept of causation is inseparable from the 
prediction corollary, since ‘causes’ are replaced by general causal ‘laws’ which 
allow for prediction —  and prediction is considered to be the salvation of  
positivist epistemology under the light of Popperian reconstruction. Still, 
prediction is inconclusive and not demonstrative:

successful prediction with the help of a set of laws is not a test of their causal nature.... 
Predictability and artificial reproducibility arc empirical criteria fortesling the truth of law 
statements; the attempt to derive all the meaning o f law statements from their use and from 
the procedures o f their verification amounts to confusing truth with one of its criteria, 
semantics with pragmatics. (Bunge, 1959:331-2)
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Bunge suggested that causality —  in this sense o f cause-effect functional 
relation —  be considered as a specific part of a general category o f determinism, 
since it is not universally valid and may be considered only as a convenient 
approximation whenever there is an extreme asymmetry between cause and 
effect in the framework o f negligible feedbacks (ibid.: 170), and added that 
other forms o f determinism should be considered, such as dialectics and 
holism.15 As indicated, Marx and Darwin fail into these categories and argued 
for causal determinations which cannot be formulated as univocai relations in 
timeless environments: every causal explanation, if it is to be realistic, must be 
based on a constellation o f determinations and not on a single abstract 
representation as a functional relation in a model.

The introduction o f history and structural change, o f qualitative variables 
and choice, o f multiplicity of actions and complexity, as Hegel, Marx, Darwin, 
or Maxwell argued, challenges the positivist certitudes and methods. Yet, it 
was only with another rupture that positivism was deeply damaged: the defy 
was suggested from the central corpus o f natural sciences and was established 
by quantum physics. Heisenberg summarized the challenge under ten 
‘revolutionary propositions' (Lukacs, 1971,293 f.): (a) the unpredictability 
of the trajectory and behaviour o f particles implies the collapse o f traditional 
positivist determinism, and (b) contradicts the ideal of objectivity;*6 as well as (c) 
the illusion about definitions; and (d) the illusion about the absolute truthfulness 
of mathematics; (e) it contradicts the notion o f ‘factual’ truth, considering change; 
(0  it denies the nature of cause as causa efficiens\ and (g) reinstates die Heraclitean 
principle, panta  rei, everything moves; (h) stresses the importance of 
relationship and not o f the ‘essence’ o f factors; (i) rejects the traditional 
principle o f non-contradiction ofAristotelian logic: in the new concept, tertium 
datur; (j) Cartesian dualism, therefore, collapses.

In other words, method and objects are indistinguishable; no certainty is 
ever possible. After Popper challenged naturalism, the two remaining dogmas 
were shot at the same time: universalism and objectivity were severely damaged 
by these assertions.

2.6. At the boundaries of modern science

The failure of all attempts to support an exclusive demarcation criterion —  as ‘a 
necessary and sufficient condition for a belief system to be a science’ (Hesse, 
1980, 46) —  namely the failure of the infirmationist criterion, reopens the 
epistemological debate. Since totality, intelligible as the universe of observational 
and theoretical statements, cannot be studied according to the principles of 
exclusive positivist rationality or to the principle of some universal unifying 
methodology defining immutable and general laws explaining any event in any 
time dimension (Laplace), a new semantics is central to the agenda of science.
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In fact, if  verifiability, falsifiability, theoretical or inductive inference are 
not authoritative, a new pattern of construction must be implemented. It takes 
the direction of openness to difference, to irreversibility and therefore to time, 
purposeful action and complex hierarchies and, quite naturally, some of the 
most important building blocks for such a construction were developed at the 
boundaries and as criticisms of the previously described corpus of the modem 
science. This is the case of the transition from logical (Carnap, Hempel, Popper) to 
historical models (Kuhn, Toulmin, Quine), which implies, consequently, the 
transition from Euclidean or Cartesian modes of thought— involving reductionism 
and dualism —  to holistic approaches, to the theories of growth of knowledge, 

Kuhn, with his Structure o f the Scientific Revolutions, strongly attacked 
the positivist paradigm of science. Denying the centrality of the demarcation 
criterion, and integrating it in ‘normal science’ ( ‘the conclusions must be 
logically deducted from socially/scientifically accepted premises’, Kuhn, 1989: 
330), Kuhn suggested that Popper’s falsifiability took the part for the whole, 
since some rather exceptional events in the history of science —  revolutions —  
were described as a normal and daily method of development of hypotheses 
(ibid.: 324 f,). Instead, he abandoned the prescriptive epistemology and put 
forward an historical description of the main stages in the evolution of physics, 
defining a ‘paradigm’ as those ‘scientific realizations universally recognized 
which, for a time, provide models of problems and solutions to a scientific 
community* (Kuhn, 1975: 13). At the origin, the concept was almost literally 
translated from its original sense of a reference structure for learning languages, 
but it was later on developed by the author in some distinct ways. In an appendix 
to his book, Kuhn accepted Masterman’s criticism about the ambiguity of his 
previous use o f the concept (Masterman, 1979:21 f.) and reassessed the notion 
of paradigm, or ‘convergent thought’ (Kuhn, 1989: 277) as :

On one hand, the complete constellation of beliefs, values, techniques and so on, 
shared by the members of some community. On the other hand, it denotes a sort of 
clement in the constellation of solutions — concrete enigmas which, being used as 

. models or examples, may substitute explicit rules as a normal basis for the solution of 
enigmas arising from normal science. (Kuhn, 1975:269)

The first element is sociological, the second indicates some sort o f ‘disciplinary 
matrix’ (Kuhn, 1989: 358) including symbolic generalizations and models, 
and is very close to the conception of the metaphoric redescription which will 
be presented later on. Against the radical anti-historicism of Popper, Kuhn 
reintroduced the historical comprehension of the evolution of natural sciences. 
But, nevertheless, his theory does not provide alternative procedures for the 
validation of hypotheses, except indicating the criterion of agreement with the 
canon of normal science, and docs not deal with the problem of comparison and 
selection of theories, since the paradigms are considered to be incommensurable.
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Lakatos, a critical disciple o f Popper, suggested another historicist view and a 
more sophisticated version of confirmationssm. Considering that the ‘dogmatic 
falsification^’ denies the scientific character of some relevant theories and classifies 
them as metaphysical, that is, as theories not included in the universe of rationality, 
Lakatos argued for a more general conception: ‘One theory can only be said to be 
scientific if  it is intended to express a causal connection’ (Lakatos, 1979: 123), In 
particular, the general use of ceteris paribus clauses in science would not make 
possible falsification tests; furthermore, the refutation of a theory should be made 
by another theory —  ‘There is no refutation before the appearance of a better 
theory’ (ibid.: 146) —  and not by mere factual tests.

Lakatos was able to present a general model corresponding to the three 
tasks indicated until now: demarcation, signification (includes cognition) and 
selection o f theories, in the historicist framework. The well-known model 
describes every theory as including: (a) a hard core group of assumptions, 
supported by auxiliary conditions; (b) a positive heuristics, indicating the 
rules for the development o f the auxiliary hypotheses; and (c) a negative 
heuristics, indicating the rules for the refutation of these hypotheses. The 
evolution of the theory —  progressing, enlarging its empirical content, or 
regressing —  is taken as the criterion for selection. So, one theory i is preferred 
to theory; wheneverT>T., if  C{TJE) > C(T/E) being P(T/E) < P(T/E), where T.. 
are the compared theories, C  indicates its empirical content, and T/E is the 
content given the empirical available evidence, P  being the conditional 
probability. In this framework, the demarcation is merely based on the capacity 
to create more empirical content, and dramatic confirmations replace infirmation 
(Giere, 1988:78). Infirmation eliminates theories, but confirmation develops them.

2.7. A reassessment: the realist-relativist debate

In the previous pages, several theories recuperating a relativist view were 
presented. This particular aspect is now discussed, since it reinstates the old 
debate between materialism and idealism and is still today a crucial piece for 
the construction o f a new scientific paradigm.

The first relativist theory to be discussed here was conventionalism. In a 
very telling metaphor, Duhem referred implicitly to Plato’s allegory of the 
cavern in order to describe the relation o f the scientist to reality :

A slave to positive method, the physicist is like the prisoner of the cave: the knowledge at 
his disposal allows him to see nothing except a scries of shadows in profile on the wall 
facing him; but he surmises that this theory of silhouettes whose outlines are shadowy 
is only the image of a series of solid figures, and he asserts the existence of these 
invisible figures beyond the wall he cannot scale. (Duhem, 1906:299)

The Cartesian inspiration for his theory was already presented; Descartes or



even Spinoza, one of his critics, also considered reality inaccessible to 
understanding (Mcycrson, 1908: 400). Consequently, the theories should be 
measured by their internal logical consistency, no matter the adequacy to facts 
and events they may exhibit.

Logical positivists and empiricists used the same approach but from a 
different point o f departure: since theories were considered to be 'language 
gam es’ o f  internally connected propositional system s, according to 
Wittgenstein’s early definition of the Tractatus, and llie ultimate evidence for 
synthetical claims about the state of the world derived from syntactic objects 
interpreted through correspondence rules forming a language (logical 
empiricism), relativism prevails. In this sense, a purely instrumental language 
should be able to produce univocal determinations, one name corresponding 
to one meaning. In any case, theories were supposed to be mere predicates, or 
conjectures, never knowing if they were producing true statements, and the rigour 
of science was established by a new game o f language.

In the same vein, ‘postmodern* theories concluded from the quantum 
uncertainty principle the death o f realism and, in consequence, the 
dispensability of causality. In the extreme position of pragmatism, Rorty rejects 
epistemology since ‘The subject of knowledge is a fiction, an historically 
determined discursive “fact’’’(quoted in Amariglio, 1990: 23), and claims that 
there is no adequacy between the objects of science and the production of its 
discourse. In consequence, we are condemned to a total relativist position.

But if truth is theory or discourse-specific, the fragmentary and illusory 
character o f knowledge would be a condition and not a situation o f science, 
and knowledge could not follow any evolutionary process. Furthermore, the 
meanings emerging from the texts would depend on the subjective interplay of 
the discursive elements and the purely arbitrary correspondence rules: thus, 
the ideal o f science would finally be the Babel Tower. Relativism is an elaborated 
form of that old sophism which claimed that no statement or action can be measured 
or assessed by a controllable procedure in order to define its meaning —  and so, it 
is an inverted form of positivism, or an over-reaction to the impasse of the modem 
paradigm. Relativism implies that no truth claim is legitimate or definable. In the 
extreme form, it equates every theoretical statement with an arbitrary narrative,17 
not to be compared with others or selected from others.

In the same sense, relativism denies the accessibility o f truth: if  no reality is 
supposed to affect theoretical or observation statements, then no definition of 
truth is possible, or as Barnes argues, ‘But if nothing external determines what 
concepts arc to refer to, then nothing external determines the truth or falsity of 
verbal statements. If concept application is a matter of contingent judgement, 
then so too must be the process whereby generalizations are confirmed or 
refuted’ (Barnes, 1982:30). The argument about quantum physics can be taken 
in this context. If one states the existence o f a m ulti-level hierarchical
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organization of reality, the micro indeterminacy is certainly important —  and 
a severe blow to positivism or any form of cultural ‘scientism’ —  but it cannot 
be taken to imply the rejection of the intelligibility o f the mode of determination 
of the system. In reality, it does not: the orbits of planets and the evolution of 
macro-realities are approximately determinable and even appeared to follow  
in a disciplined way the Newtonian canons, which inspired for a long time the 
methods for the computation o f  the trajectories o f satellites. In other words, the 
perplexities o f knowledge about complexity do not imply that reality be 
unintelligible or non-existent. Or, as Artigiani puts it,

Introducing scif-rcfcrcnlialily and human creativity leaves scientific information 
ambiguous and incomplete. But ambiguous and incomplete information is only 
unrealistic if  Nature is presumed to be finished and absolute.... Nature can then create 
information as knowledge o f its various parts achieves greater signification. But every 
increase in information changes the whole network o f  natural relationships.... A 
science recognising the incompleteness and ambiguity of its information is, therefore, 
more ‘realistic’ than one pretending to greater knowledge o f  Nature than Nature has o f  
itself. (Artigiani, 1993,55)

There arc then two alternatives in this framework, escaping from relativism and 
sophism. One is to reform and to reinvigorate the positivist program introducing 
probability statements in the wake o f quantum physics —  so that these 
statements assume the epistemological status of the old certainty claims o f the 
positivist program. The other possible alternative is to take a prudent vision of 
science: the evolution o f knowledge along these com plex and holistic 
structures o f determination is therefore to be seen as mapping new and old 
elements o f sense and reference, without the paternalistic protection o f a strict 
demarcation principle and engaging in a necessary reconstruction o f science. 
This is indeed a realist agenda, which accepts that reality exists and is knowable, 
but that knowledge itself is an evolutionary process, in which characteristic 
mutations, errors, selection and adaptation are possible.

In this sense, several authors suggested a new and evolutionary conception 
of the correspondence and coherence principles o f truth. Arguing that truth is 
context-specific and cannot be referred to some final mystical substance of  
‘objective truth’, Bohm claimed that truth corresponded to the evolutionary 
concept of totality —  it is not absolute, but neither is it relative, since in that 
case it would have no meaning: truth is the understanding of totality (Bohm, 
1964: 219-20; also his interview in Buckley and Peat, 1996: 35).

Hesse considered truth as constituted simultaneously by the coherence and 
the correspondence principles (Hesse, 1974: 4-5), and suggested a theory of 
social construction o f knowledge, denying the convergence towards absolute 
truth (Arbib and Hesse, 1986: 44, 158). But observational propositions can 
nevertheless be realistic, since ‘Observation language and even perception are



theory laden, yet they are rich enough to contain feedback that contradicts the 
theory’ (Arbib and Hesse, 1986: 8),

Maki distinguished between realism, an attribute of meta-theories, namely 
of their semantic and ontological propositions, and realisticness, an attribute 
of concrete propositions, and defined truth as a ‘semantic property* of 
propositions (Maki, 1989:178*9). In order to assess that property, Maki suggests 
a specific combination of a coherence theory of justification ( ‘All beliefs or 
statements arc justified by their relations to other beliefs or statements with which 
they cohere’, justification being indicated by the degree of plausibility in relation 
to a set o f statements, 1993:27), and, rejecting a coherence theory of truth, supports 
the correspondence principle. For Maki, this combination should reunite the 
epistemology of discovery and o f justification.

In this sense, realism is the epistemological condition for the definition of 
the correspondence principle and evolutionism is the theoretical condition to 
a non-essentia!ist definition of truth, as an alternative to relativism defining 
truth as mere correspondence between theoretical propositions. Correspondence 
is thus defined as the connection between observational and theoretical 
assertions and reality, and truth may be defined as the meaning of those 
assertions. It is socially constructed, since it is based on social values and 
knowledge and not on permanent essences; it is evolutionary, since it propels 
new inquiries and is challenged by its own feedback controls; it still is truth, 
since it is responsible for progress in the explanation of reality.

*

Positivism is an ambitious synthesis of modem science: it defines general laws, 
checks those claims on reality with the deduction o f particular instances from 
those laws, subjects those instances to prediction tests and argues that such a 
method is universal, objectivist and naturalist. But positivism is neither com 
plete nor coherent: it could not find a demarcation principle in order to 
discriminate science from metaphysics, nor could it find a signification 
criterion in order to define the meaning of the observational statements. 
Furthermore, positivism is based on a mechanistic definition o f causality, 
denying that a cause may simultaneously be an effect. The irruption and 
epistemological contribution of new sciences, like biology and sociology, 
proved that several forms of determination should be considered, and not 
only the asymmetric and deterministic causality in the positivist mood. And 
the reductionist strategy was simultaneously questioned: the unending quest 
for the ‘ultimon’, the ultimate constitutive substance or the secret of matter, 
amounted to an inconclusive result, since there is always a more elementary 
particle which can be modelled and the division becomes meaningless 
(Heisenberg in Buckley and Peat, 1996: 15; Bohm, id.: 50). The three main
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pillars o f positivism —  belief in a causal and fully intelligible structure, belief 
in the predictive capacity of theoretical statements, confidence in mechanistic 
reductionism —  are condemned.

It has been argued here that the failure was inevitable, that Hume’s Paradox 
is not soluble in any way or by any procedure and that positivist science 
cannot understand complexity and evolution; therefore, a new point o f  
departure is necessary. That is the new task for epistemology: to map the 
evolution of incomplete, conjectural and ambiguous knowledge about the 
changing state of the world, through a multi-level hierarchy of determinations 
and a plurality of principles o f explanation. The hierarchical structure supposes 
an evolutionary auto-catalytic development: the hierarchy is established by the 
inclusion o f several modes o f determination and explanation and by a combination 
of concrete and abstract analysis where abstraction is centred on the determination 
of real objectai causality at each level, and concrete analysis consists in the 
combination of the abstract mediations. The place for the determination of truth, 
in such a system, is practice, and it corresponds to a non-essentialist theory of 
construction of truth, as the expression of social and scientific activities.

This constitutes therefore a specific cognitive social practice: in such a 
tradition, a realist strategy is most demanding, since it does not make possible 
any simplification and does not accept the dominant modes o f validation of 
theories, rejecting ‘methodological individualism*, since events are not 
describable as reversible conjunctions o f atomistic factors, but as complex 
determinations in irreversible time. Namely, that realist strategy is strongly 
opposed to instrumentalism —  one o f the most influential consequences of the 
Cartesianism in economics —  which implies the acceptance of a theory if the 
empirical data are ‘as if ’ they would have been generated by the model (Lawson,
Î 989:239) and therefore implies that simulation is demonstrative o f propositions 
about reality. Typically, econometrics accepts the closure o f the model and the 
sim ulation proof, constituting one o f  the most relevant p ieces o f  the 
instrumentalist epistemology. Of course, if  an evolutionary epistemology is 
instead used, based on the concept o f organic history, that closure and 
m ethodological individualism  w ill be rejected. Realism  opposes both 
instrumentalism and relativism.

Epistem ology should therefore ‘evolve from the consideration o f the 
privileged forms o f knowledge through concepts (rationalism) and sense 
experience (empiricism) to an understanding that it is constituted in cultural 
and social formations (social theory)’ (McCarthy, 1988: 10). The historical 
nature of the methodology itself is, in general, one concrete link between 
subjectivity and objectivity, just as social science is, in particular, the abstract 
link between the subject and the object of the inquiry.



3. Heirs of Positivism

The modern paradigm of sciences incorporated the three main dogmas of 
positivism  —  naturalism, objectivity and universalism —  and evolved  
through three different basic stages and conceptual frameworks, namely 
classical positivism , logical empiricism and infirmationism. The first 
program established a strong demarcation principle based upon a cognitive 
criterion —  induction and the inference from observational facts to gen
eral laws —  which was afterwards challenged by logical empiricism. The 
result was the definition of an inductively based Hypothetico-Dcductivc 
Model, adding a signification criterion defined by a deductive logic and a 
confirmationist procedure. The third program, facing the failure o f the 
logical empiricists to define a universal language for science, returned to 
the primacy o f the demarcation criterion, but the refutation methodology 
for the progress o f science appears to be inapplicable and, in particular, in 
econom ics it is incoherent with the basic neoclassical assumptions, since 
those cannot be specifically tested. The influence o f  these programs will 
be now traced in social sciences and, in particular, the puzzling dominance 
of com bined relativist and p ositiv ist ep istem ologies on mainstream  
econom ics will be discussed.

Newton and classical positivism influenced the very conception of political 
economy, since they established the lasting reductionist approach. The homo 
economicus, endowed with the Newtonian laws of motion —  locomotion and 
quantity, no time neither quality —  and excluding either cultural propensity 
or sociability except of course Mandeviile's type of egocentrism as an ultimate 
foundation of social affairs, was presented in economics as the concrete 
analogue for atoms. During the last one hundred and fifty years, that story was 
told again and again.

William Petty, friend of Newton and his colleague at the Royal Society, 
applied his mechanics to economics, replacing arguments by numbers and 
social relations by agents —  this was the foundation of the econometric program 
(Hayek, 1974:28; Capra, 1982:194 f.). Adam Smith, writing just some decades 
after Newton, reviewed his work around 1750 and considered that it superseded 
by far the previous Cartesian concepts (Smith, 1758: 189). In The Principles 
which Lead and Direct Philosophical Inquiries: Illustrated by the History of
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Astronomy, Adam Smith clearly presents the founding mechanical analogy 
which was at the core of positivism:

Systems in many respects resemble m achines... .A  system is an imaginary machine 
inverted to connect together in the fancy those movements and effects which arc 
already in reality performed. (Smith, 1758:116)

Yet, the central piece in Sm ith’s work, The Wealth o f  N ation s , is not 
reducible to this mechanistic paradigm, since it also included descriptive 
and historical interpretations as part o f the reasoning —  indeed, it was 
explanatory and deductive as well as descriptive and inductive. Although 
fascinated by N ew ton’s work as it was interpreted those days, Smith 
established a separate research program, defining political econom y as a 
'moral science*. It was in rupture with that concept that, later in the 
nineteenth century, econom ics would be transformed and revolutionized  
by a whole body o f new metaphors and methods.

3.1. The H ypothetico-D eductivc M odel in action: the foundations of 
neoclassical economics

Ricardo was the first classical econom ist to formulate a version o f the 
HDM, combining some of the central features o f the positivist paradigm 
which were already present in Newtonian essentialism  —  for example, the 
notion o f a fixed, ahistorical essence determining the laws regulating 
distribution, labour being the substance o f the exchange-value —  with a 
deductive procedure. In that sense, Ricardo developed the Cartesian 
method and was quickly followed by other authors o f the late classical 
tradition: three years after his death, Nassau Senior argued at Oxford that 
econom ics should be based upon axiomatics, and that remained ever since 
the archetype o f a pure theory (Hutchison, 1992: 95).

The neoclassical synthesis retained and developed these features, although 
introducing an important paradigmatic shift while changing the constitutive 
essence (thereafter the use value and no longer the exchange-value). The 
Cartesian model for science is in fact at the very heart of the mainstream tradition: 
the rational economic man is the analogue for the mechanism studied by 
positive science, the rational choice rules are the analogue for the deductive 
criterion for the scientific inquiry, the rules and axiom about the efficiency o f  
the market correspond to the prescriptive role o f epistemology and its certitude, 
the theory based on individual self-mental valuation is the analogue for the 
body-mind dualism, just as capital accumulation corresponds to the cumulative 
character o f positive science (Mirowski, 1988b: 55-7, 111-2). The following 
dominance of the Cartesian standard in mainstream economics is supported by
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the axiom of equilibrium and its stabilizing properties18 (Say’s Law) and by the 
rationalistic epistemology:19 it depicts a mechanical and lifeless society.

In fact, even if classical positivism was not able to sustain its epistemological 
and inductive claims, the atomist conception was to remain: the synthetic 
positivist conception of sciences articulated the stable and symmetric Newtonian 
concept of time and systems with the Cartesian conception of the world as an 
automaton, which could be exhaustively explained by a deterministic causality 
from which all phenomena could be deduced. A large part of the classical and 
the entire neoclassical programs in economics were faithful to this paradigm, 
and the striking paradox survived a long time: envious of the beauty of 
Newtonian empirical proofs, economics fell in the arms of Descartes. Although 
claiming to achieve Newtonian certitudes and the aesthetical ideal o f the 
positivist models o f proof and prediction, mainstream economics is mostly a 
product of Cartesianism, based on introspection, general laws derived from it 
and comprehensive categories of phenomena (capital, labour) to be deductively 
related in a formal mechanical system. Indeed, Cartesian axiomatics constitutes 
the epistemological root of mainstream economics, downgrading the status of 
empirical analyses of data. Stuart Mill and Jevons were the forerunners of those 
debates and approaches which changed the image and project of economics.

3.LA. The Babel Tower o f early economic epistemology 
Stuart Mill was one of the more impressive and contradictory figures o f the 
in tellectual landscape o f  the nineteenth century. An econom ist, he 
supported the wage fund theories but collaborated with trade-unions; a 
humanist, he supported the emancipation of women and the values of 
solidarity, while adhering to the Malthusian concept of the evolution o f population; 
a socialist, he accepted Say’s Law; a Ricardian, he defined the stationary state as 
the possibility of the cultural development of mankind. These paradoxes were 
defined at the cross-roads of Newtonian and Comtian influences.

Mill was the first classical author to note the development of sociology and 
to try to incorporate Comtian positivism into economics. In 1841, he began an 
intense correspondence with Comte, under whose spell he split with the 
Benthamite conceptions. Since ‘all phenomena without exception are governed 
by invariable laws’ (Mill, 1865: 12), science should be able to discern the 
essential causation in social movements. As it will be argued later on, this was 
the basis for his incorporation of Comte’s definitions of statics and dynamics 
and, for the first time as an explicit program, of positivism in economics. But, 
in spite of a long and close intellectual relation, Mill departed from Comte’s 
political positions rejecting his suggestion for an illuminated despotism, and 
their rupture became inevitable (Mill, 1873: 201-2).

Newton’s influence on Stuart Mill was much more consistent. Reflecting 
the general consensus of the time, Mill considered that Newtonian astronomy

TTïiiH—rtiMi»

Heirs o f Positivism 31

should be the paradigm for social sciences, although it could not be completely 
translated into the human realm:

The science ofhuman nature falls short o f the standards o f exactness now realised in 
Astronomy; but there is no reason that it should not be as much a science as Tidology 
is, or as Astronomy was when its calculations had only mastered the main phenomena, 
but not the perturbations. (Mill, 1843: 846)

The reason for this distinction —  the existence of disturbances —  is most 
important, since it opened the Pandora box o f the specificity of social sciences. 
Certainly aware o f that, Mill synthesized Newton’s and Comte’s classical 
positivist heritage in an extensively but confusedly argued combination of 
methods and assumptions, forming a new epistemology.

Such an eclecticism may explain the unending discussions about the nature 
of his methodological contributions. Neville Keynes (1890) presented Mill, as 
opposed to Ricardo, as the good ambassador of what came to be called the 
hypothctico-deductive method. While Robbins (1932), Hausman (1992) and 
Boylan and O ’Gorman (1995: 1 1) described Mill as atypical deductivist.Blaug 
presented the same Mill as a representative of the last century’s inductive vision 
(Blaug, 1982: 2, 16) and argued that there were two Mills, that of the System o f  
Logic and that of the Principles. And Hollander suggested an alternative 
interpretation, stressing instead the unity of Mill’s approach, based on a criticism 
of deduction but also on a ‘balanced’ articulation on the available methods under 
the form of the a priori epistemology, including an inductive basis, ratiocination 
on an axiomatic basis and verification (Hollander, 1985: 68-69).

Stuart Mill was indeed one of the forerunners of the positivist methodology 
and operated a transition from the early classical version to a somewhat more 
elaborated HDM. Suggesting what he called a ‘method o f analysis and 
synthesis’, Mill described analysis as the process o f inquiry about the elements 
of society, inspired by the individual experience of the scientist, inferring 
general laws from these elements (Mill, 1844; 65), the synthesis being purely 
the combination of these laws and effects. The analysis could proceed from the 
separability of the hypotheses and causal additivity of the effects:20

When an effect depends upon a concurrence of causes, those causes must be studied one 
at a lime, and their laws separately investigated, if we wish, through the causes, to obtain 
the power o f either predicting or controlling the effect; since the law o f the effect is 
compounded o f the laws of all the causes which determine it. (ibid,: 53)

As two methods were available to inspect the combination of the eauses, one 
being the a priori (induction and ratiocination from personal experience plus 
deduction from the inferred hypotheses) —  in an upwards and downwards 
evolution combining a variety of specific conclusions —  and the other being



the a posteriori method (induction) —  in a pure upwards movement —  Mill 
argued for the first o f  these m ethods. ‘Reasoning from one assumed  
hypothesis’ should be the best method, since too extensive generalizations 
are dangerous, and on the other hand the hypotheses could be defined like 
in geom etry (ibid,: 54, 65), as an axiom atic conclusive system . The 
deductive method should be the procedure for justification , the only 
conducting to truth, the a posteriori method being ‘altogether inefficacious’ 
(ibid.: 58, 62). In this sense, M ill exp lic itly  rejected the Baconian  
experimentum crucis as a rare case (M ill, 1844: 58). In short,

it is vain to hope that truth can be arrived at... while we look at the Tacts in the concrete, 
clothed in all the complexity with which nature has surrounded them, and endeavour 
to elicit a general law by a process o f induction from a comparison of details; there 
remains no other method than the a priori one, or that o f ‘abstract speculation’, (ibid.: 59)

This methodological combination would settle the agenda for the whole next 
generation.21 Establishing that the a posteriori method was only useful for the 
verification (justification) and not for the discovery (ibid.: 62) and the development 
of science, Mil! introduced the Cartesian notions and the hypothetico-deductive 
model, of course without excluding induction from the forms of inquiry, but 
altogether and conclusively superseded the classical positivist method.

But his solution still depended on two demanding conditions. First, the 
conjunction, additivity and separability of causes should be unequivocally 
established. And, second, the disturbances which established the specificity of 
social sciences should be limited so that the principle of uniformity in nature 
hold. If both these conditions were met, then general laws could be infened through 
the analysis o f concordance, difference, causality and simultaneous variations, 
and the deduction of the explanandum from a general law would be the 
legitimate explanation of all phenomena. Otherwise, if the plurality of causes, 
the interdependence of effects or the impossibility of a controlled environment 
challenged those two conditions, the method could not be applied (Mill, 1843: 
452). In his Autobiography, Mill accepted that the exceptions to those conditions 
were the basis for the recourse to one or other of the methods:

I now saw that a science is deductive or experimental according as, in the province it 
deals with, the effect o f causes when conjoined, are or are not the sums o f the effects 
which the same causes produce when separate. (Mill, 1873:167)

Both Whewell and levons reacted against M ill’s System o f Logic (1843), 
accused o f pure inductivism and o f grounding laws in the derivation of 
particulars from particulars, and argued for a qualified hypothetico- 
deductive approach. levons strongly opposed M ill’s conceptions, since 
he interpreted his ep istem ology as the vindication o f  old fashioned
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empiricism in the Baconian mood (levons, 1874; 121) and of deterministic 
cause-effect chains (ibid.: 222). In a very hostile critique, levons supported 
an extended interpretation of Newton, claiming that ‘deductive reasoning 
must be combined with elaborate experimental verification, that has led to 
all the great triumphs of scientific research’ (ibid.: 507), levons recognized, 
and rightly so, that this was not the literal interpretation of Newton’s claims, 
since the framing of hypotheses was considered to be a crucial step in the 
scientific work, but he claimed that his concept was closer to the really 
applied Newtonian practice (ibid.: 583). Nevertheless, there was a curious 
feature in this argument o f levons against M ill, since both were in fact 
engaged in the development of the same program and rejected the pure 
inductive and experimental method of classical positivism: vindicating 
Newton, levons was in fact contradictorily closer to the Cartesian agenda, 
except in one topic which will be discussed in the next chapter, the 
definition of the statistic method. The paradox remained for the whole 
history o f mainstream econom ics.

Jevons's was the most elaborate early version of HDM. He argued that 
induction ought to be used in order to infer a general law, but that only probable 
and uncertain statements could be derived from finite experience (ibid.: 222), 
and that this process required prior and complementary hypotheses (ibid,: 121, 
504). In spite of it, knowledge was possible since it was cumulative and referred 
to constant features of the universe:

Happily the Universe in which we dwell is not the result o f  chance, and where 
chance seem s to work it is our own deficient faculties which prevent us from 
recognising the operation o f  Law and D esign. In the material framework or this 
w orld , substances and forces present th em selves in d efin ite  and stable  
com binations. Things are not in perpetual flux, as ancient philosophers held. 
Element remains clement; iron changes not into gold, (ibid.: 2)

This reaffirmation o f esscntialism  and equilibrium is the hard core of 
mainstream econom ics. At the same time, it maintained inductivism, as 
Jevons himself did while considering the logic o f statistics: the presumption 
of constancy in the relations between the atomic and separable elements 
of the social universe made possible the derivation o f functional relations 
and statistical demonstrations. In other words, his charge against M ill’s 
a lleged  inductivism  was ev idently  m isguided. The early econom ic  
epistemologies were bom in the shadow o f Newton, nourished by Descartes 
and grown under the light o f Laplace. No wonder if they were rather unclear.

3.I.B , Time for syntheses
John Neville Keynes, a generation away from M ill’s main methodological 
text,22 developed the Cartesian approach in his standard text o f neoclassical
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epistemology, He strongly rejected the inductive method as a cognitive 
criterion: ‘the method of specific experience or direct induction is inadequate 
to yield more than empirical generalisations of uncertain validity’ (Neville 
Keynes, 1890:14). Or: ‘The need for the a posteriori investigation of the concrete 
phenomena themselves, at a certain stage of reasoning, remains; but no trust is 
to be put in an a posteriori method pure and sim ple.... In a technical language 
of logic, the method of direct generalisation is inapplicable, because of plurality 
of causes and intermixture of effects’ (ibid.: 210),

But, as the quotation indicates, he was no longer confident about M ill’s 
separability of hypotheses, and that is why he suggested a more detailed 
procedure in order to avoid the problem of the interconnection o f causes:

The method in its complete form consists in three steps. It is necessary, first, to 
determinate what arc the principal forces in operation, and the laws in accordance to 
which they operate. Next comes the purely deductive stage, in which are inferred the 
consequences that will ensue from the operation o f these forces under given conditions. 
Lastly, by a comparison o f what has been inferred with what can be directly observed 
to occur, an opportunity is afforded for testing the correctness and practical adequacy 
of the two preceding steps, and for thesuggestion of necessary qualification. It will be 
observed that only one o f these three steps —  namely, the middle one —  is strictly 
speaking deductive, (ibid.: 216-7).

This is the pattern of a positive, abstract, deductive and hypothetical science, 
and confirmationism follows directly from its third step (Blaug, 1986a: 840). 
This still corresponds to the general practice of economists, and has been widely 
diffused since the end of last century. The development of econometrics is the 
most well known example of the confirmationist epistemology and a new proof 
of the paradox of mainstream economics, since its more enthusiastic supporters 
claim a rigour and fidelity to Newtonian empiricism (including the development 
of statistical models such as Sims’s, presented as purely inductive, hypotheses 
non fingo), while in reality the implicit hypotheses define an essentially 
deductive and Cartesian system. As Koopmans put it, the economists define a 
model under the ‘if ... then’ qualification and, if the ‘findings' survive the 
confirmation test, the model is confirmed (Koopmans, 1979: 11). Yet, as the 
next chapters will show, the very conditions of the model and the techniques of 
its test determine the results of the reasoning and o f the experiment.

The main epistemological debate was to be organized around the first and 
third of Neville Keynes’s steps. Since he did not indicate, for the first step, how 
to ‘determine the principal forces in operation* and the laws deriving from 
them, two extreme versions were possible, and indeed the inductivist account was 
confronted with the alternative of a purely deductive determination.

The apriorist Austrian school suggested that the information necessary for 
such a determination was mere personal daily experience and reason, and that
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axioms derived from reason are true and sufficient for the deduction of a 
significative set of laws. The central piece for that claim was 1932 Robbins’s 
Essay on the Nature and Significance o f Economic Science, where he argued 
against inductivism and Baconian generalization (Robbins, 1932: 74), defining 
economic analysis as the ‘deduction of a set of postulates, being the main facts 
of experience, almost universal, of all human activity having an economic 
aspect’23 (ibid.: 99-100), these being 'qualitative postulates’ (ibid.: 114). The 
‘determination of the forces in operation’ was therefore completed by the 
immediate common experience o f human beings, since the economic realities 
were supposed to be self-evident, and was supported by the cumulative corpus 
of the economic deductions so far developed: in the preface to his work, Robbins 
argued that the importance of one hundred and fifty years o f (deductive) 
generalizations of economic theory —  that is, the homo economicus paradigm —  
was only questioned by ignorant or perverted people (ibid.: xxxviii).

The confidence in this deductive account was such that Robbins claimed 
that generalizations were more certain in social than in natural sciences, since 
they were originated in direct personal experience and reason, and not in fallible 
measurements of the outside world (ibid.: 104-5). A strict positive economic 
science could consequently emerge without being corrupted by value 
judgements or normative concerns: ‘Equilibrium is just equilibrium’ (ibid.: 
143; also 24, 131).

The third Neville Keynes’s step, the test of hypotheses, was later on considered 
to be the crucial one. The debate was centred on the infirmationist solution.

3,1.C. The infirmationist query
Hutchison introduced an explicit version o f positivism in the 1930s and, at the 
same time, a first sketch o f falsifiability as the sole demarcation criterion 
(Hutchison, 1938:19). His own approach was based on four premises: (a) theories 
must be testable; (b) prediction is the adequate test; (c) therefore, predictive 
adequacy o f theories should be their most important characteristic; and (d) the 
comparison (and selection) of theories should be organized around concrete 
tests. Hutchison was not familiar with all the literature about the epistemological 
turn from classical positivism to logical empiricism, and his stated position 
was an ec lectic  com bination o f several elem ents: (a) the defence o f  
Keynesianism against Ricardo’s method o f essentially deductive inferences 
from simplified assumptions —  and thus, against the idea o f maximization 
under certainty and perfect knowledge, the equilibrium model —  since a 
genuine deductive method im plies a strong hypothesis about perfect 
information, useless whenever the explanation o f  concrete econom ic 
phenomena is at stake (ibid.: 2-3; also 1978: 200 f., 211); (b) an early 
vindication of the Kuhnian type o f  ‘scientific revolutions’ (he pointed 
three: Smith, levon s, Keynes) as a correct account o f  the progress o f
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science;24 (c) a debate against the purely deductive apriorist Austrian school 
and, Finally; (d) a debate with Machlup over empiricism and rationality.

His debate against Robbins and the Austrians was inspired by the rejection of 
Ricardo’s deductive method. As theAustrians took the ‘essential facts of experience’ 
as the source of inspiration for the formulation of postulates and the deduction of 
the theory was based on these postulates —  including the central ‘rationality 
postulate’, which can hardly be derived from individual concrete experience 
except in the most trivial fashion —  Hutchison criticized the lack of scientific 
legitimacy of this ‘psychological method’ and argued for empirical research, for 
refutation tests as the criterion for demarcation and, thus, as the basis for the social 
authority of science (Hutchison, 1992: 76). The introspective origin of the basic 
axioms, non empirically verifiable, was therefore confronted with the requirement 
for the empirical validation of every postulate.

Machlup, a collaborator of Robbins in the famous 1932 essay and himself 
educated in Vienna, launched a violent attack against the ‘ultra-empiricism’ of 
Hutchison. Machlup argued for an ‘indirect verification’ principle based on 
deductive logic: if it was not possible to submit one hypothesis to test or to 
‘reduce it by direct deduction to an empirically testable proposition’, it should 
be combined with one testable assumption; thus, if the consequence from the 
combination was tested, and it could only be deduced from the conjunction of 
both hypotheses, the verification was provided (Machlup, 1956: 199). This 
was an ingenious way to deal with one of the stated difficulties o f infirmationism, 
but with no convincing practical application. Anyway, the whole debate was 
reshaped by the development of Popperian epistemology, first adapted to 
economics by Hutchison himself.

In a late preface to his 1932 essay, in fact a 1981 conference on the subject, 
Robbins stressed this evolution and his espousal of Popperian faisifiability 
(Robbins, 1932: xiii-xiv), apparently ignoring that it should imply a wholly 
different approach and namely the abandonment o f the primal role o f the 
introspective method defining the axiomatic —  since these principles of 
psychological observation are not testable in any meaningful sense.25 At that 
time, the idea of the test o f predictions as the central task for science was 
already largely dominant in philosophy.

In 1953, Friedman provided the most influential diffusion of an infirmationist 
version o f the HDM in econom ics.26 He developed N ev ille  Keynes's 
methodology and combined it with a logical empiricist account:

The ultimate goal o f a positive science is the development o f a ‘theory’ o r ‘hypothesis’ 
that yields valid and meaningful (that is, not truistic) predictions about phenomena not 
yet observed. Such as theory is, in general, a complex intermixture o f  two elements. In 
part, it is a ‘language’ designed to promote ‘systematic and organized methods of reasoning’ 
[Marshall’s definition]. In part it is a body of substantive hypotheses designed to abstract 
essential features o f complex reality. (Friedman, 1953:7)

Heirs of Positivism 37

The three central elements of this description —  the goal of a positive science, 
its language system and the substantive hypothesis —  summarize the positivist 
program. As a developed language, economics should ‘serve as a filing system 
for organizing empirical material and facilitating our understanding of it’ (ibid.: 
7), that is, the purpose of the syntactic system should be to organize and logically 
validate the inductive inferences. Otherwise, ‘Viewed as a body of substantive 
hypotheses, theory is to be judged by its predictive power for the class of 
phenomena which it is intended to explain’ (ibid,: 8). As in logical empiricism, 
prediction is considered the normal form o f explanation: 'Its task is to provide 
a system of generalizations that can be used to make correct predictions about 
the consequences o f any change of circumstances’ (ibid.: 4, also 39) and again 
‘the only relevant test of the validity of an hypothesis is comparison of its 
predictions with experience’ (ibid.: 8-9).

But Friedman’s position was rather different from the Popperian standard, 
namely in two essential points. The first is the applicability o f  pure 
infirmationism: since it is not possible to create ‘controlled experiments’, no 
dramatic and direct evidence is to be expected, and therefore the process of 
validation is a slow ‘weeding out of unsuccessful hypotheses’ (ibid.: 10-11). 
The rejection of the experimentum crucis undermines faisifiability. The second 
main difference is the instrumentalist consequence from the first one: the important 
feature of theories is not the application of predictions and refutations, but the fact 
that their instruments are able to make those predictions, the ‘realism’ of 
hypotheses and assumptions being negligible (ibid.: 14-5 ,32 ,34 ,41).As Blaug 
has put it, the final result is very bizarre: the verification o f conclusions without 
the verification of the hypotheses, assumed to be unrealistic, is not much of a 
progress (Blaug, 1982: 89; 1986a: 836). Nevertheless, the ‘as ... if ’ unrealistic 
assumption is a general feature of mainstream economics and indeed it is embodied 
in the very concept of rationality, as Friedman pointed out in a previous text:

' Economic theory ’ is often taken to be a 1 abcl for an cx isti ng body of doctri nc concerned 
primarily with the allocation o f  resources among alternative ends and the division of 
the product among the co-opcraling resources, and based on the hypothesis that 
economic events can be ‘explained’ and ‘predicted’ by supposing men to behave as if 
they sought singlc-mindedly and successfully to pursue their own interests as if their 
interests were predominantly to maximize the money income they would wring from 
a hostile environment. (Friedman, 1952:239)

One striking example is Friedman’s discussion about Veblen’s 1898 article arguing 
for ‘evolutionary economics' and realism in the formulation of its models: 
according to Friedman, the criticism of the unrealistic neoclassical program would 
only be relevant if supported by an alternative model providing better predictions 
(ibid.: 30-1 ), The application of the instrumentalist criterion is therefore considered 
to be the criterion for the legitimacy of instrumentalism.



The necessity of rcaiism of the premises has been one of the main trends 
in the criticism of neoclassical economics and o f Friedman’s epistemology. 
Herbert Simon was one o f the authors who pointed to the necessity of 
ontological realism in the definition o f rationality, which includes in the 
neoclassical version no less than rational econom ic calculation, constant 
tastes, independence o f decision making, perfect know ledge, perfect 
certainty and perfect mobility o f factors:

There can no longer be any doubt that the micro assumptions o f the neoclassical theory 
—  the assumptions o f perfect rationality— are contrary to fact. It is not a question of  
approximation; they do not even remotely describe the process that human beings use 
for making decisions in complex situations. (Simon, 1979; 510)

On the other hand, refutation does not provide a demonstrative logic. In fact, if 
some of the central definitions of neoclassical economics —  and, by the way, the 
same applies to the classical version —  are considered, the inapplicability of 
infirmationism is evidenced. The Law of Diminishing Returns, for instance, 
defines that if some variable input is applied to some other fixed input, the 
result will eventually be decreasing additions to the output. Of course, this notion 
is not falsifiable, because of the ceteris paribus condition which restricts the 
conclusion. But the Law is decisive in establishing the desirable forms of the 
short run average and marginal costs curves, and consequently to the 
determination of the short run equilibrium output o f each firm. In the same 
sense, the Heckscher-Ohlin Theorem in international trade theory was refuted 
by Leontief’s Paradox, but resisted and is still taught in economics. And 
Ricardo’s theory of comparative advantages was refuted by his own example 
o f British-Portuguese trade, but it is still preached at school. In these as in 
other examples, refutation has no significative role in orthodox economics.

Relativist and instrumentalist epistemologies prevents any meaningful 
refutation of hypotheses by empirical data. Furthermore, the constitution of the 
models and theories themselves, and namely of extremal theories describing 
optimizing behaviour in conservative systems, makes impossible a clear refutation 
criterion, since auxiliary hypotheses are always present. In fact, demonstrative 
strategies based on the ceteris paribus conditions27 are never conclusive and 
merely make possible an infinity of possible combinations of arguments. In this 
framework, the choice of the hypothesis to be refuted is a matter of ideology, and 
Popper indicated this quite well when he suggested that the rationality assumption 
should not be challenged even when negative evidence was present:

Now, if a theory is tested, and found faulty, then we have always to decide which of 
its various constituent parts wc shall make accountable for its failure. My thesis is 
that it is sound methodological policy to decide not to make the rationality principle 
accountable but the rest o f  the theory... .  (Popper, 1983:362)
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The failure of infirmationism is obvious from its general inapplicability and from 
its arbitrariness when determining the hypothesis to be rejected. Yet, those crit
iques were wholly ignored by mainstream economic epistemology. In fact, classical 
positivism founded modem economics and originated the rationality postulate 
and its atomism, which were taken as the conditions of legitimacy for any relevant 
science by the next generations of epistcmologists and economists. Orthodoxy 
later on included the HDM program, in a general synthesis which constitutes the 
dominant modem economic epistemology. It is its 'normal science’.

3.2. The Mcccas of cconumists

The construction  o f  econom ics as a sc ien ce has been permanently 
influenced by a model o f  epistem ology based upon extensive, conclusive 
and comprehensive laws explaining all phenomena according to general 
Newtonian-type trajectories in a Cartesian mechanistic and deductive 
world. This kind o f positive knowledge was considered to be the only one 
compatible with standard scientificity, even if  at the very foundation of 
economic methodology the alert was trumpeted against such a reductionism: 
‘The differentia  o f economic laws, as contrasted with purely physical laws, 
consists in the fact that the former imply voluntary human action', wrote 
N ev ille  K eynes (1890: 21 6 -7 ). This warning was ignored, and the 
n eoclassica l synthesis proceeded to an ex ten sive  integration o f the 
concepts o f physics into econom ics, as the legitimate model for description 
and explanation. In fact, this is the real basis for that bizarre prescription 
about prediction as a decisive criterion in social sciences.

As it will be shown, this influence was acknowledged and praised by the main 
authors of the marginalist revolution of the last quarter o f the nineteenth century, 
and it is the constitutive clement of neoclassical economics. The energetic metaphor 
and the biological metaphor suggested as an alternative by Marshall were central 
pieces in the development of the turn of the century economics.

3.2. A. The marginalist revolution
The marginalist revolution in the 1870s was the single most important 
paradigmatic shift in the history of economics. It was shaped by the influence 
of the dominant model of natural sciences, namely by an analogy from physics, 
taken front the emergence of thermodynamics before the 1840s, In fact, this 
influence extended over three founding concepts: (a) the definition of human 
rational behaviour as the maximization o f an objective-function under 
constraints over a stationary field; (b) the metaphor of energetics and, in parti
cular, the law of conservation of energy; and (c) the inclusion of all phenomena 
under a single denotation, as specific forms of an ultimate form of energy, fully 
reversible. This argument was developed with minute precision by Mirowski,
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and the current section just restates his case.
These principles were applied to economies following the law of conservation 

of energy, established in the 1840s by Mayer, Joule, von Helmholtz and Colding, 
and when energetics replaced astronomy as the paradigmatic science:

The energetics movement was a logical extrapolation o f some major themes surrounding 
the original construction o f the energy concept: the promise o f the reunification o f all 
science; the reification o f  the fundamental substratum underlying the diversity of 
phenomena; the expressions o f the belief in causal continuity and the determinism o f the 
Laplacean dream; and the prosecution o f research by analogy. (Mirowski, 1989b: 56)

Energetics made possible the replacement of the traditional substance theory 
of value by the new idea of utility to be maximized over a given field. According 
to the conservation principle, action was a function of position and all motion 
was fully reversible, creating identity through time in a renewed concept of 
equilibrium in the movement. The first law of thermodynamics states that all 
forms of energy are interchangeable and that their summation in a closed system 
is constant. This is indeed more than an empirical or a deductive law: it is a 
statement about the ideal behaviour o f Nature, ‘the mathematical expression of 
invariation through time, the reification of a stable external world independent 
of our activity or inquiry* (ibid.: 75).

Mirowski argues at length that this revolution in physics provided the 
infant neoclassical theory with the epistemological metaphor needed to com
bine the atomist approach with equilibrium analysis. In this sense, ‘neoclassicals 
did not imitate physics in a desultory or superficial manner; no, they copied 
their models mostly term by term and symbol by symbol, and said so ’ 
(ibid.: 3; also 1988b: 31). The author presents an impressive series o f 
examples:28 the simultaneity of the discovery of marginal utility, by Jcvons, 
Walras, Menger, and also by Gossen, Edgeworth, Fisher, Pareto, is explained 
by the common recourse to the energetics metaphor, at that time the most 
influential current in physics and a model for science in general, as 
publicized by Spencer.

Gossen explained in 1853, in a rather emphatic way, his adoption of the 
energetics metaphor;

I believe that I have succeeded in discovering the force [the central concept o f  Von 
Helmholtz’s 1847 text being Ihe ‘force’], also the law o f the effect o f  this force, that 
makes possible the coexistence o f the human race and that governs inexorably the 
progress of mankind. And just as the discoveries o f Copernicus have made it possible 
to determine the paths o f the planets for any future time, I believe that my discovery 
enable me to point out to any man with unfailing certainty the path he must 
follow  in order to accom plish the purpose o f his life. (G ossen, quoted in 
Mirowski, 1989b: 193).
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Jevons compared the notion of value to that o f energy in mechanics, and 
Edgeworth shared the same frankness:

An analogy is suggested between the Principles o f Greatest Happiness, Utilitarian or 
Egoistic, which constitutes the first principles o f Ethics and Economics, and those 
Principles o f Maximum Energy, which arc among the highest generalizations o f Physics, 
and in virtue of which mathematical reasoning is applicable to physical phenomena as 
complex as human life. (Edgeworth, 1881 : V)

Edgeworth also added that ‘Pleasure is the concomitant of Energy’ (ibid.: 9), 
and that ‘the conception of Man as a pleasure machine may justify and facilitate 
the employment of mechanical terms and mathematical reasoning in social 
science’ (ibid.: 15). One could not expect clearer declarations.

Irving Fisher, who conceived of hydraulic mechanical models as illustrations 
for some of hts ideas, explained the analogy in detail in his doctoral thesis, where 
he included a table comparing energetics and economics (Table 3.1, from Fisher, 
1893: 85-6). Fisher was very definite about the importance of that map:

Scarcely a writer on economics omits to make some comparison between economics 
and mechanics. One speaks o f  a ‘rough correspondence’ between the play o f  "economic 
forces” and mechanical equilibrium . . . .  In fact the economist borrows much of his 
vocabulary from mechanics. Instances arc: equilibrium, stability, elasticity, expansion, 
inflation, contractions, flow, efflux, force, pressure, resistance, reaction, distribution 
(prices), levels, movement, friction. (Fisher, 1893:25)

The energetics metaphor was imported into economics through the concept of 
value and ‘utility’, therefore concluding a rupture with classical economics. 
But the incorporation o f the concepts and mathematical representations of 
energetics was not trivial, since the several forms of energy are ontologically 
comparable and therefore exchangeable, whereas this condition does not apply 
in economics. Moreover, in economics, the metaphorized conservation of utility- 
energy was the condition for measurement: it rendered com m odities 
commensurable in the market, formalized the measure and, generally, justified 
the measure. But the principle o f conservation was more a problem than a 
solution, since it implied the maintenance of the constant total o f energy, and 
a constant sum of the total of expenditure and the total of utility in a closed 
trading system, although it is obvious that money and utility are ontologically 
incomparable and therefore non-additive. Of course, without conservation of 
the summation, the heuristic value o f the energetic metaphor is null, since 
there is no operational maximization principle.

This matter was extensively discussed by Walras’s and Pareto’s critics, 
including the mathematician Poincaré and the biologist VoltcrTa. Walras, who 
defined economics as a physico-mathematico science like mechanics and 
hydraulics (Walras, 1883: 23), wrote in 1901 a letter to Poincaré asking for his
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Table 3.1 Irving Fisher*s metaphor from mechanics

Mechanics Economics

a panicle an individual

space commodity

force marginal utility or disutility

work disutility

energy utility

work o f energy =  force x  space utility «  marginal utility x  commodity

force is a vector marginal utility is a vector

forces are added by vector addition marginal utilities are added by vector 
addition

work and energy are scalars disutility and utility are scalars

The total energy may be defined as the 
integral with respect to impelling forces

The total utility enjoyed by the individual 
is the like integral with respect to margi
nal utilities

Equilibrium will be where net energy 
(energy minus work) is maximum: or 
equilibrium will be where impelling and 
resisting forces along each axis will be 
equal

Equilibrium will be where gain (utility 
m inus d isu tility )  is m axim um ; or 
equilibrium will be where marginal 
utility and marginal disutility along each 
axis w ill be equal

It total energy is subtracted from total 
work instead o f vice versa the difference 
is 'potential’ and is a minimum

If total utility is subtracted from total 
disutility  instead o f  v ice  versa the 
difference may be called Moss’ and is a 
minimum

opinion about the Elements o f Pure Political Economy. Poincaré, although 
prudent about the matter, answered that he could not accept that ‘satisfaction’ 
be measurable, and therefore that he suspected that a function based on that 
concept would be arbitrary and should be avoided. In other words, Poincaré’s 
argument was that economics could not be compared to mechanics. Furthermore, 
the specific rationality assumptions o f general equilibrium could not be 
accepted by Poincaré: ‘You look at men as infinitely egoistic and infinitely 
clear-sighted. The first hypothesis may be accepted as a first approximation, but 
the second one requires perhaps some reservation’ (Poincaré, quoted in Ingrao, 
Israel, 1985: 22, my translation). Volterra discussed the same points with Pareto,
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arguing that utility and satisfaction were ‘non-measurable concepts’ (ibid.: 26-7), 
and as a consequence rejected the whole metaphor:

The notion o f homo cconomicus which has given rise to much debate and created 
so many difficulties appears so easy to our mechanical scientist that he is taken 
aback at other people's diffident surprise at this ideal, schem atic being. He secs 
the concept o f homo cconom icus as analogous to those which are familiar to him
as the result o f  long habitual use__ Lastly, our mechanical scientist secs in the
logical process for obtaining the conditions for econom ic equilibrium the same 
reasoning he him self uses to establish the principle o f  virtual work . . . .  (Volterra, 
quoted in Ingrao and Israel, 1985: 25-6)

These crucial arguments did not receive any convincing answer, or even any 
answer at all (Mirowski, ibid.: 9,230-1,241 f., 250). Nevertheless, the marginalist 
revolution succeeded in the incorporation o f the physical concepts and 
formalism, and a new economic science emerged from that synthesis by Walras, 
levons,29 and all the other founding fathers of neoclassical economics.

Their work was followed with unexceeding zeal: Samuelson provided a second 
revival o f the physicist metaphor in his doctoral thesis of 1947, Foundations o f  
Economic Analysis. And, more recently, Debreu still argued that theoretical physics 
Is an 'inaccessible ideal* for economics, since no experiment is possible, but that 
it provides an ideal-type and that mathematical formalization as the condition for 
the ‘scrutiny of logical errors’ and for the development of the science (Debreu, 
1991: 2). Indeed, that physical metaphor is the foundation for the whole body of 
theories, models and techniques which dominated economics so far.

In terms of what has been analysed in this chapter, the physical analogy gave 
a new breath to economics, substantially increasing the sophistication and the 
mathematization of the discipline and recognizing no need of concessions to 
plausibility or to realism of hypotheses; it was the protean force behind the positivist 
epistemology espoused by mainstream economics. Instrumentalism is the heir of 
this development,311 and dominated economic theorizing for more than one century.

3.2.B. Marshall; the Mecca of biology
Marshall is sometimes considered as an author influencing the alternative 
paradigm for economics,31 even if he was simultaneously one of the forerunners 
of comparative statics and of the current concept of equilibrium. In fact, his 
discussion on epistemology is the most telling o f all the authors responsible 
for the paradigmatic shift of the 1870s, and two main topics will be considered 
now in order to argue that he stood alone as the inspiration for a critical but 
inconsequent version of the neoclassical program.

The first point concerns the role o f the constitutive metaphor o f economics, 
carefully discussed by Marshall in several of his texts. Already in his inaugural 
lecture at Cambridge, Marshall emphasized the role of the mechanical metaphor,
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since economics was defined as ‘an engine for the discovery of concrete truth, 
similar to, say, the theory of mechanics’ (Marshall, 1885: 159). Later on, he 
argued that a new metaphor should be considered: his first text dealing with 
(he subject was written in 189832 and compared the biological and mechanical 
analogies. Marshall’s argument was a simple one: at an early stage of its 
formulation, economics must consider supply and demand as ‘crude mechanical 
forces’ and derive its knowledge from the study of equilibrium. At such a stage, 
there is already a possible analogy with biology: ‘And here we find a biological 
analogy to oscillations in the values of commodities or o f services about centres 
which are progressing, or perhaps themselves oscillating in longer periods. The 
balance, or equilibrium, of demand and supply obtains ever more of this 
biological tone in the more advanced stages of economics.’And he concluded: 
‘The Mecca o f the economist is economic biology rather than economic 
dynamics’ (Marshall, 1898; 318).

So, the biological analogy was presented as a long-term view of trends of 
life and decay in order to explain the evolution of forms o f equilibrium, namely 
to study growth. The analogy was always presented, in that article, as a life- 
cycle metaphor (ibid.; 311), an important one since for some economic 
problems a simple dynamic solution was considered unattainable (ibid.: 311, 
313), Anyway, b iology should inspire later stage econom ics, once the 
foundations o f the theory were established;

1 think that in the later stages of economics better analogies are to be got from 
biology than from physics; and, consequently, that economic reasoning should 
start on methods analogous to those of physical statics and should gradually 
become more biological in tone, (ibid.: 314).

It is not at all clear how such an unilinear evolution could be attained; anyway 
it implies a continuity of concepts and scientific general procedures, and cannot 
be taken in any form as an argument for the break with the physical analogy.33 
In his 1898, 1907 and 1910 introductions to the successive editions o f the 
Principles, Marshall repeated the same argument with the same words:

The Mecca of the economist lies in economic biology rather than in economic dynamic. 
But biological conceptions are more complex than those of mechanics; a volume on 
Foundations must therefore give a relatively large place to mechanical analogies; and 
frequent use is made of the term ‘equilibrium’, which suggests something of a statical 
analogy. (Marshall, 1907 preface,in 1890: xii)

In a later appendix to the same book, he even presented economics as a branch of 
biology. But in neither cases was economic biology detailed, allegedly for 
pedagogic reasons which favoured the teaching of mechanical models as a suitable 
introduction to economics. In fact, Marshall just pointed out a life-cycle analogy,
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applied it to economics —  simultaneously to the science as such and to one of its 
topics, the study of growth processes —  and afterwards indicated the difficulty of 
the subject, suggesting the ceteris paribus strategy in order to account for situations 
defined by numerous causes (ibid.: 47-8). Paradoxically, Marshall argued for this 
choice of the fiction of the representative agent on the basis of the biological 
analogy (Marshall, 1910 introduction, in 1890: 69-70).

Influenced by the conception of ‘evolution’ as a social progress along the 
orthogenctic path (ibid.: vii) and by the positivist tradition, Marshall found no 
difficulty in combining his mechanical approach with an atomistic biological 
reference of Spencerian flavour, which was not contradictory with the partial 
equilibrium methodology and his own adhesion to the marginalist revolution. 
And, as the next chapter will argue, Marshall’s equilibrium concept was not 
derived from biological metaphors.

The second topic, which distinguished Marshall within the neoclassical 
tradition, was his proclaimed suspicion about the m isleading role o f  
mathematical formalization. In particular in his last years, Marshall argued 
firmly and repeatedly against the belief in exhaustive formalism:

1 had a growing feeling in the late years of my work that a good mathematical theorem 
dealing with economic hypotheses was very unlikely to be good economics, and 1 
went more and more on the rules: ( 1 ) use mathematics as a shorthand language, rather 
than an engine of inquiry; (2) keep these until you have one; (3) translate into English; 
(4) then illustrate by examples that arc important in real life; (5) bum the mathematics; 
(6) if you cannot succeed in (4), burn (3). This last I did often. (Marshall, letter to 
Bowley, 1906, quoted in Kaldor, 1985:58-9)

Marshal! went even further, arguing that the ceteris paribus clause, so central in 
partial equilibrium, could be som etim es not even practicable and that 
formalization could be completely useless:

In my view, every economic fact, whether or not it is of such a nature as to be 
expressed in numbers, stands in relation as cause and effect to many other facts; and 
since it never happens that all of them can be expressed in numbers, the application of 
exact mathematical methods to those that can is nearly always a waste of time, while in 
the large majority of cases it is particularly misleading; and the world would have been 
further on its way forward if the work had never been done at all. (Marshall, ibid.: 59).

This anti-formalist revolt would be clearly expressed by Keynes, under 
Marshall’s influence. This major challenge to the neoclassical research program 
will be discussed in Part Three of this text.

3.3. The quest for a new map

As part o f  the positivist paradigm, mainstream economics developed late
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debates about epistemology, which neither clarified the real issues nor 
suggested practical solutions to the detected difficulties: an extreme form of 
scientism is still employed within the general pattern of the physical analogy 
which inspired the marginalist revolution or a deterministic version of some 
of the probabilistic concepts ofquantum mechanics. At the same time, atomism, 
objectivity and universalism are still considered indisputable canons of 
scicntificity . The result is by now obvious: the game o f unqualified  
generalizations, the abuse of the ceteris paribus  protection clauses, the 
resistance to empirical testing, and the tendency to abstract or to produce 
unrealist models arc lasting characteristics o f the mainstream. In fact, 
economics is positivist by delegation: in spite of its rhetoric, its dominant 
methods are Cartesian and deductive.

Modern science argued for a constitutive demarcation against metaphysics: 
yet, Friedman’s instrumentalism or Samuelson’s operalionalism accepted the 
irrelevance of realistic assumptions and the use o f ‘predictive statements’ or of 
‘operationally meaningful statements’ is metaphysically defined. Such a science 
is far from the relevant social knowledge and action which was once vindicated 
by the Enlightenment, and does not even seem to be aware of its blindness. The 
positivist paradigm has been challenged, and correctly so; it must be replaced. 

Three main epistemological problems result from this crisis.

a. The problem o f  signification or, in another form, the problem of the definition 
of science. The positivist paradigm tried to solve this problem establishing 
a definitive cognition or a demarcation criterion, or both at the same time. 
Neither claim was found to be true.

In particular, the deterministic concept of causality failed to produce 
authoritative models of explanation, since exogenous causality requires 
simple and non-reciprocal relations which arc generally irrelevant in real 
econom ies.14 As a consequence, economics became the dreamland of 
paradoxes, where deterministic methodologies and positivism are sustained 
by their opposite, relativism,, and where oaths of fidelity to Newtonian 
empiricism arc formulated in Cartesian language.

The conventionalist attitude and the confirmationist procedures were 
challenged by several authors, since signification cannot ignore facts, and 
induction and deduction are essential tools —  but none creates the 
hypotheses or shapes the theories which make science advance. The solution 
of the problem of signification requires the definition of a new cognitive map.

b. The problem o f the unit o f analysis. The second major characteristic of the 
neoclassical research program is its methodological individualism, implying 
that only individuals take decisions or that the economic problems can be 
modelled assuming that simplicity is a fair representation of complexity.
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This postulate raises severe problems, the first being the mathematical 
tractablllty o f  the potential diversity o f individuals, even if  the strong 
assumption of rationality defined as the maximizing behaviour creates the 
fiction o f the homogeneous homo economicus. But that hypothesis reduces the 
individual motivations to a common standard and argues that preferences and 
tastes can be treated as pure passive market realities, an inaccurate contention 
if the intentional character of economic phenomena is considered. Curiously 
enough, Walras himself criticized Say’s attempts to define economics as a natu
ral science, since he claimed that 'Man is a being gifted with reason and freedom, 
capable of initiative and progress. In matters o f production and distribution of 
wealth, as in general in every matter of social organization, he may choose 
between good and evil’ (Walras, 1883: 10). But if diversity, change, choice and 
intention is conceived o f in social and econom ic life, m ethodological 
individualism becomes inconsistent and so is perfect rationality. On the other 
hand, economists know that decision are taken in institutional frameworks and 
not exclusively by isolated individuals; rationality must therefore be defined 
so that it includes the logic of institutional motivations and interests of groups.

In the same sense, the Marshallian notion of some epistcmic representative 
and homogeneous agent is irrelevant for practical analysis, although logically 
equivalent to the ceteris paribus condition: equilibrium as a general system of 
relationship means the total permeability and inter-communicability of the 
system, but in fact the subsets of economic activity do not really need to 
interact, since they are homogeneous. In the same sense, the aesthetic concept 
of perfect information implies that every agent knows everything but learns 
nothing. As a consequence, economics is constrained to deal with production, 
innovation and change as some ‘black boxes’, unexplainable by the theory. 
Such a theory is empty and irrelevant.

c. Tire problem  o f explanation . In the neoclassical research program, by 
influence of the physical metaphor, reversibility of time is assumed. The 
movement of the panicles, or units —  economic agents —  is determined by 
universal potential force-fields, inspiring the idea o f an universal order. On 
the other hand, the neoclassical program claimed that this epistemology 
guarantees a positive science, the postulate of efficiency being independent 
from any kind of teleological or normative content. But this approach 
prevents any explanation of real life events, since equilibrium and order are 
already assumed and the working of science is submitted to that a priori.

A new cognitive map implies alternatively an open and holistic system as the 
relevant unit of analysis, just as it implies a concept of explanation based on a 
multiple combination of sense and reference. In this framework, it implies the 
foundation of a new paradigm, as Robinson35 suggested, with a strong bias



towards realist criteria; ‘The methodology is self-conscious. I hold very strongly 
that the purpose of economic theories should be to try to throw some light on 
the world that we are living in’ (Robinson, 1980: ix).

The general strategy of positivism was to define the cognition criterion as 
part o f the demarcation problem; the alternative, of course, is to abandon the 
attempts to define some absolute demarcation and to include cognition as part 
of the general signification problem: we need to know how, but we also want to 
know why and what for. Asubstantive shift from the positivist research program 
is therefore necessary and possible.
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4. The Economy of Metaphoric 
Innovation

In the opening page of One Hundred Years of Solitude, Garcia Marquez describes 
the emptiness of ancient ages: ‘The world was so recent that many things had 
no name and in order to mention them it was necessary to point the finger.’ The 
denotation o f things was the vital task to the understanding o f the worlds 
around the human being, and of the human being themself.

But denotation is a difficult and ambitious task. Its process includes 
interpretation, search, change of sense, errors, comparison, interaction: it is a 
metaphor of the civilization itself. In particular, the description by the human 
being of his own feelings was mixed with the most contradictory thoughts: for 
thousands of years, these were expressed in the external form of several or, finally, 
of one single divine figure —  one of the most striking myths o f mankind. The 
denotation of this creation was thus to include perfection, human appearance and 
transcendence, immanent exemplary qualities and auto-development features. 
Jorge Luis Borges described one of these denotation programs through the history 
of Plato’s perfect and unifonn figure of the sphere, which was for Xenophon this 
was the ideal denotation of the single God, the eternal sphere; then the hermetic 
medieval tradition or the twelfth century French theologian Alanus de Insulis 
repeated this metaphor: ‘God is an intelligible sphere, whose centre is everywhere 
and whose circumference is nowhere’. The Book of Pantagruel repeated it once 
again, and so did Dante; many years later on, Pascal discovered again this ‘fearful’ 
eternal sphere. ‘It may be that universal history is just the history o f different 
intonations given to a handful of metaphors’, concluded Borges (1983: 16).

Metaphor— an impertinent denotation process—‘has been acentral inspiration 
for literature and cultural creation: ‘Do not forbid me use of metaphor;/1 could not 
else express my thoughts at all’, wrote Goethe. As Ricoeur argued, ‘In service of 
poetic function, metaphor is that strategy of discourse by which language diverts 
itself of its function of direct description in order to reach the mythical level where 
its function of discovery is set free’ (Ricoeur, 1977: 247).

Of course, this intervention of the metaphor in the denotation process and 
in the framing of general narratives was not welcomed by the positivists. One 
of the most brilliant o f them, Voltaire, argued in the name of science against
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that abuse o f freedom. In Micromégas, A Philosophical History, Micromégas 
was a traveller who was discovering the world and blamed his secretary for his 
colourful and metaphorical descriptions o f Nature: ‘I do not want to be pleased, 
I want to be taught*, he said (Voltaire, 1752: ii). For Voltaire and the positivists, 
metaphors are perversions o f the ideal o f a perfect and unequivocal 
correspondence between world and word.

But, as the last chapter abundantly proved, metaphors are pervasive in 
science: the energetic metaphor had a strategic role in the constitution o f the 
marginalist revolution, and Fisher as well as the other founders of the program 
provided a whole dictionary of analogies from energetics and physics to 
economics, and the alternative biological metaphor was explored at the same 
time by Marshall and by Veblen.

In general, the metaphor is part of the associative linguistic processes, as 
Saussure, Jakobson and Barthes argued (Barthes, 1953: 133), or more recently 
Sontag (1983: 91), just as it is part of the conceptual systems (Lackoff and 
Johnson, 1980: 3): economics is no exception.

The argument presented in this chapter is that the same impertinent process 
of denotation is essential to scientific creativity at all levels, and that metaphoric 
innovation is not only legitimate but also a crucial part o f the growth of 
knowledge. If this is so, neoclassical economics cannot be charged of its 
widespread use of metaphor, although it must be criticized by the sense and 
reference o f its own mechanical metaphor.

4.1. Metaphor: word and tone

The metaphor was firstly considered as a figure of speech, and was accordingly 
studied by rhetoric. In fact, metaphor has a pervasive use in common language 
and is an essential feature of literature: Aristotle presented his own conception 
of the metaphor, the signal of genius in language creation, in his Poetica, The 
theory of literature and, generally, hermeneutics, will be used now to establish 
a classification of metaphors and to discuss its applicability for science, on the 
basis of previous work by Black, Hesse and Ricoeur.

4.1. A. Substitution metaphors
Consider now the following list of examples:

* Lord is our shepherd
* the head of the State
* the arm  of the law
* the arterial road
* falling  in love
* time is money
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or the following one, as familiar as the previous:

* homo homini lupus
* the mind as a tabula rasa
* biology is economists’ Mecca
* consumer sovereignty
* human capital
* children as *durable goods'
* Walras’s auctioneer
* the invisible hand
* transaction friction
* the velocity of money
* window of opportunities
* epigenetic landscape

* putty-clay in capital market
* market forces
* business cycle
* natural rate o f  unem ploym ent
* atoms of pleasure
* fluidity of the market
* the genetic  code
* game theory
* money withering away
* eco n o m ic  fluctuation
* old  industry
* technological trajectory

The first list is taken from daily language or very common cultural references, 
and it could of course be infinite. It indicates that the normal denotation process 
is complemented by descriptions or qualifications creating a complex network 
of references and mapping new connections. This is a standard procedure in 
literature, and mainly in poetry. The examples are abundant, as the following 
one: ‘Consider, and *tis easy understanding/Life is not object, buithe refracted 
colours’ (Goethe). Obviously, life is not ‘refracted colours’, but the poet believed 
that the meaning of his expression was transmitted with more intensity: the 
metaphor is the carrier of tone.

In the previous lists the metaphorical introduction is indicated by italic 
characters. The process is immediately communicative: the redescription is 
accessible to everyone, and it makes possible a linguistic creativeness we all 
extensively use in daily life, without even noticing it. Furthermore, it is a 
cumulative process, asking for a new creative activity of the receiver.

The second list has the same characteristics, but it was taken from science, 
mainly economics but also biology and philosophy, and from as different 
authors as Hobbes and Carlota Pérez, Edgeworth and Nelson and Winter, Ricardo 
and Waddington, Marshall and Friedman, Becker and Samuelson, or commonly 
used technical language. The introduction of a semantic and metaphorical 
impertinence is also indicated and evidences the importance and generality of 
the process in scientific definition, classification and communication.

This first form will be called the substitution metaphor, as Black did (1962: 
31). The metaphorical expression is included as a substitute to the literal 
expression, such that the metaphorical and literal meanings may be determined 
in both directions by simple rules of correspondence which represent the 
cognitive process. Thus, the signification process is stable since dependent on 
quite evident rules of translation.
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Yet, there is a process of learning and communication —  the substitution 
metaphor is not trivial, and it is useful and necessary namely for economic 
reasons —  but it implies no transformation in the meaning o f the expression, 
established in the general frame where it is integrated (the phrase, the narrative). 
‘Understanding the metaphor is like deciphering a code or unravelling a riddle’ 
(ibid.: 31): the cognitive action is centred at the focus, the word used for the 
substitution, and does not modify the frame.

4 .LB Comparison metaphors
A new list of twelve metaphors is now taken exclusively from science, in parti
cular from physics.

a. Copernicus considered the Sun at the centre of the planetary system as the 
King was at the centre of the court or God (the fearful expanding ‘sphere’ of 
Pascal) at the centre of the universe (Hesse, 1980: 14), Laplace exemplified 
the use of analogy and generalized the argument writing that, like the Sun, 
any star was supposed to be the centre of a planetary system of its own 
(Laplace, 1812: exliii).

h William Harvey’s model for the circulât ion of the blood was inspired by Copernicus’s 
planetary system, the hearth being the analogue for the Sun (Jones, 1982:5).

c. Descartes described the human body as a machine, and the circulatory 
system as a clock or automaton (Descartes, 1637:53, 62).

d. In the Gaia hypothesis, clouds are described as seaweed.
e. The Rutheford-Bohr model was described as a solar system  where 

planets revolve around a Sun, like the hydrogen atom with electrons 
around more massive nuclei (Wullwick, 1990: 216; Black, 1962: 229).

f. Defining hypotheses for the atomic explanation o f the behaviour of the 
gases, Dalton spent some time using his pure pictorial imagination, drawing 
several models —  ‘combining my atoms upon paper’ —  for the hypothetical 
geometrical and mechanical evolution of the gases (quoted in Capra, 1982: 
54; also Hesse, 1970: 88).

g. The traditional quantitative equation of money, MV=PT, is term-to-term 
equal to the equation of the state o f an ideal gas, ‘and has the same status as 
an irrefutable but useful notion in chemistry as it has in econom ics’ 
(McCloskey, 1983: 501).

h. Maxwell’s notions o f fluid flow, heat flow, electric induction, electric current 
and magnetic field are all describable by similar equations, even if the 
interpretation differed from case to case (Hesse, 1970:22,42).

i. M axwell’s equations for electromagnetic phenomena were used also to 
explain the transmission o f light (Hesse, 1970: 44), and the equations for 
attraction are transformed into equations for heat: ‘We have only to substitute 
source o f heat for centre o f attraction, flow  of heat for accelerating effect
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of attraction at any point, and temperature for potential, and the solution 
of a problem in attractions is transformed into that of a problem of heat.’ 
(Maxwell, 1890: 157, his emphasis).

j. Huygens used the analogy light-sound to describe the ‘waves o f light’ 
(Duhem, 1906: 94-5).

k. Malebranchc and Young represented monochromatic light with a similar 
formula to the one representing a sound (ibid.).

l. Ohm did the same with propagation o f heat and electricity (ibid.).
m. Juglar described crises as diseases in the economic body, motivated by 

‘excessive speculation’ (Juglar, 1862).

This is a rather eclectic list. The first three items are simple and classical examples 
of substitution metaphors: their function was essentially that of justification, 
even if it was a wrong one —  the case of the Cartesian description of blood 
circulation. But this metaphoric extension had a complementary signification: it 
was also part of a logic of discovery, namely for Copernicus and Harvey. In other 
words, the metaphors changed the semantic value of the assertions, since they 
organized a new map of the research.

The three following examples (d-e-f) arc clearly cases of search and discovery 
and, like the following ones, they are metaphors which use active comparisons 
between two theories from two scientific fields: they will be defined as 
comparison metaphors, Dalton, drawing some possible models, was caling for 
his whole previous scientific —  and metaphysical, as it happens —  knowledge, 
and Bohr used the metaphor as a problem-shifting device: rejecting M axwell’s 
theory of electromagnetism, his metaphor was organized around a shared 
language in physics —  the Newtonian law of gravitation —  in order to operate 
a transfer of terminology to a different field (Wullwick, 1990: 217), with a 
comparison of the positive and negative implications of the analogy. These 
metaphors did not prevent Dalton or Bohr to test the new model independently 
of the original inspiration.

The last seven examples are new cases of comparison metaphors, extending 
the comparison between different scientific fields or formulations. In these 
cases, as the authors indicated, the language —  equations, definitions —  was 
transferred and became the potential source of creativeness in the comparison. 
The cognitive process for comparison metaphors is centred on the relation between 
the space of the secondary subject, the scientific field where the metaphor is 
originated, and that o f the primary subject, where it is applied. Since the origi
nal meaning is established in the secondary subject, the comparison metaphor 
consists in its application to another field o f inquiry under correspondence 
rules which translate the metaphorical meaning and reorganize the frame in the 
primary subject. There is a semantic innovation, but it depends upon the specific 
translation rules and it is one-sided: the production of sense depends upon the



change of reference. The heuristic procedure of search and innovation is limited 
by the correspondence rules, since the metaphor itse lf consists in the
presentation of the underlying similarity.34

Another mode! o f the metaphor, in fact the most important one, will be 
established for those cases in which an active two-sided relation is underway: 
the interaction metaphor, which is the widely applied metaphoric mode! for 
models and scientific explanations. A preliminary discussion of some of the 
most relevant properties of the metaphor is now in order.

4.1.C, The language innovation of the metaphor
The metaphoric intervention in the primary subject is, as indicated, a very 
common standard in daily language. It takes place currently as a substitution 
metaphor, but can also originate som e more elaborate metaphors —  of 
comparison —  which have been widely used in scientific definitions, in the 
context o f discovery or of justification; both types of metaphor may coexist. 
These operations can shift, translate and modify the meaning in the primary subject: 
the creation at the language level also implies a development at the knowledge 
level, since both are closely related. As Black puts it, ‘Indeed, I intend to defend 
the implausible contention that a metaphorical statement can sometimes generate 
new knowledge and insight by changing relationships between the things 
designated* (Black, 1981 ; 37), that is, by emphasizing, suppressing, reorganizing 
relevant features o f the primary subject (ibid.: 28; also 1962: 44-5).

Positivism, of course, rejected this ‘implausible contention*. The objective 
language of science —  the quest o f  logical em piricism  —  should be 
unambiguous, indisputable and clearly describe the meanings of phenomena 
and the propositions about them, implying testable consequences: positive 
reality should be literally describable, every word should correspond to an 
object, and vice-versa. That was indeed the program of young Wittgenstein, of 
the Tratactus Logico-Philosophicusf1 and it was supported by Russell. This 
research program for an observational, positive and completely intelligible 
language was criticized since 1906 by Duhem, but dominated and occupied a 
large part o f the twentieth century scientists’ efforts.

Descartes defined the basis for such a program. In a 1629 letter to Marsennes, 
he stated that ‘Order is what is needed: All the thoughts that can come into the 
human mind must be arranged in an order like the natural order of numbers’ 
(quoted in Mirowski, 1988b: 119). In this pure orderly world, meanings should 
be unambiguously fixed: metaphoric innovation was excluded by definition. 
The positivist attack on metaphor was reinforced by Berkeley, supporting 
literal language and fixed meanings, and thus rejecting deviance in the 
denotation process; Locke, in his Essay on Human Understanding, repeated 
the refusal of metaphors, since they may ‘insinuate wrong ideas’ and 'mislead 
judgem ent’ —  these themes have been repeated since then in positivist
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philosophy, hunting the ‘linguistic infection’ introduced by metaphors 
(Horsburgh, 1958: 231,245). Bertalanffy noted the attack launched by logical 
positivists against his General Systems Theory, since it established analogies 
between different systems and considered that isomorphisms in models and 
analogy were ‘potential tools in science’ (Bertalanffy, 1962:8-9). Solow argued 
recently that methodology should restrict the ‘range o f permissible modes of 
argument’, stressing that metaphor can be productive but that it can also 
mislead, namely because the assumptions arc not clearly and formally stated 
and the logical deduction is hidden (Solow, 1988: 32-4).

A different approach was taken by the ex-positivist McCloskey, who fully 
recognizes the pervasiveness and importance of metaphors: ‘Each step in 
economic reasoning, even the reasoning of the official rhetoric, is metaphoric. 
The world is said to be “like” a complex model, and its measurements are said 
to be like the easily measured proxy variable to hand’ (McCloskey, 1985: 75). 
But McCloskey’s conclusion is the most paradoxical one: scientific vocabulary 
is presented as a set o f purely literary devices with no specific cognitive 
content, and metaphor is restricted to literally translatable paraphrases o f the 
substitution type. In this sense, it is rhetoric that establishes the modes o f  
argument, while the pretension o f epistemology, which is supposed to legislate 
about truth, should be rejected (ibid.: 47,51); as a consequence, economics is 
defined, as well as all sciences, as a branch o f literature (ibid.: 138). This 
postmodern conclusion reduces the scientific endeavour to conversation and 
takes a radical relativist view: positivism is not vindicated but it is anyway 
safeguarded not because it is supposed to be able to exhaustively describe 
reality, but because reality cannot be assessed in any meaningful way and all 
science is defined as mere narrative, and therefore all methods are equivalent 
—  in the postmodern night all cats arc alike, but you’d better continue with 
the one you are used to.

In the following sections, the challenge to positivism is organized in two 
different strategies: at the level of the creation of new languages, and at the level 
of the epistemic unit as a shift from the explanans to the explanandum.

4 . / . C .  / .  Language
The argument for metaphoric creativeness was stated by Black in his seminal 
1962 book, M odels and Metaphors. In his approach, a grammar merely based 
on spatial or translation transfers cannot introduce novelty:

Wc can pass from one system atic mode o f  spatial representation to another by 
means o f  rules for transforming co-ordinates, and w c can pass from one language 
to another having the same fact-stating resources by means o f rules o f translation. 
But rules for transformation o f co-ordinates yield  no information about space; 
and transformation rules for sets o f  language tell us nothing about the ultimate 
nature o f  reality. (Black, 1962: 15)



So, one should abandon the epistemological search for unique and definitive 
rules of correspondence, and innovation or semantic transformation rules should 
be looked for. In fact, this is a normal and frequent necessity in science. The 
catachresis function o f the metaphor —  the introduction of new terminology 
where none existed —  was emphasized: the ‘employment of metaphor serves 
as nondefinitionai mode of reference fixing, which is specially well suited to 
the introduction of terms referring to kinds whose real essences consist of 
complex relational properties, rather than features of internal constitution' 
(Boyd, 1981: 358). Quine suggested that metaphor was particularly useful and 
needed at these boundaries of science18, where ‘Old idioms arc bound to fail [at 
the 'philosophical fringes of the science’], and only metaphor can begin to 
limn the new order’ (Quine, 1979: 159), For Kuhn, metaphor was the specific 
creation of adherence of language to the real world: "’metaphor” refers to all 
those processes in which the juxtaposition cither of terms or of concrete examples 
calls forth a network of similarities which help to determine the way in which 
language attaches to the world’ as part of'th e linguistic machinery of science 
today’ (Kuhn, 1981: 415; 414). In particular, Kuhn stressed this denotative —  
or catachretic —  function of the metaphor.39

Generally, the introduction of a metaphor implies the creation of a new 
language, of a new system of references where innovation at the level of sense 
replaces the static assumption of the traditional correspondence rules. This 
process involves, however, a larger domain than that of language, since it requires 
a violation of the previously accepted linguistic rules.

4J.C .2 . Redescription of the explanandum
In the positivist world, and in particular in the Hypothetico-Deductive Model, 
the introduction of new vocabularies and languages is a common procedure 
and indeed it is part o f every demonstrative logic. But, the linguistic innovation 
is confined to the limited space of the explanans, where it constitutes the 
essence o f the explanation.

. The HD model sustained the deductibility of the explanandum from the 
explanans, in such conditions that the explanans should contain at least one 
law not redundant to the deduction and not falsified by data, and the deduction 
should culminate in the formulation of predictions: (i) of laws already stated 
in the explanans having yet unobserved cases; or (ii) of new general laws 
being deduced, with no change to the fixed set of rules of correspondence. 
But, for practical purposes, this account is inadequate since: (a) no purely 
deductive relationships can be established between observational and 
theoretical statements, since the correspondence rules cannot be derived from 
the explanans alone, and (b) there is no complete deduction, but at most 
adequate fitness, depending on the behaviour of the system and not only on 
the deductive procedures (Hesse, 1980: 120 f,).
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In these circumstances, the metaphor provides some useful new insights 
since it is not tied to the strictly deductive rules and to a fixed set o f 
correspondence terms. On the contrary, it states an interactive system o f  
relations between the primary and the secondary system s and makes 
possible rational —  even if not necessarily true —  predictions. This whole 
operation o f explanation through the metaphorical description is located 
at the level o f the explanandum, where observational statements are 
replaced by theoretical categories —  in fact, annihilating the conceptual 
antinomy between observational and theoretical statements40—  and these 
are rcdcscribcd through the transfer o f the metaphor from the secondary 
subject (ibid.; 111). In other words, the metaphor not only constructs some 
of the original premises but also extends the power of deduction.

The cognitive and semantic value of the metaphor flows from these 
characteristics, unifying the logic of discovery and of justification. The inter- 
subjective nature of science is assumed, and innovation is considered the object 
and purpose of the redescription: it is a form of theoretical explanation, although 
an incomplete one. Its logic is part of its semantics and evolves from conflicts 
and contradictions —  it is a dialectical one.

In this sense, metaphor is as pervasive in science as it is in common language: 
induction implies the analogy of one particular to another particular instance, and 
the general relation inferred from these comparisons is of course a metaphor for 
their relation, as Keynes understood better than any other economist. At the 
same time, deduction implies a hidden analogy between the known general law 
and the particular instance which is being affirmed; the Kuhnian ‘normal science’ 
develops constructing analogies between what is known and what is not (Barnes, 
1982:49) and Kuhnian revolutions are in this sense ‘metaphoric redescriptions of 
the domain of phenomena’ (Arbib and Hesse, 1986: 156).

The precise cognitive implication of metaphor is therefore an open question. 
Although recognizing the importance and the epistemological function of the 
metaphor, Schlanger argues that there is no cognitive content in this operation, 
in spite o f providing what she calls an ‘index of knowledge’, enlarging the 
intellectual horizons and dislocating the meanings (Schlanger, 1971: 47). On 
the contrary, it is here assumed that the metaphoric redescription adds new 
insights and creates new meanings, rather than being limited to highlight the 
pre-existing similarities between the primary and the secondary subjects: 
metaphor is part of the innovative creation of hypotheses and has a heuristic 
function which is essential to scientific endeavour.

4.1 ,C, 3. Rhetoric and Logic
The interaction metaphor challenges some of the most central scientist canons: 
the dualism between subject and object, between the explanans and the 
explanandum, between the meaningless external world and the meaningful



world of the scientist and consequently between observational and theoretical 
statements, where objectivity is firmly based on logical rules of deduction and 
on the language of inductive inference. The logical status of this challenge 
will now be stated, in order to define its conditions.

In his De Poetica, Aristotle defined metaphor as a displacement o f noun:

Metaphor consists in giving a thing a name that belongs to something else; the 
transference being either from genus to species, or from species to genus, or from 
species to species, or on grounds o f analogy ... . Metaphor, moreover, gives style 
clearness, charm, and distinction as nothing else can: and it is not a thing whose use 
can be taught by one man to another. (Aristotle, CW, IX: 1457b 7-18)

Metaphor —  a substitutive or comparative metaphor in this case —  is thus 
constructive knowledge. For Aristotle, it is a part of rhetoric41 and not of logic; 
indeed, it is considered as the ‘sign of genius, since a good metaphor implies an 
intuitive perception of the similarity in dissimilars’ (Aristotle, ibid.: 1459*4) 
and, since the explanation is omitted, metaphor works as a riddle (ibid.: I407a 
11-13; 1405b3-6). In the Aristotelian context, metaphor is a semantic 
transformation concentrated on the word (ibid.: 1405*9-10), at the level of the 
identity of the meaning. Furthermore, metaphors are similes and should ‘fairly 
correspond to the thing signified’, that is, no ambiguity should disturb the 
connection between word and world (ibid.: 1405*9-10).

But the logic of this transformation is essential and in fact it suggests a 
larger implication than that o f Aristotle: it is not only a deviance in the 
denomination itself, but also a deviant predicative structure which is at work 
(Ricoeur, 1977: 66, 143)—  the semantic impertinence constitutes the novelty 
in the primary system, and therefore surpasses the rhetorical search for an effect 
of sense. In fact, if sense is defined as the internal organization and coherence 
of the discourse —  called until now cognition —  and reference as its power to 
redescribe reality —  called until now signification —  metaphor is, in general, 
a creative process in knowledge which involves both sense and reference 
changes. In the context of rhetoric, metaphor will be considered a trope of 
resemblance or of dissimilarity, a deviance in denomination, operating at the 
level of the word; in the context of semantics and semiotics, it is rather defined 
as an impertinent predication at the level of the phrase. But if the metaphor 
implies the creation of a radically new semantic pertinence and structure, then 
it can only be discussed by hermeneutics and logic and its place is in general 
narrative or discourse.

Classical rhetoric cannot interpret this process, since it does not recognize, 
besides the effect of sense for persuasion purposes, the production of sense 
and reference. Instead, the metaphor operates simultaneously as a denotation 
(metaphorization of reference) and as a connotation (metaphorization of sense) 
instrument, and that is why it introduces a new form o f logic. The interaction
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metaphor, which is the most relevant for epistemology, is the result o f this 
dialectical logic.

4.1.D. The creation of metaphors: abduction
Peirce defined abduction as the process o f sense and reference innovation at 
the level of the constitutive hypothesis of a theory:

Abduction is the process o f forming an explanatory hypothesis. It is the only logical 
operation which introduces a new idea; for induction does nothing but determinate a 
value, and deduction merely evolves the necessary consequences o f  a pure hypothesis. 
(Peirce, 1934: v, also 106)

In this case, science should combine different tools: (1) the definition o f laws, 
by induction; (2) the definition of causality, by ‘hypothetical inference’, or 
abduction; and (3) the prediction of consequences, by deduction. Since the 
truth of a deduction is conditional on the truth of the premises, and induction 
merely determines magnitudes, abduction is the sole creative procedure to 
determine new inferences and ideas. In fact, abduction describes an act of 
insight, a flash: indeed, these insights have been fairly commonly described 
by scientists about their own experience, just like Newton’s ‘sudden insight’, 
Darwin’s reading of Malthus and derivation of Natural Selection or again his 
analogy for the common descent hypothesis, or Poincaré’s ‘illumination*, or 
Claude Bernard’s ‘fecund idea’, or Keynes ‘grey, fuzzy, woolly monster in 
one’s head’. Bohm summarized the task of scientific research with the metaphor 
of a dark room, scarcely illuminated by candles, until a sudden insight gives a 
picture o f the totality: ‘In what is generally described as a very sudden process, 
a ‘‘click’’ or a “flash”, one grasps the basic principle of the circle, which is to 
say, one secs it as a totality’ (Bohm, 1964: 215).

This theme has been widely discussed in epistem ology, history and 
sociology of sciences, originating som e descriptive concepts without any 
established autonomous logical content. Some striking exceptions are Quine’s 
‘ontological imputation’ concept (Lawson, 1989: 68), Kuhn’s presentation of 
the formation o f theories as ‘imaginative statements’ (Kuhn, 1989: 338), 
Popper’s definition o f the ‘meta-scientific knowledge’ prior to the test (Popper, 
1982: 242) and, somewhat more surprisingly, even Friedman’s conclusion in 
his essay on positive economics:

The construction o f an hypothesis is a creative act o f  inspiration, intuition, invention; 
its essence is the vision o f  something new in familiar material. The process must be 
discussed in psychological, not logical categories; studied in autobiographies and 
biographies, not treatises on scientific method; and promoted by maxim and example, 
not syllogism or theorem. (Friedman, 1953:43)



Even if the argument is overstated and excludes the logical and epistemological 
dimensions, creation and imagination are rightly considered as the main tools 
and tasks for science. In fact, abduction is nothing but the process of selection 
of metaphors. In particular, a network model considers the legitimacy o f  
the three processes o f  growth o f knowledge —  induction, deduction, 
abduction —  and such a combination presents the viable alternative to 
Hume’s Paradox: ‘induction without abduction is blind, abduction without 
induction is empty’ (Apel, 1968: 89).

Abduction and metaphoric innovation are responsible for revolutionary 
insights in science. The very evolution o f Darwinian evolutionism depended 
on such types of processes, since its scientific status changed when it was able 
to incorporate Mendel’s laws, which were novel in the context of the traditional 
and inconclusive experiments with hybridization by the botanists:42 heredity 
was abductiveiy hypothesized, and it transformed botanies; then its metaphoric 
retranscription into biology defined the neo-Darwinian synthesis. In astronomy, 
Kepler’s discovery of the orbit of Mars is an example of such a process.43 
Abduction is nothing more than a new name for the metaphorical choice of 
hypotheses, which is essential in the constrution o f every theory.

In economics as well as in social sciences, this formulation of new 
hypotheses is decisive: in his homage to Schumpeter, Frisch, one of the fathers 
of the econometric revolution and certainly one o f  the most influential 
mathematical economists in the neoclassical program, stated that ‘no amount 
of mathematical technicality, however refined, can ever replace intuition, this 
inexplicable function which takes place in the brain of a great intellect’ (Frisch, 
1951: 9). He was right.

4.2. Analogy: the flight of the metaphor

The logic of the metaphor has been widely described under the name of analogy. 
In fact, the progressive heuristic role of analogy is much less disputed in 
epistemology than it is the more general role of metaphor, which is sometimes 
feared as the opening the door to metaphysical assertions, alien to positive 
science, Some conclusive examples indicate now this attitude of general 
acceptance of the analogy as part of science, and illuminate the metaphorical 
content of those analogical operations:

a. Hegel argued in his Logic that analogy was decisive in experimental sciences:

In the experimental sciences Analogy deservedly occupies a high place, and has led to 
results o f the highest importance. Analogy is the instinct or reason, creating an anticipation 
that this or that characteristic, which experience has discovered, has its roots in the inner 
nature or kind o f an object, and arguing on the faith of that anticipation. Analogy it should 
be added may be superficial or it may be thorough. (Hegel, 1830:254)
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b. levons, writing in 1874, argued for the same sort of analogies:

whoever wishes to acquire a deep acquaintance with Nature must observe that there are 
analogies which connect whole branches o f science in a parallel manner, and enable us to 
infer of one class o f phenomena what we know o f another. (Jcvons, 1874:631)

c. Maxwell argued that analogy of particulars with generals could be compared 
to explanation:

When a certain phenomenon is susceptible o f  being described as an example o f a 
general principle applicable to other phenomena, this phenomenon may be said to be 
explained, (quoted in Meyerson, 1908:92)

d. Duhem stressed the same point:

The history o f physics shows us that the search for analogies between two distinct 
categories o f  phenomena has perhaps been the surest and most fruitful method o f all 
(he procedures put into play in the construction o f physical theories.... Analogies 
consist in bringing together two abstract systems; either one of them already known 
serves to help us guess the form o f the other not yet known, or both being formulated, 
they clarify each other. (Duhem, 1906:95-6)

e. Poincaré argued that analogy is a general procedure for science and gives 
the example of gases and star systems:

And when sciences have no direct connection, they highlight one another by analogy. 
(...) Gases are, to a certain point, the image o f  the Milky Way and those facts, which 
appeared to be uninteresting except for physicists, will soon open some new and 
unexpected horizons to Astronomy, (Poincaré, 1908: 330, my translation)

or also

In this way through Carnot’s second law fresh analogies arc revealed to us, which may 
often be followed in detail; ohmic resistance resembles the viscosity ofliquids; hysteresis 
would resemble rather the friction o f solids. In all cases, friction would appear to the 
type which the most various irreversible phenomena copy, and this kinship is real and 
profound. (Poincaré, 1903: 151)

f. Gelderen, one of the forerunners of the study on long waves of economic 
development, indicated that analogy with the shorter business cycle was 
the starting point for the research:44

there exists an analogy between the longer periods o f production development and the 
on average ten-years c y c le . . . .  It is exactly this analogy, we feel, that should be the 
starting point for investigating the price increase.... (Gelderen, 1913:45)



g. Penrose, arguing against the biological analogies for econom ics, 
nevertheless states the epistemological relevance of the procedure:

The purpose of logical reasoning in which wc consciously and systematically apply 
the explanation o f one series o f events to another very different scries o f events is to 
help us better to understand the nature o f the latter, which presumably is less well 
understood than the former.... Analogies o f this sort arc not only useful but almost 
indispensable to human thought. (Penrose, 1952:806-7)

h. Meyerson, himself a positivist, compared the constructive role of analogy 
with mechanics:

But as to the process itself o f analogical reasoning, it must be clearly understood that 
it is still more indestructible, if that is possible, than mechanism, for by it alone can wc 
approach reality. Whatever wc do wc arc always obliged to suppose —  at least 
momentarily —  that nature proceeds, as docs our reasoning. The errors o f Descartes 
and the Nalur-Philosophcn, as also of Comte, consisted solely in using analogy, not to 
formulate assumptions to verify, but for apoditic affirmations. (Meyerson, 1908:416)

The list, of course, is not exhaustive. However, the eight cases have one 
characteristic in common: they all exclusively refer to the logic of discovery, 
or at most to the logic of persuasion, under the forms of inspiration, extension 
of thought, or combination of scientifically founded assertions and arguments. 
In this sense, analogy is very generally accepted as a useful tool of thought: 
Descartes used the same logic,45 in spite of his appeal for legitimate reasoning 
to be expressed in numbers, which would exclude other forms of analysis; 
Einstein’s work is an example of the general use of this procedure (Pessis- 
Pasternak, 1993: 207).

But the same authors denied the relevance of metaphor for the logic of 
justification, that is, its demonstrative function. Kant4fi argued that no 
demonstration could be supported by analogy, Pearson47 that it was just part 
of creative imagination, Duhem411 insisted upon this ‘sensory’ limited aspect 
of analogy, Poincaré4'' that metaphors ‘should be no more interdict than to the 
poet’ but that they were restricted to ‘indifferent hypotheses’, Bertalanffy5" 
considered them as ‘scientifically worthless* as far as explanation is concerned, 
Maynard-Smith51 excludes the explanatory capacity of analogies and Gervet52 
adds that analogical reasoning can be the premise for some ‘ideological 
contamination* of science. These warnings are fully justified; yet, they miss 
something: the analogy is not logically demonstrative, but is still part of 
the demonstration and is not limited to the abductive definition of the 
initial hypotheses.

Of course, the whole positivist tradition implies that explanation must 
exclude analogies from demonstration, since analogies are not acceptable among 
the premises in the deduction of general laws. In such a conventional view of

62 The Evolutionary Metaphors in the Reconstruction of Economics The Economy of Metaphoric Innovation 63

the metaphor, two boundaries are built.The first one imposes restricting analogy 
to the laws connecting the properties of the analogues: that Is what Duhem 
intended by the causal analogy —  the case of Maxwell’s analogies between 
equations for different systems remains the standard example. The second limits 
the analogical operation to the logic o f discovery, implying the heroic 
assumption o f some comparability between system s, so that no explicit 
retranscription takes place once the analogue is transported to the primary 
system; in other words, the analogy is only legitimate if it is a passive operation 
between completely isomorphic systems. Otherwise, an interaction metaphor’s 
transformation in the primary system would undermine the conventionalist 
view. The interaction model o f metaphor, the third type o f metaphor to be 
considered and the most pertinent for science, challenges this approach; it will 
be summarized in the next section.

4.3. The interaction model of the metaphor

Even in the very restricted sense of the inductive construction of a theory, there 
is a redescription operation going on:5-1 ‘where the theory is regarded as justifying 
inductive inference from the evidence to further predictions, then the theory 
must be taken to be an assertion, for the empirical instances it covers, of a 
previously perceived analogy between those instances* (Hesse, 1974: 221-2). 
Each model implies in any case an implicit analogy between the modelled 
theory and the proposition about the phenomena to be explained, the 
explanandum: a model is a metaphor from the space of theoretical statements 
applied to the space of the observational statements, and the rigour of such a 
metaphorization indicates its adequacy as a model.

Thus, there is always an operation of redescription going on and the analogy 
is not limited to the context of discovery. Analogy will therefore be defined as the 
operation —  or the logic of the metaphorical operation —  of the redescription 
which is neither confined to a separate field (under the untenable positivist 
assumption of the epistemic distinction between discovery and justification) since 
it is a permanent feature of all scientific inquiry which is progressive à la Lakatos 
and, in this sense, it is not a recourse restricted to persuasion, nor should it be 
considered as an all-inclusive category of all figures of speech.54

As an operation of transportation, analogy is an agent of transformation: it 
establishes a bi-directional link, an interaction. This interaction model of the 
metaphor was developed by Black (1962,1981), Hesse (1966,1974,1980) and 
Ricoeur (1977, 1979) and it includes: (a) the interaction between the secondary 
predicate and the primary subject; (b) the cognitive and signification value of 
the statement defined by this interaction; (c) the production of new information, 
namely of sense and reference; and (d) the inexhaustibility of the cognitive 
appropriation of the metaphor through paraphrase, the literal retranscription
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into the primary subject. It defines a ‘tensional truth’ (Ricoeur, 1977: 243, 
313), which corresponds to the construction theory o f truth presented earlier in 
this book: the new meaning is created by the tension developed between the 
focus and the frame, the function and the identity, the literal and the metaphorical 
interpretation.

The interaction metaphor creates sense as it implies a new pattern of 
implications within the primary subject, and accordingly also changes the 
secondary subject where it is originated, since the metaphor extends its 
implications. Unlike the comparison metaphor, which develops a literal 
description from the secondary subject, the interaction metaphor establishes 
its referent in the primary system and constitutes a powerful tool for explanation 
(Hesse, 1980: 120 f,). Namely, it can organize explanation through the 
distinction between positive and negative analogies, the negative ones 
indicating the domains where the secondary subject shows a causal structure 
non-applicable to the primary analogue (Hesse, 1970: 24). The general use of 
models in science is a particular and illustrating form o f interaction metaphors.

4.4, M odels

Models, rigorous, definite, formal models, are presented as a major achievement 
of the positivist paradigm and are even adored as the synonymous o f modernity 
in science. The formalization of knowledge, the reductionist approach 
transforming facts into numbers and equations, the mathematical reification o f  
social or natural relations, the use of proxy variables and protective ceteris 
paribus clauses, all that paraphernalia is considered to be the indisputable 
pattern o f scientificity. Considered itself as a complex model, the world is then 
reduced to limited simpler models, and it is argued that the test o f the assumptions 
about each of these sub-worlds is conclusive and a decisive criterion to 
distinguish science from metaphysics. This conventional theory o f models will 
be checked against a metaphorical model of models.

4.4. A. Standard formulations of models
In the standard HDM, the models, explainable in a theory, include a set o f 
behavioural assumptions (in economics it could be the demanded quantity as 
a function o f price, Q=f(P), for instance), a set of simplifying assumptions (for 
example, Q=a+bP) and a set of assumed parametric specifications obtained 
from inductive verification (for example, b=-4.2), all the variables being 
completely defined and quantifiable. The predictive consequences o f the model, 
under the form o f statements like ‘ b*= 6 ’ should be considered for testing. Tins 
test is then used to confirm the model: the generation o f hypotheses and the 
confirmation of predictions structure its correspondence with reality. The model 
is a functional metaphor of reality.
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But the model is also a metaphor from a theory. In that sense,Tarski defined 
the model in a more general deductive plan: the model is that deductive portion 
of a theory that includes the satisfaction of every theorem derived from the 
axiom system, ‘A possible realization in which all valid sentences o f a thcoryT 
are satisfied is called a model o fT ’ (Tarski, 1953:11); the model is a model for 
the axiom system o f the theory.55 The ‘primitive statements’ or axioms deter
mine the deduction o f all other theorems and therefore their logical relations. 
As a consequence, the model itself is like a predicative statement, a list of 
assumptions, containing no claim about reality (Hausman, 1992: 25). This 
kind o f model is considered for conceptual exploration rather than for 
confirmation o f theories, and this is why the functional forms came to dominate 
the positivist exploration of models.

In other words, all models have in common the positivist dilemmas and are 
part of the general problem of justification by induction: they share the difficulty 
of justifying the inference of hypotheses by means o f the models themselves, 
or o f developing a deductive system from given postulates in order to confirm 
it against factual evidence. Either as arguments from theories or as 
representations of reality, all models are metaphorical if not strictly rhetorical, 
and o f course economics provides some of the most obvious examples: in the 
‘production function’, under a general form Y~A{f)î{KJS), we have a metonymy, 
something is associated to a thing that stands as its symbol (ATX), and a 
synecdoche, taking the part for the whole, A(t) (McCloskey, 1985:83 f.). If this 
is so, the metaphoric inspection o f models provides a powerful tool for their 
discussion and logical development.

4.4.B. The error o f oblique transfer
Hesse suggests the following definition for a realist model56: * A model is intended 
as a factual description if it exhibits a positive analogy in all respects hitherto 
tested, and if it has surplus content which is in principle capable o f test’ (Hesse, 
1970: 27). The negative analogy indicates the properties of the secondary 
subject not existent in the primary one, closing several directions o f extension, 
while the positive analogy suggests a possible path for the development of the 
inquiry, and the neutral analogy implies the possibility o f predictions, in Hesse's 
account. Thus, the validation of the analogy and the use of the model depend 
upon the extension o f the positive analogy compared to the negative one. One 
o f Hesse’s examples is the following table used for the comparison of properties 
of sound and light (Table 4.1 ),

There arc one-to-one horizontal relations between the two analogues, and 
each set o f properties exhibits internal vertical causal links, which are 
compared. In the horizontal relation, two types of analogies can be suggested: 
formal analogies, if the corresponding terms are situated in the same relative 
position in the same causal networks, or material analogies, models that can
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Table 4.1 Hesse's comparison between sound and light

sound light
* echoes reflection

causal loudness brightness
relations pitch colour

* detected by car detected by eye
propagated in air propagated in ‘ether’

similarity relations

provide the formulation o f predictions if there are observable genera! 
similarities (ibid.: 68). The vertical relations are logical causal relations defined 
by probability, necessary conditions, or deduction from a hypothesis; there 
can be structural or functional analogies, whose validity depends upon the 
scientific acceptability of the causal connections (ibid.: 84-5).

The necessary and sufficient conditions for the formulation o f a model 
based on the analogy are therefore, according to Hesse, that: (a) the horizontal 
relations be relations of similarity (identity or difference) between the sets of 
characters; (b) the vertical relations be causal and of the same kind; (c) the 
essential and causal properties of the model be not part of the negative analogy 
(ibid.: 86-7). These are the logical simultaneous conditions establishing a 
model, and they define the rules for justification and explanation and for 
the equivalent negative and positive heuristic.57 The definition o f  new 
theoretical terms in this model does not avoid the requirement for external 
justification by facts, although it develops the semantic associations by 
analogy: in this sense, metaphorization is a cognitive operation, not only 
aiming at revealing hidden isomorphisms but also at the creation o f  new 
meanings and abductive hypotheses throughout all the inquiry, that is, it 
is cognitive because it defines a new heuristic,58

That interpretation highlights the importance and pervasiveness o f what 
will be called the error of oblique transfer, the illegitimate transposition of 
propositions defined in the space of the horizontal relations to the space o f the 
vertical relations, causing an excessive inference which ignores the negative 
analogy. Current examples are the juxtaposition o f formal and substantial 
signification, or of similarity and causality. And the inductive paradox may be 
reinterpreted on the basis o f the obliquity error, since induction is typically 
based on the exclusive existence of positive analogies between the successive 
instances, and inductive inference will only avoid the false transposition under 
the strict and implausible conditions of the constancy of the system of determination 
and of the environment: Hume and his scepticism are fully justified.
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4.4. C, The dictionary theory
The ‘dictionary th eory’ was form ulated by Cam pbell in 1920 as a 
conventionalist approach to the definition of analogies as models and as a 
synthesis between inductive and deductive procedures. Campbell defined a 
scientific theory as including a set o f hypotheses —  some axioms plus some 
non-confirmable deduced theorems — , a dictionary for the hypotheses and an 
analogy to another system with previously well-established laws. This logical 
structure was supposed to organize a theory as a ‘linguistic system’ relating the 
concepts by a series of rules of interpretation (Campbell, 1920: 122; 1921: 96). 
Models were defined as metaphors whose vocabulary differs from that of the 
modelled theory.

Eberle, in this context, defines the theory as a set o f postulates and its 
vocabulary as the class o f names, predicates, and connections which occur in 
the sentences o f that theory. The interpretation o f the vocabulary is then 
determined by the universe o f the discourse, the semantic function o f the 
interpretation rules and the forms o f assignment to predicates and relation 
expressions (Eberle, 1970: 220). The dictionary theory is formulated for the 
case of isomorphic theories, in terms o f horizontal and vertical relations. Identical 
structures and correlation are thus assumed, and simple translation rules define 
the working of the metaphor. But the dictionary theory suggests that there is an 
idiomatic innovation, since two vocabularies are then adequate for operations 
in the primary subject, that introduced from the secondary subject and that 
originally resident in the primary subject. Accordingly, the interaction metaphor 
implies the creation o f a new language.

Some characteristic examples were already indicated: in the conceptual 
architecture of the marginal ist revolution, the table by Irving Fisher is typically 
a dictionary of isomorphisms between economics o f equilibrium (the primary 
subject) and energetic physics (the secondary subject). But this dictionary is 
limited to the domain o f fonnal metaphorization since it does not allow for an 
a posteriori verification in relation to reality; the whole operation is strictly 
deductive and therefore the cognitive process is tautological and limited, and 
it is dangerously vulnerable to the error of the oblique transfer.

The critique o f the neoclassical metaphor is not that it is a metaphor, but 
rather that it is self-sufficient in its own rhetoric: it is mere self-persuasion, and 
very successful it has been.

4.4. D. Models as metaphors
Even accepting the importance of metaphors in the constitution of models, it 
still may be argued that the class of models is more vast than that o f metaphors. 
Toulmin does so:

Certainly, it is the suggestion, and systematic deployability, that makes a good model



more than a simple metaphor. When, for instance, we say that someone's eyes swept 
the horizon, the ancient model o f  vision as the action of antennae from the eye is 
preserved in our speech as a metaphor; but when we talk o f light travelling our figure 
of speech is more than a metaphor. (Toulmin, 1953:39)

This is a rather paradoxical statement. In both cases, we have in fact 
metaphors: ‘the eyes swept the horizon’, and 'light travelling* are very simple 
metaphors. The single difference is the fact that for the first metaphor there are 
only horizontal relations o f similarity and it does not constitute a valid model, 
as we now know that the secondary subject, the theory of vision as action of 
antennae, is wrong and we can infer from it no causal relations; while the 
second exhibits vertical causal besides horizontal relations. In general, the 
class o f models coincides with that of metaphors: ‘Every metaphor is the tip of 
a submerged model’ (Black, 1981: 31). Every model is a metaphor of some 
relation, every metaphor is a model of some entity.

The global picture o f  models as network metaphors can be drawn, 
considering the three dimensions already indicated: the production o f sense, 
dominant in the substitutions and comparison metaphors, the production of 
reference, relevant in the interaction metaphor, and the explanatory 
redescription o f the explanandum as a consequence of both. A network o f  
different modes o f explanation is organized, preserving the realism of the 
model: the inductive logic is reintroduced as a heuristic device, the abductive 
insight is added to the heuristic.

A synthetic map summarizes these conclusions. Let us consider the two 
co-ordinates: the production of sense (S, cognition) and reference (R, 
signification). Now, if a new dimension is added to the map, namely the 
scientific redescription of the explanandum as a specific explanatory purpose, 
we have an effect of translation:
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where R' and S' arc respectively the scientific extension and scientific 
innovation, the surface R'oS’ defining the space of models or network metaphors,
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that is, the interaction metaphors which establish a multiple connection between 
several domains of organized knowledge.

4.5. Metaphors in economics, again

The classification of metaphors and the network model o f models will now be 
applied to the two main fields of inquiry referred until now, the analogies from 
physics and those defined in statistics. Some new methodological problems 
will be presented and discussed, before dealing with the biological metaphors 
in economics and the evolutionary paradigm in the next chapter. The role of 
metaphor in discovery and even in justification was asserted by several authors 
writing on economic methodology, since the very beginning of political 
economy. Adam Smith argued that persuasion was essential in trading and that 
social sciences were part of rhetoric, but it was Bentham who took a larger view  
of the linguistic processes involved in scientific development, arguing that 
analogy was part of the ‘rules of invention’:

5. For means and instruments, employ analogy. Analogias undique indagalo.
6. In your look-out for analogies. Tor surveying that quarter of the field o f  thought and 
action to which the art in question belongs, employ the logical ladders, the ladders 
made of nest of aggregates placed in logical subaltcmalion. In analogiarum indagationc 
scabs logicis uterc. (Bentham, 1843:276)

Furthermore, Bentham argued that analogy may be used in induction as well as 
in deduction, giving the examples of chemistry and mechanics (ibid.: 278). At 
the same time, Stuart Mill studied and discussed the role of analogy and 
metaphor with great care. He has been misinterpreted as rejecting metaphors 
(for example, Mini, 1974: 55 f.) since he pointed out that they ‘assume the 
proposition which they ought to prove’ (Mill, 1843:377-8). In fact, Mill argued 
that no proof is inherent to the analogical setting of hypotheses and that analogical 
reasoning is ‘imperfect’ or ‘incomplete’ induction (ibid.: 554,560,1101). Yet, he 
added that the metaphor may outline the demonstration: ‘For an apt metaphor, 
though it cannot prove, often suggests the proof.... A metaphor, then, is not to be 
considered as an argument, but as an assertion that an argument exists* (ibid.: 800- 
1). According to Mill, analogy as a general case of metaphor was to be used in 
every inductive study on similar and adjacent circumstances. Although it 
constituted no proof, it defined the orientation of the inquiry:

it is hardly necessary to add that, however considerable this probability may be, no 
competent inquirer into nature will rest satisfied with it when a complete induction is 
attainable; but will consider the analogy as a mere guide-post, pointing out the direction 
in which more rigorous investigations should be prosecuted. It is in the last respect that 
considerations of analogy have the highest scientific value, (ibid.: 559)



Although taking in general a very critical and hostile attitude towards Mill, 
Jcvons adopted the same basic position, stressing tike Bentham that analogy 
could lead to discovery, and added that it provided powerful means of relating 
different scientific fields;

Whoever wishes to acquire a deep acquaintance with Nature must observe that there 
are analogies, which connect whole branches o f science in a parallel manner, and 
enable us to infer of one class of phenomena what we know o f another. It has thus 
happened on several occasions that the discovery o f an unsuspected analogy between 
two branches o f knowledge has been the starting point for a rapid course of discovery. 
... The analogy, once pointed out, leads us to discover regions of one science yet 
underdeveloped, to which the key is furnished by the corresponding truths in the 
other science. An interchange o f aid most wonderful in its results may thus take 
place, and at the same time the mind raises to a higher generalization, and a more 
comprehensive view o f nature. (Jcvons, 1874:631)

According to Jevons, analogy is part of the language and the logical processes 
to be used in economics like deduction and induction, generalization or 
classification, and is part of the inferences about relations between objects 
(ibid.: 1, 11,627-8). In fact, Jevons, like Bentham and Mill and so many of the 
scientists o f their times, accepted that metaphor and analogical reasoning are 
part o f the progress o f science and could in some way provide a complementary 
support to induction. And since economics and social sciences in general 
have been considered not to be as developed as natural sciences, the 
incorporation of insights from those related areas of inquiry has been a constant 
feature of their progress. The two cases to be considered now, probabilistic 
inference in statistical models for chronological series and metaphors taken 
from physics, prove this point on the pervasiveness of the metaphoric transfer 
in the constitution of a science.

4.5.A. Probabilistic inference: the axiom of sufficient reason 
The central reason for Jevons’s dismissal of Mill was the latter’s alleged inductivist 
bias. But, in spite of that, Jevons accepted a major exception in his anti-inductive 
crusade, since he drew heavily from Laplace, a faithful Baconian (the ‘true method’, 
Laplace, 1812: cxi) and the father of inductive inference in statistics: Jevons was 
indeed one of the first scientists to develop thoroughly the new methods of statistical 
inference in economics. In this framework, he studied the previous work of Laplace, 
and quoted him in order to argue for the three conditions of inference: ontological 
continuity, causal stability and chronological reversibility. For the first, iron does 
not change into gold, as Jevons wrote, and under such an anti-alchemist certainty 
a substantive continuity could be asserted. For the second condition, Jcvons 
argued that analogy itself was based on a probability assumption and invoked 
Laplace’s authority for that argument:
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Analogy is founded on the probability that similar things have causes o f the same kind, 
and produce the same dlccls. The more perfect the similarity, lire greater is the probability. 
(Laplace, 1812: cxli; this passage was also quoted by Jevons, 1874: 597)

In other words, Laplace established the very strict condition that relations of 
similarity coincide in probability with the relations of causality, so that the 
analogy works. Furthermore, he considered probability to be defined by 
(observable) similarity and not by (unobservable) causality. But since causality 
was defined by logical or situational contiguity, similarity could always be 
taken as a good index of its deep structure;59 moreover, the stability of causation 
was commonly assumed as a necessary condition for scientific inference,60 
making possible the induction on the basis of analogy (Laplace, ibid.: cxxxviii- 
cxxxix; also Hegel, 1830: 252).

The third condition follows from this one. Structural stability is assumed 
to be a permanent feature o f the observable entity; otherwise, probability 
could account for the passing of time or for the appearance of new instances 
under the same condition:

Inference but unfolds the hidden meaning o f our observations, and the theory of 
probability shows how far we go beyond our data in assuming that new specimens 
will resemble the old ones, or that the future may be regarded as proceeding uniformly 
with the past. (Jevons, 1874:219, his emphasis)

The three conditions empower the scientist with the extreme capacities of the 
Laplaccan demon, as Jevons recognized quite clearly:

We may safely accept as a satisfactory scientific hypothesis the doctrine so grandly put 
forth by Laplace, who asserted that a perfect knowledge o f what was to happen 
thenceforth and forever after. Scientific inference is impossible, unless we may regard 
the present as the outcome o f what is past, and the cause o f what is to come. To the 
perfect intelligence nothing is uncertain, (Jcvons, 1874:738-9)

These three bodies of assumptions provided the tools for the development of 
statistical inference: Jcvons, like Laplace, assumed that the causal relations are 
to be ignored —  under the hypothesis that there is a high probability of  
coincidence of similarity relations with causal relations —  and that similarity 
is epistemologically sufficient in order to define the proceedings o f inference. 
As a consequence, the procedure of statistical inference in chronological series 
accepted the operational concept of identity between the future and the past, 
that ‘the future may be regarded as proceeding uniformly with the past’ (ibid.). 
A large part of conventional statistics is based on this precise assumption, 
named by Laplace the ‘axiom of sufficient reason’: ‘Current events have with 
precedent ones a connection based on the evident principle, that one thing 
cannot com m ence without a cause producing it’ (Laplace, ibid.: vi); as



furthermore the causal connection should be intcipreted as logical contiguity, 
the condition of structural causal stability was transformed in the condition for 
the scientific inquiry.

Sceptic as always, Hume had pointed out that induction would be 
demonstrative only under the restriction of no change in nature and in time, 
and that this was quite untenable:

For all inferences from experience suppose, as their foundation, that the future 
w ill resemble the past, and that similar powers will be conjoined with similar 
sensible qualities. If there be any suspicion that the course o f  nature may change, 
and that the past may be no rule for the future, all experience becom es useless, 
and can give rise to no inference or conclusion. It is im possible, therefore, that 
any arguments from experience can prove this resemblance o f  the past to the 
future. (Hume, 1748: 37-38; also 1740: 119)

The divorce o f ‘science’ —  defined by analogy to natural science and physics 
in particular —  with history can be traced back to this moment o f acceptance of 
the principle o f causal stability in order to explain events under a general law. 
But the acceptance o f this whole catalogue o f the obliquity errors was 
nevertheless necessary in order to respect the positivist framework. Karl Pearson, 
a distinguished statistician, took the very extreme position o f rejecting both 
M ill’s and Jevons’s intcipretations, since their work was supposed to be too 
much infected by the ‘pure field of conception’, and vindicated Laplace as the 
true Baconian master (Pearson, 1892:33 n.): statistics, a truly inductive branch 
of science, should follow his lead and this method should unify all sciences 
(ibid.: 16). But of course, these extreme claims about inductive inference are 
only coherent if some reversibility o f time, the most extreme form of causal 
stability, is assumed, Pearson willingly did so, claiming that a colleague of 
M axwell’s demon could very well travel backward and forward in history, 
provided the necessary conditions; so could statistics, given the reversibility 
of natural processes (ibid.: 343-4).

The consequences are devastating, since time collapses into some eternal 
and indistinguishable present ruled by similarity between the successive 
instances. The inductive logic o f statistical inference is nevertheless re- 
enthroned, Hume’s Paradox is once again hastily ignored and the HD model 
suggests than that the derived laws —  such as functional relations confirmed 
by the statistical test —  represent the accurate model for reality. Indeed, the 
self-confirmation and self-correcting virtues o f the model are certain by 
definition, and each new instance will adequate the statistical result and provide 
a new vector of parameters for the same model and under the same law.

But the whole operation stands or falls on the acceptability of the founding 
claim, that similarity relations are the counteipart of causal relations. This is 
logically untenable since structural relations obviously change with time if the
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economy does not describe some sort of aseptic and eternal automaton. The axiom 
o f sufficient reason is an insufficient reason for the justification of the metaphor.

The introduction of the obliquity error annihilates the power of the metaphor 
and requires no more and no less than the death of the subject, that time does 
not have a constructive role, that economic relations are permanent and do not 
suffer any structural change, that the similitude relations do not cease to 
correspond to causality relations and, in short, that nothing changes in the 
economy through time. In this framework, the functional model may be perfect 
although being meaningless.

4.5.B. Keynes and the principle of unlimited independent variety 
Keynes’s early interest in the logic of mathematics and in philosophy motivated 
his first major contribution, the Treatise on Probability (published in 1921, after 
fourteen years of preparation), which discussed thoroughly the problem of statistical 
inference. The book criticized the assumptions and the conclusions from inductive 
correlation on two grounds. The generalization of laws from induction supposed, 
first, the atomistic character of reality and, second, the composition of the 
constitutive elements, the ‘legal atoms’, as part o f a permanent structure:

They [the ‘material law s’] appear to assume something much more like what 
mathematicians call the principle o f the superposition o f  small effects, or, as 1 prefer to 
call it, in this connection, the atomic charactcrof natural law. The system of the material 
universe must consist, if this assumption is warranted, o f  bodies which we may term 
(...) legal atoms, such that each o f them exercises its own separate, independent, and 
invariable effect, a change o f the total slate being compounded o f a number o f separate 
changes each of which is solely due to a separate portion o f the preceding state.... Each 
atom can according to this theory, be treated as a separate cause and does not 
enter into different organic com binations in each o f which it is regulated by 
different laws. (K eynes, TP: 276-7)

This atomistic nature of society was implicitly accepted by Mill, so that ‘his 
methods and arguments would fail immediately, if we were to suppose that 
phenomena of infinite complexity, due to an infinite number o f independent 
elements, were in question, or if an infinite plurality of causes had to be allowed 
for’ (ibid.: 302) —  complexity versus simplicity.

To this principle of the ‘legal atomic’ nature of society and to the assumption 
of the composition of forces which derives from it, Keynes called the ‘principle 
of limited independent variety’ (ibid.: 301), and it is the epistemological premise 
o f  inductive correlation. Of course, since causal stability and structural 
permanence are assumed, the frequency o f confirmatory instances is relevant 
and should uncover the law regulating the phenomena: the analogy from 
instance to instance is assumed, the general inference is possible and 
asymptotically approximates certainty. Alchemy, claimed Keynes: ‘No other
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formula than Bernoulli’s Law o f Great Numbers in the alchemy o f logic has 
exerted more astonishing powers. For it has established the existence o f  
God from the premise of total ignorance’ (ibid.: 89), and this principle of 
stab ility  o f  sta tistica l frequ en cies is o b v io u sly  dependent on the 
metaphysics o f causal rigidity: ‘Poisson seems to claim that, in the whole 
field o f chance and variable occurrences, there really exists, amidst the 
apparent disorder, a discoverable system. Constant causes are always at 
work and assert themselves in the long run, so that each class of event does 
eventually occur in a definite proportion of cases’ (ibid.: 366) —  complexity 
reduced to simplicity.

The argument, a brilliant anticipation of the contemporaneous critique of 
the Law of the Large Numbers when applied to social phenomena which are 
dominated by structural instability and mutation, led Keynes to oppose the 
frcquencist approach to probability and the excessive claims o f inductive 
correlation. Instead, he suggested two methods to develop the statistical 
research: first, the researcher should investigate the solidity of the positive 
analogy, namely using L ex is’s technique for checking the stability of 
frequencies among sub-series (ibid.: 428); second and essentially, he should 
develop the negative analogy, so that the domain of the phenomena to be 
explained be investigated in its own peculiarities (ibid.: 206).

This battery o f critiques evidences the generality and deepness o f the 
methods of analogy, both in the domain of discovery and in the domain of 
inductive inference and justification, and points to the three rules of the logic 
of metaphoric redescription which should be used: forbid the oblique transfer, 
control the positive analogy, increase the negative analogy. Otherwise, if the 
‘legal atomistic’ properties are accepted and reality is representable by the 
mechanic analogon ruled by the demon of Laplace, then these rules can be safely 
ignored and nothing is impossible to the perfect intelligence which knows 
everything, since there is no time, no change and therefore nothing to be learnt.

4.5.C, Physics against physics
Positivism made possible an extraordinary development of law-like assertions, 
based on generalized analogies based on known properties of nature. Attraction, 
movement at a distance, atomism and reductionism established astronomy and 
then mechanics as the reference sciences and constituted the potential 
inspirations of the analogies for other sciences.

In econom ics, the extensive use o f analogies o f this origin is rather 
impressive. Physiocrats defined the economy as a Newtonian universe. Say 
used an early and implicit concept of conservation of energy in his famous law, 
and so did Smith in his substance theory of value. Gossen, Jevons, Fisher, 
Walras, Edgeworth, Pareto, almost all of the founding fathers of marginalism 
used the concepts, the symbols, the mathematical techniques and the philosophy
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of energetic physics and of the first Law of Thermodynamics, in what constitutes 
the most relevant and most influential case o f incorporation of a whole body of 
metaphors in economics. And the mechanical models became ever since a 
major source of metaphoric inspiration: the steam engine for the representation 
of loanable funds (T\tgan-Baranowsky), the pendulum (Yule, Fisher, Frisch), 
the rocking-horse (Wicksell, Frisch), the list is immense. Of course, causality in 
the original physical sense of a strict determination o f a time and sequential 
path from cause to effect was considered by positivist sociology and economics 
as the very subject of the inquiry, and therefore the physical analogy was 
supposed to intervene in the strongest possible way.

Nevertheless, this approach is particularly misleading and inaccurate for 
analogies developed in social sciences, where relations of similarity are mostly 
irrelevant and causality refers to plural and ever changing structures of 
determination. In short, economists and social scientists defined scientism  
according to a conception of physical analogies which was inadequate in the 
social sciences and which was soon to be rejected by physics itself throughout 
the twentieth century. In this sense, Prigogine and Stengers argue that:

we can hardly avoid staling that the way in which biological and social evolution has 
traditionally been interpreted represents a particularly unfortunate use of the concepts 
and methods borrowed from physics —  unfortunate because the area of physics 
where these concepts and methods are valid was very restricted, and thus the analogies 
between them and the social or economic phenomena are completely unjustified. The 
foremost example o f this is the paradigm of optimization. It is obvious that the 
management o f human society as well as the action of selective pressures tends to 
optimize some aspects of behaviour or modes o f connection, but to consider optimization 
as the key to understanding how population and individuals survive is to risk confusing 
cause and effects. Optimization models thus ignore both the possibility o f radical 
transformation— that is, transformations that change the definition o f a problem and thus 
the kind o f solution sought —  and the inertial constraints that may eventually force a 
system into a disastrous way of functioning. (Prigogine and Stengers, 1985:207)

The program o f physical analogies for social sciences collapsed, as far as it 
depended on the positivist paradigm and reinforced its claims for scientism, 
objectivity and universaiism. Conscious of the failure o f the equilibrium and 
the metaphor of the First Law, many scientists looked for alternative inspiration 
from biology.



5. Time for Evolution

The previous chapters discussed the necessity o f replacing the positivist 
paradigm as a general reference for sciences, and the last one presented a relevant 
building-block for that task, the construction of network models using analogy 
in order to create new hypotheses and to broaden the space of the explanation. 
Indeed, the use o f metaphors is current in econom ics, as proved by the 
incorporation of physical metaphors since the marginalist revolution and by 
the excessive indulgence in relation to the obliquity error in statistical inference. 
And since the crucial mistake of those analogies lies in the ignorance of the 
specific dimension of time, possible alternatives have been looked for in the 
development of evolutionary metaphors, in order to construct a post-positivist 
paradigm. The initial inspiration for that shift was Darwin’s work.

Darwin’s 1859 The Origin of the Species constituted a Kuhnian-type 
scientific revolution, since it implied the réintroduction o f historicity in 
non-teleological systems. Challenging the limitations o f ‘normal science’ 
—  the essentialist and creationist accounts in biology, as expressed by the 
Archbishop James Usher, who declared that all organisms were created the 
Sunday 23 October of 4004 BC, at nine o ’clock sharp —  Darwin reorganized 
simultaneously the hard core hypotheses and the heuristics o f the discipli
ne: it was a successful major attack against naturalism and universalism. 
Consequently, evolutionism influenced several currents in social sciences, 
and correctly so, as a constitutive metaphor for an epistem ological break 
with m echanicism  and the physical metaphors, and for new research 
programs. These constitutive metaphors are now discussed.

5,1. Darwin’s use of metaphor

A summary of Darwin’s methods was previously presented, stressing the use of 
metaphors. Three cases illustrate now his recourse to metaphorical innovation.

The first is the most evident, since Darwin himself stated its influence: the 
metaphor taken from Malthus’s essay on population.61 In his notebooks, Darwin 
explained how the reading of Malthus helped him to configure his new theory; 
in The Origin o f Species, it was presented as a general method: ‘It [the ‘principle 
of geometrical increase’] is the doctrine o f Malthus applied with manifold
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force to the whole animal and vegetable kingdoms’ (Darwin, 1859: 117). 
Simultaneously, the co-founder of the theory of evolution, Wallace, read and 
was influenced by Malthus in exactly the same sense.

In fact, arguing against Condorcet’s naturalistic ideal of progress through 
successive stages62 and claim for the unlimited perfectibility of men, Malthus 
defined human beings as submitted to the same laws as other animals (Malthus, 
1798: 225) and to a general tendency to conflict for natural resources and food 
(ibid.: 72, 124, 238). But the conclusions were quite opposite to Darwin’s, 
since Darwin indicated the continuity of evolution, and Malthus’s pessimistic 
and catastrophic conclusion denied it. Nevertheless, as far as the conception of 
the theory of evolution was concerned, the metaphoric insight from Malthus was 
essential to Darwin in order to develop a new hypothesis, even if the choice of 
methodologies and the conceptual framework was independently developed.

The second example is the concept of the ‘survival of the fittest’, introduced 
after much resistance by Darwin as an analogy to Spencer’s evolutionism, which 
was a unilinear version of a teleology of progress. Hayck praised this idea and 
came to the radical conclusion that ‘in many respects Darwinism is the 
culmination of a development which Mandeville more than any other man has 
started’ (Hayek, 1978: 265). The vindication of the evolutionist legitimacy of 
the Panglossian praise of capitalism or of the Fable of the Bees can eventually 
be very useful for ideological purposes, but has no basis in Darwin’s work, 
where social co-operation and learning is stressed instead. This topic will be 
discussed later on, as a critique of sociobiology.

Anyway, the point is at the heart of some o f the most disputed interpretations 
of Darwin’s method. Peirce63 and Marx64 sustained that The Origin was an 
extension —  a metaphor —  of the savage competition under British capitalism 
of the nineteenth century type, that was certainly an important influence on 
Darwin (Maynard Smith, 1993: 43). But the existence of such an obvious 
influence does not imply necessarily any kind o f Social Darwinism, as that 
argued for by Spencer: not only did Darwin resist the incorporation o f this 
metaphor65 —  he only accepted it in the sixth edition, probably as a concession 
to his own cultural environment —  but so did Wallace, always hostile to that 
idea. In fact, Wallace even wrote to Darwin suggesting the non-applicability of 
the Malthusian conflict to human evolution, given the spread of voluntary 
forms of co-operation which denied the law (Young, 1985: 48 f.).

A third example of a metaphor employed by Darwin was the formulation of 
some of the central hypotheses: the analogy from artificial selection to natural 
selection, and the metaphor of common descent. The analogy should establish 
a space o f probabilities:

1 believe that animals have descended from almost only four or five progenitors, and
plants from an equal or lesser number. Analogy would lead me one step further,
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namely to the bel ief that a] l an imals and plants have descended from some one prototype. 
But analogy may be a deceitful guide. Nevertheless, all living things have much in 
common, in their chemical com position, their germinal vesicles, their cellular 
structures, and their laws o f growth and reproduction. ... Therefore I should 
infer from analogy that probably all the organic beings which have ever lived on 
this earth have descended from some one primordial form, into which life  was 
first breathed. (Darwin, 1859: 454-5)

Analogy and metaphoric innovation arc therefore legitimate forms of creation 
of hypotheses, wherever deduction or induction cannot reach. And an even 
larger metaphoric intervention is important to science, according to Darwin (ibid.: 
116), as it is used to create new interpretations where logical deduction does not 
allow for any conclusion or to formulate hypotheses not based on known facts 
(ibid.: 263, 455), and it is a permanent action in the process of ostension and 
semantic incorporation (ibid.; 456).

These examples are no less than the core o f the theory responsible for the 
scientific revolution in biology and natural history.

5.2. Evolutionism

Organtcism was certainly previous to Darwin's work. By the end o f the 
eighteenth century and in the nineteenth century, the organic analogon was 
considered as an archetype of rationality and was closely related to the dominant 
vision o f the universe since it indicated the presence of an essential harmony. 
The dominant conception consequently implied that social sciences should 
part of the natural sciences since both refer to the same structure of organization, 
Newtonian planets and Smithian markets behaving in essentially identical or 
comparable ways. In fact, the idea of internal regulation, o f the harmony o f the 
clock —  the machina machinarum  o f Newton and o f Descartes —  was 
widespread in both natural and social sciences, and represented this first organic 
principle. Organicism was bom as an interpretation o f the closed systems such 
as the perfect sphere o f Pascal; instead, Darwin introduced the new dimension 
of the open systems.

In this sense, the organic metaphor was not clearly emancipated before 
Darwin, since it was still part o f the dominant naturalistic paradigm. The 
metaphor of the tree,66 in order to describe the State functions (Hegel) or that of 
the State as an organism67 (Rousseau), was frequently used in a purely rhetoric 
sense; at the same time, social sciences were pervaded by ambiguous metaphors, 
as Hobbes’s Leviathan —  an animal, but also a machine —  or Saint Simon’s or 
Comte’s concepts of society as an organized mechanism. Instead, Kant presented 
a holistic concept of formative energy distinguishing between organisms and 
machines, and so did Marx: organic totality and social intentionality were 
considered as forming the specific difference between human organization and
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those inanimate things constituting mechanical wholes.
Evolutionism, the general conception o f natural history inspired by 

Darwinian biology, was established as an autonomous research program in the 
second half of the nineteenth century, liberated from the mechanical metaphors. 
Its major achievements are not described here, since several authors have 
presented a detailed account of such a paradigmatic change (Scoon, 1968; 
Maynard Smith, 1972,1993; Waddington, 1975; Mayr, 1982; Hull, 1988; Jantsch,
1980; Brooks and Wiley, 1986; Mani, 1991 ; Faber and Proops, 1991; Depew, and 
Weber, 1996). In summary, Darwin’s conception included the following elements:

a. The concept of production of variability, namely from the following four 
origins: (a l) inheritance; (a2) reversion; (a3) use and disuse; (a4) direct 
effect o f environment. But variation was dominantly produced as a process 
independent from selective advantage.

b. The hypothesis of intervention o f natural selection on variation, as the 
‘predominant power’ preserving the favourable variations in a very slow 
process of historical change;68

Owing to this struggle for life , any variation, however slight and from whatever 
cause proceeding, if it be in any degree profitable to an individual o f any species, 
in its infinitely com plex relations to other organic beings and to external nature, 
will tend to the preservation o f  that individual, and will generally be inherited by 
its offspring. The offspring, also, will thus have a better chance o f  su rv iv in g .... 
I have called this principle, by which each slight variation, if useful, is preserved, 
by the term o f  Natural Selection , in order to mark its relation to man's power o f  
selection . (Darwin, 1859: 115)

or

O f all these causes o f change I am convinced that the accumulative action o f Selection, 
whether applied methodically and more quickly, or unconsciously and more slowly, 
but more efficiently, is by far the predominant power, (ibid.: 100; also 169,203-4,231)

c. The theory o f common descent with modifications through natural selection 
(ibid.: 435).

From (a) and (b), the lineages were considered to be transformed by a long 
process o f replication and interaction with the environment; from (c), they were 
considered to have a common tree.

This theory constituted a major change in biology. By the time, the 
essentialist account (the natural species were considered fixed essential 
elements) and creationism (the doctrine of divine intervention in the formation 
of the species as stated by the Bible), were the dominant ideological features. 
Lamarck, some decades before Darwin, presented a first challenge to those
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views, based on his own scientific research about the development o f species, 
stating that the gradual evolution was determined by two main factors: (a) the 
innate tendency of species to evolve towards increasing complex structures 
under the direct action of the environment; and (b) the mechanism of the 
inheritance of acquired characters; by (b l) directly imposed environmental 
changes (for example, effects o f light or heat; and (b2) inheritance of 
functionally produced modifications (Lamarck, 1809: xxxiv), those being ‘laws 
of nature’ always verified by observation.

A classical positivist, Lamarck strongly believed that natura non facit saltum 
and that the animals were arranged by some ‘natural order’ according to their 
complexity, with human beings as the final step o f the ladder o f development. His 
laws of evolution were accepted by Darwin, although he did not follow his prede
cessor as far as to argue for a natural scale of animals or for some finalist evolution.

This difference and the similarities between these authors is in some ways 
obscured by the current and dominant version o f the Neo-Darwinian synthesis 
(for example, Cohen and Stewart, 1995: 108). But it is interesting to reconsider 
now that difference, since it was related to one o f the most widespread 
evolutionist metaphors in social sciences. In fact, Darwin rejected the finalist 
approach by Lamarck, who represented quite well the typical end-of-eighteenth 
century rationalist anthropomorphic vision. Nevertheless, Darwin did not reject 
the idea of inheritance of acquired characters as a relevant form of production 
of variation, and even in his last works, namely in a 1874 reface, maintained it:

I may take this opportunity o f remarking that my critics frequently assume that I 
attribute all changes o f corporal structure and mental power exclusively  to the 
natural selection o f  such variations as are often called spontaneous; whereas, 
even in the first edition o f  'The Origin o f  the Sp ecies’, I distinctly stated that 
great weight must be attributed to the inherited effects o f  use and disuse, with 
respect both to the body and mind. I also attributed some amount of modification 
to the direct and prolonged action o f  changed conditions of life. (Darwin, preface 
to The Descent o f Mate, 1871: viii)

Darwin argued for the importance of inheritance of acquired characters in such 
different domains as domesticated and savage animals,69 plants,70 and human 
beings.71 But he considered nevertheless the natural selection process as the cen
tral one,72 and it is plausible that he insisted on the inheritance of acquired characters 
simply because he did not know the genetic mechanism for the production of 
variation, and so his system of explanation for causality was clearly deficient. 
Another reason for the acceptance of the Lamarckian mechanism was obvious in 
Darwin’s polemics with Lord Kelvin about the time scale needed for evolution in 
the framework o f the entropie process: in the sixth edition of The Origin, Darwin 
accepted that the Earth was not old enough for the slow evolutionary process his 
theory accounted for, so that another influential process should be at work to
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explain the new species, and that was the inheritance of acquired characters (Depew 
and Weber, 1996:460). But it is evident that Darwin was very prudent about this 
explanation and indeed he rejected acquisition as the single or the most important 
factor, since he was convinced that both his grandfather Erasmus Darwin, a 
forerunner o f the theory of acquisition, and Lamarck missed something essential: 
as he told in his Autobiography, his reading of both did not ‘produce any effect on 
me’ (Darwin, 1876:49), and in a letter to Lyeli, written by the time of the publication 
of The Origin, he restated that he did not incorporate a single fact or idea from 
Lamarck’s work (ibid.: 153). The missing elements were mutation and selection.

Even if Darwin did not openly reject the Lamarckian process of acquisition 
of characters by use and disuse and of its inheritance, there were still two major 
differences between both scientists on this question: (a) for Darwin, variation 
was the result o f a complex and changing causal process, and therefore 
indeterminate; and (b) Darwin decoupled the processes o f mutation and 
selection as autonomous variables, unlike Lamarck who coupled them (Hull, 
1988: 455). The epistemological distinction between both processes is the 
hallmark of Darwinism: mutation constituted the pool o f variation, while natu
ral selection originated order and direction in the evolutionary process.

Afterwards, die Neo-Darwinist synthesis transfonned this position in a definitive 
conclusion, Weissmann’s ‘central dogma’which finnly rejected Lamarckism: there 
is no possible influence of the phenotype over the genotype of an individual or, in 
other words, the germ line is independent of soma, the proteins do not transmit 
information back to DNA(Waddington, 1975:251; Stenseth, 1985:55 f.; Maynard 
Smith, 1993: 2 ,79) —  there can be no inheritance of acquired characters in any 
case. Microbiology has essentially confirmed this result, for the moment,73 although 
a developmental view emphasizes the fact that DNA itself evolves historically 
and that it is not a stored immutable program: ‘The central dogma of molecular 
biology, according to which information flows solely from DNAtoRNA to protein, 
seemed to underwrite the isolation of evolutionary from developmental biology. 
It has become clear, however, that “reverse information flow” does in fact occur’ 
(Depew and Weber, 1996: 396).

This very paradoxical debate opens new problems, as far as the metaphors 
for social sciences are concerned.

5,3. Some general metaphors from evolutionist biology

Two general evolutionist metaphors are now presented, both derived from 
Lamarckian biology and the Central Dogma debate, and both having important 
implications for social scientists; the metaphor inspired by Lamarck for the 
evolution o f cultural processes and social behaviour as forms of acquisition of 
inherited characters, and the selectionist and optimization view of sociobiology. 
Both families of metaphors are here rejected on grounds of the obliquity error.



5.3.A. The Lamarckian cultural process
Social or cultural evolution is commonly metaphorized as a Lamarckian process 
by many evolutionist authors, namely economists (Hayek, 1988: 25; Clark 
and Juma, 1987: 40; Mani, 1991; 36, 55-6; Faber and Proops, 1991: 58; 
Goonatilake, 1990: 40; Saviotti and Metcalfe, 1991: 12-3; Hodgson, 1993: 
234; Nelson, 1995: 54). Claiming that ‘The biological evolution is Darwinian; 
it docs not transmit acquired characters. Tradition, on the contrary, is definitely 
Lamarckian, i.e., it transmits only acquired characters’ (Georgcscu-Rocgen, 
1971: 359), some announce consequently their ‘espousal of Lamarckism’ (Nel
son and Winter, 1982: 11 ). Gould, a palaeontologist, used the same argument 
in order to justify the opposite conclusion, that the biological metaphor is 
inadequate for social sciences (Gould, 1987: 18).

The metaphor suggests a first terminological problem. As argued before, 
both Darwin and Lamarck were ‘Lamarckian’ concerning the acceptance of the 
existence o f a process of inheritance o f acquired characters, and it is inaccurate 
to argue for an opposition between their views in that precise matter, although 
their general theories were quite different, namely concerning the role and the 
explanatory capacity o f acquisition. But the conception o f inheritance o f  
acquired characteristic s was shared by both authors, and the genetic proof of 
the origins o f variation —  the notion of a single causal random process of 
generation o f m utations and the M endeiian random conjunction o f  
chromosomes —  was only established by the Neo-Darwinist synthesis later on. 
Only Wallace, unlike Darwin, was very clearly against the Lamarckian concept 
of inheritance of acquired characteristics:

The hypothesis o f Lamarck— that progressive changes in species have been produced 
by the attempts o f animals to increase the development of their own organs, and thus 
modify their structure and habits —  has been repeatedly and easily refuted by all 
writers on the subject o f varieties and species, and it seems to have been considered 
that when this was done the whole question has been finally settled; but this view here 
developed renders such an hypothesis quite unnecessary, by showing that similar 
results must be produced by the action o f principles constantly at work in nature. 
(Wallace, 1858: 112)

As aconsequence, it is meaningless to present the cultural process as Lamarckian 
as opposed to a supposedly Darwinian natural process: in the best o f the cases, 
one can only argue that Lamarckism was, on this topic, opposed to Wallace’s 
version o f the theory. But the most relevant problem is the definition of 
Lamarckism itself: not only did Lamarck defend a ‘behaviourist’ intentionally 
in use and disuse —  so that species could adapt to environment, as supposedly 
in the case o f the giraffe’s neck —  but he also pointed out that such an 
intentionality was part of a general design to perfection in animal development. 
To define cultural evolution as Lamarckian implies necessarily the simultaneous
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importation o f both theses and their stated causal relations, besides the invoked 
relations o f similarity. And even if, to oversimplify, one reduces Lamarckism to 
adaptive evolution, the metaphor still has no viable interpretation. At most, it 
could be considered as a comparison metaphor, stressing some elements of  
similarity in horizontal relations: but those who argue for that metaphor should 
readily accept that such a similarity —  a fictitious one, since it refers to non
existing processes in biology —  is the less interesting of its qualities, since the 
difference between soeio-cultural evolution and biological evolution is 
precisely what is at stake. On the other hand, no causal relations can be compared 
since, in the literal sense, Lamarckism would imply for the metaphorized primary 
subject that cultural traditions and beliefs should become programmed into 
the genes or, in a more general sense, that cultural ideas and social organization 
are some sort of analogues to the genes, even if it is common notice that they do 
not have a genetic function, since they are permanently transformed in society.

The metaphor is therefore a trivial one: it only states that social and cultural 
ideas are essential to the human organization, as the genes are essential to the 
body. In any case, the metaphor does not add any new element to what wc 
already know, that is, that social organization and behaviour develops and 
adapts itself in response to internal and external stimuli, in a cumulative and 
complex way, To stress intentionality, one should not use the Lamarckian 
metaphor, since purposeful action is confused in this framework with 
teleological determinism, which is an inaccurate description o f  cultural 
evolution. If the intention of the metaphor is to argue for evolutionism in the 
cultural realm, then the final result is to undermine it. If, on the contrary, the 
intention is to legitimate the inquiry in the light of evolutionary biology and of a 
model which is alternative to positivism, then it is absurd to look for references in 
that body of theories which does not lead to any progressive research program.

On the contrary, scientists should consider the processes of social learning, 
like cultural production and transmission o f information, as rather distinct and 
indeed as an alternative to biological transmission: ‘This gives man a second 
evolutionary system superimposed on top of the biological one, and functioning 
by means o f a different system of information transmission’ (Waddington, 1975: 
288) —  no single entity carries the information, which is not produced at one 
single point o f time but it is continuously changed, the modes o f ‘para-genetic 
transmission’ are multiple and, last but not least, human beings learn how to 
learn. Moreover, in biological evolution there are divergences o f lineage without 
any possible subsequent reunification, while this is the norm in cultural lineages 
and a major source of variation. The specificity of the social realm is, finally, what 
leads to the rejection of the Lamarckian metaphor for cultural evolution.

5.3.B. Social Darwinism and Sociobiology
Even before the publication of The Origin o f the Species, Spencer published



his own Malthusian interpretation applied to biology and to human society, 
developing the idea of the struggle for the ‘survival of the fittest’. This kind of 
theory was from then on developed by the Social-Darwinist approach, It implies 
a Lamarckian type of finalism for the process of natural selection in biological 
evolution, and it was easily adapted to social theories and attitudes: Spencer 
was a very influent publicist, and the nineteenth century idea of progress —  the 
Panglossian confidence in capitalism —  bears his mark.7*

Social Darwinism evolved afterwards in two different paths: on the one 
hand, there was the eugenic politics defined by Darwin’s cousin, Gallon (and 
later on supported by Keynes); on the other hand, there was its right-wing 
version, such as that o f Karl Pearson and which took an open political stance 
with the adhesion of Marinetti, the Italian futurist who became a fascist supporter, 
with Konrad Lorenz’s appeal for the elimination of ‘morally inferior beings’ 
(SacaiTao, 1989:299), and with several other arguments for racism or holocaust.

There is no support for those theories in Darwin’s work: his books are 
clear statements against racism or any form o f discrimination. He explicitly 
and emphatically stated in 1859 that co-operative behaviour was part o f 
the process o f natural selection:

I ... use the term ‘struggle for existence’ in a large and metaphorical sense, 
including dependence of one being to another, and including (which is more 
important) not only the life of the individual, but success in leaving progeny. 
(Darwin, 1859: 116, my emphasis)

So, not only co-operative behaviour was considered, but also the struggle for 
existence was indirectly developed through the number o f offspring. In the 
later The Descent o f Man, a very ambiguous book marked by a strong influence 
of Galton’s eugenics,75 which he did never fully endorse, Darwin still presented 
social history as a long and intentional movement against natural selection;

We, civilised men, on the other hand, do our outmost to check the process of 
elimination; we build asylum for the imbecile, the maimed, and the sick; we 
institute poor-laws; and our medieal men exert their utmost skill to save the life 
of everyone to the last moment. (Darwin, 1871:205-6)

Huxley, Darwin’s favourite disciple, emphatically rejected eugenism. In the 
same mood, Tort suggested recently the concept o f a Darwinian reversive 
effect o f  civilization. The reversive effect had been stated by Darwin in a very 
limited scope: some domesticated animals, changed by functional adaptation, 
could revert to the previous forms and lose the acquired changes (Darwin, 
1859: 77, 203-4). Mani quotes the example of the peppered moth in some 
industrial regions of England in the eighteenth century: the growth of melanic 
fomis corresponded to the increase in pollution, since the lighter forms suffered
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a high degree o f predation, being more visible. Some decades later on, with the 
decrease o f the pollution due to the change o f combustible, the reverse 
evolution took place —  in other words, phenotypic reverse evolution can be 
produced if the variant genotypes are not lost in the population (Mani, 1991: 
35), ButTort means much more: he implies the historical selection of anti-selective 
processes by means of the social instincts of human beings, generalizing co
operative action through the creation of health and education systems or other 
means (Tort, 1985b: 176). In this sense, the degree of civilization can be measured 
by the impact of the reversive effect on natural selection processes.

Darwin’s notion of social instincts included the definition o f human ethics 
as something more than the result of the process o f natural selection, as deliberate 
choice between alternatives including the open behavioural program developed 
by education and social learning in each human being’s life (Mayr, 1988: 88). 
Extending this notion to socio-cultural evolution, Tort stresses the essential 
differences between biological and social evolution.

Sociobioiogy, following Social-Darwinism, generalized instead the argument 
for a biological determination o f the genetic system on human and social 
behaviour.76 Defined as 'the systematic study of the biological basis of all social 
behavior’ (Wilson, 1975: 4), Sociobioiogy explains the social status quo by a 
genetic determinism: ‘A key question of human biology is whether there exists a 
genetic predisposition to enter certain classes and to play certain roles. 
Circumstances can be easily conceived of in which such genetic differentiation 
might occur’ (ibid.: 554). In particular, sociobioiogy associates a global maximum 
principle to the concept of Natural Selection, which had been defined by Darwin 
as a local principle of minimum change or, as Dobzhansky put it, as a trend 
towards tolerable fitness, not towards an optimum; moreover, the natural selection 
principle rules animal behaviour and its functions (maintenance, satisfaction, 
survival) but not the whole social human behaviour, as Bertalanffy pointed out 
many years ago (Bertalanfly, 1962:17). In this sense, rationality for Darwin meant 
adequacy and adaptedness and not maximization (Toulmin, 1972: 327).

Sociobiological arguments are not based on Darwinism, and in fact they are 
an extreme genetic version of earlier Social Darwinism77 On the contrary, Darwin 
argued that human social evolution influences and dominates the natural 
selection process through deliberate choices.

5.3.C. The allegoric use of biological references
The biologist Maynard Smith suggested two possible types o f analogy for 
social sciences. On the one hand, he considered a category o f analogies based 
on isomorphic models, in which parallel causality relations are involved and 
which would eventually be developed in order to create new predictions. On 
the other hand, he considered another category of analogies between non
isomorphic systems and which could be heuristically useful, since it helps us
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‘to think about unfamiliar things’,78 even if they are not demonstrative.
His examples of different modes of causality suggest the inapplicability of 

evolution theories to social sciences. According to Maynard Smith, we have 
the following Weissmann’s model of heredity (Maynard Smith, 1972: 38 f., 
adapted):

* E * E * E *
*  *
A A
*  *

■ » G * G * G *
N: E, environment; A, adult, phenotype; G, genotype 

Figure 5.1 Weissmann’s model o f evolution 

The opposed model o f historical evolution would be:

standard historical model idealistic version economic deterministic version

* E * E * E * E E - » E * * E
* * * * 4 * 4 *

* *
■»c*c*c*

C C

Figure 5.2 Historical models o f evolution (C: habits, ideas)

According to Maynard Smith, in none of these versions can a model of historical 
behaviour be compared to the Neo-Darwinian model of evolution through 
heredity, from the point of view of causality and general relations between the 
variables. Nevertheless, there is an important body of literature in economics 
which has been developed on the basts o f the evolutionary metaphor: that 
inspiration is productive, justified and indeed fundamental since referred to 
the necessity o f new models o f causality, although equivocal and contradictory 
when attempting to uncritically transfer the specificity of those models to the 
social realm.

One o f the persuasive arguments was thatofVeblen. Veblen’s defence of the 
evolutionary character of science was directly inspired by considerations against 
mechanistic causality. In particular, Veblen criticized the cause-effect chain 
accepted by earlier natural scientists and by classical economists as the standard 
definition for a la w in order to ‘exercize some sort of coercive surveillance over
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the sequence of the events’ (Veblen, 1898: 378). Therefore, the difference 
between evolutionary and pre-evolutionary sciences is one o f philosophical or 
methodological attitudes, ‘a difference in the basis of valuation of the facts for 
the scientific purpose* (ibid.: 376). The teleological character of economic action 
and its cumulative and reciprocal forms of determination and causation suggested 
a genetic account of science, and ‘The evolutionist point of view, therefore, leaves 
no place for the formulation of natural laws in terms of definitive normality, 
whether in economics or in any other branch of inquiry* (ibid.: 392).

This plea was intended to leave no space for the mechanical and deterministic 
metaphors, which looked for the analogues for maximization and ‘legal 
atomicism’ in biology and in economics, in order to legislate about the desired 
equilibrium properties of the models. In fact, if the analysis o f the genetic 
organization and developm ent o f  society is the main characteristic o f 
evolutionary economics, then the sole function of the biological metaphor is a 
very general redescription of the determination structures, in order to define a 
structural-genetic methodology. It is a meta-metaphor, an allegory, whose 
function is to reorganize the content of the discipline against the traditional 
meta-metaphor from energetics, as derived from positivist scientism and 
universalism. Therefore it would be an useless scientific effort to try to give to 
the evolutionist metaphor a concrete content for the interpretation or formation 
of hypotheses at a lower level, since no vertical relation o f causality can be 
translated from biology into economics. The Lamarckian metaphor for cultural 
evolution and the sociobiological maximization metaphor are some of the 
examples o f such failures of efforts to legitimate new concepts in economics, 
which either do not have any practical or clarifying content, or are misleading.

Yet, to indicate this specific wrong use of metaphors does not imply their 
rejection as a pertinent procedure. Of course, this allegorical use o f biological 
processes has been most useful: it was the primary tool for the emancipation of 
theories and scientific disciplines from positivism. But the power of metaphoric 
redescriptions should be stated in a prudent way, in order to make possible new, 
practical and creative conjectures. Metaphors are a tool for creative thought and 
should not be a mere rhetorical argument for the legitimacy of a new formalism.

In fact, the differences between the two analogues —  the biological (the 
secondary subject) and the economic system (the primary subject) —  do not 
permit metaphors of substitution or of comparison. These differences at the 
centra! level of the genetic and information system are obviously: (a) the 
existence o f dominant adaptive systems in society, namely o f some feedback 
processes which are absent in natural evolution; (b) the speed o f transformation 
of the units o f transmission o f information in society, as compared to the genetic 
system, so that the rate of evolution of the general historical system is much 
slower in biology than in society; (c) the genetic systemic information is 
transmitted through direct sexual forms of reproduction, whereas the information



in society is transmitted through multiple, indirect and simultaneous forms; (d) 
lineages in biological evolution do not recombine, while recombination is the 
normal procedure for creation o f novelty in social information. Still, there are 
several possible epistemological comparisons, such as the basic indeterminateness 
of the systems, which do not allow for meaningful general predictions: in biology 
as in economics, prediction of future evolution implies at least the ability to fully 
predict mutations as well as to fix a constant environment so that adaptation may 
follow a single path —  and those requirements are contradictory and impossible 
to meet, either each one or both at the same time.

As a consequence, concrete biological metaphors can be used only at a 
local level, where similarity and causal connections can be indicated and 
established as the root for the metaphorization. Some examples o f a meta- 
metaphor o f self-organization in the social as well as in the organic realms are 
discussed in the next sections.

5.4. Economic metaphors derived from evolutionism

More than fifty years after the appeal by Veblen, or o f Marshall’s prophetical 
suggestion of a new way to Mecca, no significant use of the biological metaphor 
or o f evolution ist methods impressed the sc ien tific community. One 
considerable achievement was Schumpeter’s work on cycles and the historical 
interpretation of capitalism, but it was a very ambiguously stated rupture with 
the economic mainstream and it did not abandon its physical concept of 
equilibrium. The landscape of evolutionary economics has not been very crowded.

The reason for this general situation was not, of course, the lack of motivation 
—  since the neoclassical synthesis was in great difficulties and under a severe 
attack from Keynes and others from the first decades of this century —  but the 
real difficulty of the question. Some examples of evolutionist metaphors confirm 
these difficulties.

5.4. A. Organic totality: Marx
Simultaneously and independently from Darwin, Marx and Engels developed 
an evolutionary theory applied to history and, in particular, one of the first 
general critiques of positivist economics. This conception may be summarized 
by the following main features: (i) social relations (for example, capital, labour) 
are organic wholes; (ii) a social organism comprehends distinct coherent and 
significative structures, which have their own regulating features; (iii) dynamic 
processes o f change arc the basis of evolutionary history; (iv) dialectics is the 
method that apprehends and represents those contradictions and multiple 
determinations.

Both Marx and (mainly) Engels studied Darwin’s writings and praised his 
theory, considering that it was a convincing although eventually unintended
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critique o f British laissez-faire:79

Darwin did not know what a bitter satire he wrote on mankind and specially on his 
country man, when he did show that free competition, the struggle for existence, 
which the economists celebrate as the highest historical achievement, is the normal 
stale o f the animal kingdom. (Engels, 1882:28, my translation)

Although Engels supported a Darwin-Lamarckian version o f the inheritance of 
acquired characteristics, he correctly summarized Darwin’s thesis pointing out 
that inheritance was a secondary feature of evolution (ibid.: 335). On the other 
hand, he stressed that this theory included an essential and non-deterministic 
concept o f  an internal relation between necessity and contingency, a 
considerable break from the traditional antinomy established by positivism, 
and a concept that Darwin shared with Marxian dialectics.

The organic metaphor was again dominant in Marx’s main texts. He also 
used in the first volume o f Capital some other metaphors, inspired by different 
sciences, such as chemistry (for example, the continuity and difference o f fluids 
and crystals) and geometry (metaphors of distance, space, area) as well as a 
concept o f weight in order to distinguish his position from the substance- 
essentialist versions o f the labour theory. But the biological and organic 
metaphors were decisive (the concepts o f metabolism, metamorphosis, 
embodiment, incarnation, etc.), and society was described as an organism. These 
concepts of organic totality and evolution were a crucial part o f the theory of 
history defined by Marx.

In the preface to the second German edition of the first volume o f the 
Capital, Marx lengthily transcribed and commented on a critique just published 
in a daily of St. Petersburg, 'The European Messager*. The passage stressed the 
organic method o f Marx, which is no other than the dialectical method:

The one thing which is o f moment to Marx, is to find the law o f  the phenomena with 
whose investigations he is concerned; and not only is that law o f moment to him, 
which governs these phenomena, in so far as they have a definite form and mutual 
connection within a given historical period. Of still greater moment to him is the law o f  
their variation, o f their development, that is, o f their transition from one form into 
another, from one series o f connections into a different one including the ‘necessity o f  
successive determinate orders o f social conditions’. ... Marx treats the social movement 
as a process o f natural history, governed by laws not only independent o f human will, 
consciousness and intelligence, but rather, on the contrary, determining that will, 
consciousness and intelligence.... But it will be said, the general laws o f economiclifc 
arc one and the same, no matter whether they arc applied to the present or the past. 
This Marx directly denies. According to him, each historical period has laws o f  its 
own . . . .  In a word, economic life offers us a phenomenon analogous to the history 
of evolution in other branches o f biology. The old economists misunderstood the 
nature o f economic laws when they likened them to the laws o f physics and chemistry.
A more thorough analysis o f phenomena shows that social organisms differ among



themselves as fundamentally as plants or anim als.... the scientific value o f such an 
inquiry lies in the disclosing o f the special laws that regulate the origin, existence, 
development, death o f a given social organism and its replacement by another and 
higher one. And it is this value that, in point o f fact, Marx’s book has. (quoted in Marx, 
1873: xxvii-xxix)

And Marx added immediately: ‘Whilst the writer pictures what he takes to be 
actually my method, in this striking and (as far as concerns my own application 
of it) generous way, what else is he picturing but the dialectical method?’ 
(ibid.: xxix). No other passage in his work was so explicit about this essential 
trend: for Marx, the concept of evolution was indistinguishable from his whole 
philosophical approach. In other words, a meta-method was applied as well to 
biology as to economics: dialectical logic.

5.4.B. The maximization or viability analysis: the metaphor of natural 
selection

The dominance of the mechanistic metaphors and in particular those derived from 
the maximization principles in energetics implied for economics the definition of 
a new agenda and a new set of tools adapted to those problems. The examples 
discussed in this section are samples from a much larger population and represent 
some of the attempts to refine the optimization procedures.

In 1950, Alchian suggested dealing with the problems detected in normal 
science by ‘reverting to a Marshallian type of analysis combined with the 
essentials of Darwinian evolutionary natural selection’ (Alchian, 1950: 213 
n.). According to Alchian, the introduction of the realistic assumption of 
uncertainty implied the im possibility of a sim ple profit-maximization 
hypothesis for the behaviour of firms, since in that case profits were no longer 
unambiguously determined by the system, and the research would finally be 
limited to some restricted knowledge about the distribution o f potential 
outcomes of expected profits (ibid.: 212). As the very concept of an optimum 
distribution of probability is ambiguous, Alchian suggested another concept 
in order to characterize the firm’s behaviour: the ‘realized positive profits’ 
should be the criterion for viability and therefore for success, since positive 
profits imply relative superiority, and firms with no profits or losses would 
have to disappear.

In order to reinforce the Darwinist analogy, Alchian introduced chance —  
‘fortuitous circumstances’ —  as a method for achieving success, along with 
trial-and-error, imitation or other adaptive behaviours. In this context, mutation 
implied the creation of a new type of organization, and the process of selection 
indicated the probability of its survival, or its viability (ibid.: 220). So, the 
maximization hypothesis was replaced by a competitive system in which agents 
just tried to obtain profits: ‘The suggested approach embodies the principle of 
biological evolution and natural selection by interpreting the economic system
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as an adoptive mechanism which chooses among exploratory actions generated 
by the adaptive pursuit of success or profits’ (ibid.: 211).

In this case, the determination proceeds at two levels: (a) the environment 
adopts the innovative-competitive firm (positive profits); (b) the firm adapts to 
a competitive behaviour by (b l) chance-mutation transformations and by (b2) 
imitation. The problem for the biological metaphor, of course, is that (b l) and 
(b2) do not explain innovation: mutation is a random process, neither 
explainable nor explanatory for social evolution, and imitation is a strategy of 
follower and not genuinely creative behaviour; furthermore, their effect on the 
environment is unpredictable. On the other hand, we are back to Social- 
Darwinism, since a viability hypothesis requires that evolution increases and 
selects efficiency, although this is not necessarily the case in biology and it is 
obviously not always the case in economics. This point was taken by Penrose, 
who criticized the analogy stating that there is no analogue for genetic heredity, 
since imitation cannot fulfil the same role in social evolution (Penrose, 1952: 
814); Alchian answered that the analogy was ‘merely expository’ and non- 
demonstrative (Alchian, 1953: 601).

The following table summarizes Alchian’s analogy from biology:

Table 5.3 Alchian*s dictionary

Biology Economics
organisms firms

genes imitation
mutation innovation

natural selection positive profits

This kind of orthodox attempt to incorporate Darwinism was developed again 
by Friedman, on the basis of a similar dictionary in his famous 1953 essay. The 
traditional hypothesis o f ‘maximization of returns’ was there considered as the 
consequence o f a general natural selection process: ‘The process o f “natural 
selection” thus helps to validate the hypothesis —  or, rather, given natural 
selection, the acceptance of the hypothesis can be based largely on the 
judgement that it summarizes appropriately the conditions for survival’ 
(Friedman, 1953:22). This natural selection metaphor was thus consistent with 
a physical and positivist meta-metaphor presented by the author: ‘In short, 
positive economics is, or can be, an “objective” science, in precisely the same 
sense as any of the physical sciences’ (ibid.: 4), since he added the assumption of 
perfect knowledge. Once more, this biological analogy is meaningless, since the 
metaphorization is inconsistent in the domain o f the secondary subject.

Some contemporary economists go even further. Presenting inversely 
biology as a branch of economy —  therefore the maximization principle is



extended to the whole realm of nature and society —  Becker (1976: 817 f.) 
indicate the following metaphor:
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Table 5.4 Becker’s dictionary

Diology Economics

selector nature preferences

factor o f production nutrients inputs

information genotype technology

organisms agents

Tlie maximization is of course possible since there is no uncertainty or change 
in this bio-economic system, Now, these examples suggest a further conclusion, 
since they all deal with economics as a system of interactions between 
independent units, adopting the atomist or reductionist approach. But biology, 
just like economics, denies this pure atomist approach: this is why the natural 
selection metaphor is not interprétable as optimization, and its economic 
meaning collapses. This was indeed the point made by Marshall in his 
Principles, where he stated that ‘struggle for survival’ may imply the dominance 
of those methods best fitted to prosper in the environment, but not necessarily 
of those best fitted to benefit the environment (Marshall, 1890: 596-7): in that 
case, even the welfare properties of individual maximization are implausible.

5.4.C. The genotypic evolution metaphor
The conditions for the incorporation of evolutionary analogies at a local level 
can then be indicated as: (a) the definition of a genetic system for the 
organization and transmission of the information, and also (b) the definition of 
the population and its forms of production and reproduction of such a system. 
A new series of examples is taken from economic models built on biological 
analogies and addressing the first of these tasks.

Boulding criticized the 1898 article by Veblcn as defining some sort of 
‘celestial mechanism of society’ under stable parameters. The criticism was 
unfair, but it is true that Veblen did not present a developed alternative model 
for evolutionary science. Boulding tried to outline such a model: ‘My own 
definition o f evolution is that it consists of ongoing ecological interaction, of 
populations of species o f all kinds which affect each other, under conditions of 
constantly changing parameters’ (Boulding, 1981: 23; 1991: 10). Social, 
physical and biological species were included under the same definition. 
Positive feedbacks in economic evolution —  such as Smith’s example o f the 
division of labour depending on the extension of the market, and reciprocally 
(ibid.: 12) —  were presented as a proof of the generality of the metaphor.

Boulding presented the following metaphor for economics (ibid.: 24-5, 30):
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Table 5.5 Boulding’s dictionary

Biology Society, economy
Genotype Knowledge, information structure
Phenotype economic goods
Selection ecological interaction
Mutation change o f  parameters (for example,

new genetic organization, evolution of fashion)
Population stock o f  existing commodity
* Birth * production
* Death * consumption
(no analogue) price system

In this metaphor, two different and non-interacting systems of infonnation arc 
considered: the genotypic and the price systems; in consequence, production is 
separated from the conditions of production. And, of course, neither mutation nor 
selection are of a Darwinian type, and no vertical comparison can be established 
for the analogues; instead, mutation was defined in the saltationist way, as a 
punctuated evolution rather than as a Darwinist process (Boulding, 1991: 13). In 
spite of those differences, Boulding concluded in a very confident way: ‘Thus, the 
process by which a fertilized egg becomes a chicken is not essentially different 
from the process by which knowledge in the minds of the automobile company 
members is transformed into an automobile’ (ibid.1. 25: also 1976: 11).

Here is again the same difficulty as we found before for the excessively 
general metaphors. Indeed, for substantive reasons, the biological production 
o f  the chicken and the social production o f the autom obile are quite 
incomparable: the social artifacts are multiparental, the genetic information is 
not included in the offspring but in other objects (the manual of operations for 
constructing or driving the automobile), social subjects are permanently 
creative and self-generators of information and not mere gene transmitters, and 
dialectical conflict dominates in society, as Boulding was forced to accept 
(Boulding, 1981: 25-6, 34, 45).

The problem is that a firm is not an organism, in the sense that it does not 
organize and develop information like an organism, it does not grow and change 
like an organism, and its economic and social relations cannot be modelled as 
the submission of the organism either to some genetic determination, or to the 
environmental natural selection process, still less to both at the same time. In 
other words, this metaphor fails just because it is neither useful nor possible to 
indicate a genetic system  for the generation and management o f social
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information —  unless in the complex framework of the global evolution of the 
population. The genetic characteristic of the economies, which is its information 
system, cannot be metaphorized as in neo-Darwinian biology in singular 
organisms or atomistic factors.

Nelson and Winter presented another and more influential metaphor, which 
goes in the same direction of the viability metaphors, but in a better way. They 
assume that fimis arc profit motivated, but that there is no possible maximization 
over a well-defined set of exogenously defined choice set (Nelson and Winter, 
1982: 4). So, firms are considered profit-satisficing and not profit-maximizing 
(Winter, 1971:245). The metaphor is organized around the idea of some structural 
genetic endowment of the firm, indicated as ‘the process by which traits of 
organizations, including those traits underlying the ability to produce output 
and make profits, are transmitted through time’ (Nelson and Winter, 1982: 9). 
The decision rules of the firm and its routines and knowledge are the counterpart 
of the genetically transmitted information (ibid.: 14). So, we have a Lamarckian 
process —  the acquired characters are transmitted to the offspring —  where 
routines determine the long term behaviour of the firm: traits, which are passive 
and phenotypical in a Darwinist account, are transformed here in the analogue 
for the genotype and in the active and dominant elements.

Even excluding teleological evolution from these ‘Lamarckian’ concepts, 
the analogy is still a very limited one. ‘The selection mechanism here clearly is

analogous to the natural selection  o f genotypes with differential net 
reproduction rates in biological evolution theory’ (ibid.: 17), but the natural 
selection process does not operate over a phenotype exclusively determined 
by the genotype and its stochastic evolution, since the phenotype itself is also 
able to incorporate new information. So, the phenotype and the genotype have 
the same epistemic nature in these cases and the Darwinian inspiration is dissolved.

The authors understand the nature of the difficulty —  the absence of a 
clearly defined relation between individuals and population —  since one of 
them previously stated: 'Thus, while decision rules themselves are the economic 
counterpart o f genetic inheritance, the failure-stimulated search process 
apparently has no analogue in biological evolution —  it would correspond to 
a mechanism that automatically generates a burst o f mutations when they are 
needed’ (Winter, 1971: 245). This analogue cannot in fact be found at the level 
of the single organism.

These models arc restricted to a metaphoric redescription based on the genotype 
evolution, which in biology is unpredictable, determined by chance mutation, 
and non-purposefui, characteristics quite inadequate to model the vertical causal 
relations in the economic world. The solution was to go back to Lamarck in order 
to get rid of this genetically bounded system. Here is how Nelson summarized his 
own metaphor from biology (Nelson, 1995:68-9):
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Table 5,6 Nelson and Winter’s dictionary

Biology Economics
fitness profitability
genes routines

phenotypes firms

Besides the previous argument against the Lamarckian metaphor, these 
dictionaries indicate a consistent difficulty: traits, routines or other information 
structures are not stable, do not mutate unpredictably and are not organized as a 
genetic code —  the metaphor ignores the secondary subject and, therefore, is a 
mere procedure of persuasion established in the framework of the primary subject.

Faber and Proops dealt with these problems and presented the following 
map for the metaphor (Faber and Proops, 1991:69 f.):

Table 5.7 Faber and Proop’s dictionary

Biology Economics
Genotype stock of available 

techniques (including 
technology, legal 
system, preferences of 
(he agents, institutions)

Phenotype Market system 
(employed techniques, 
social system of 
distribution, type of 
capital goods, 
quant itics/priccs)

genotypic evolution invention
phenotypic evolution innovation

Again, there is no clear distinction of primacy and determination between the 
genotype and the phenotype: each one can be considered essential and 
definitional, according to the point of view; from the historical account, the 
phenotype is in this case the primary system. The authors recognize this 
difficulty, since the evolution of the genotype is quicker than the transformation 
of the phenotype (ibid.: 76, 68, 74). But, contrary to the previous models, they 
indicate the interactive economic system as the unit of analysis: ‘we define the 
unit of selection to be the entire set of interacting economic agents and their 
institutions and artifacts* (ibid.: 76). The coevolution of the system —  conceived
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of as an ecological system — defines the appropriate unit of analysis in economics.
The same direction was taken by the last metaphor to be considered here, 

Hodgson’s model, which has two very distinctive features: (a) it indicates 
purposeful action and intentionality as the relevant characteristics o f the system 
of transmission o f information; and (b) it takes a biological hierarchical view 
of selection, like Bertalanffy or Waddington, considering the coevolution of 
the whole system of species (Hodgson, 1993: 108, 229). Instead of a simple 
system of replication by chance (mutation) and necessity (natural selection), 
there is a hierarchy of institutions and modes of transmitting information, 
including the chreodic type of institutional evolution, whose cumulative 
character can generate adaptive crisis (ibid.: 126, 258 0* Since in economics 
something more than the Darwinian type of stochastic variation is involved, 
Hodgson argues that the essential feature is the creation of variation and 
innovation; in that case, a non-deterministic (or a non-Spencerian) evolution 
metaphor is needed to account for the irreversibility processes, the short and 
the long term dimensions, the quantity and quality changes, the situations of 
non-equilibrium and equilibrium, and the possibility of non-optimizing 
behaviours (ibid.: 23, 38). Veblen’s metaphor is thus defended in this context 
(ibid.: 124):

Table 5.8 Veblen and Hodgson’s dictionary

Biology Economics

Unit o f selection for variation Institutions (replicators of 
information)

Principles o f  continuity and heredity Habits and instincts 
(including technology)

Natural Selection number o f offspring of 
better adapted organisms, 
extinction o f organizations

The author develops a large effort to emphasize this metaphor, against the 
mainstream and also against Schumpeter (who is presented as denying the 
evolutionary metaphor altogether) and Marx (who is presented as arguing that 
selection entails the withering away of variation). Avoiding some of the main 
pitfalls in metaphorical redescription, this type of hierarchical system is 
simultaneously more controversial and more explanatory than the traditional 
ones, even if the unit chosen, institutions, is hardly tractable in economic 
formal models. More explanatory, since institutions refer to those forms of 
organization which are specific o f human societies and, therefore, that 
distinguish it in the space of evolution; more controversial, since it implies the
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abandonment of the mechanical properties, tools and world-vision which were 
responsible for the previous development of economics. In short, this dictionary 
moves beyond the strict limits of the biological inspiration.

5.4.D. Population and organisms in evolution
The balance sheet of the precise metaphors taken from biology is rather poor: 
for most of the cases, the metaphors amounted to extreme versions o f the 
obliquity error, not only translating similarity into causality but also implying 
wrong relations of causality.

This was to be expected. The heuristic importance o f evolutionary thought 
is predominantly related to the reconceptualization of economics as a whole 
and to the inclusion o f the constructive dimension o f  time, and not to 
disciplinary dictionaries. This does not preclude the use o f evolutionary 
metaphors; indeed, the differences the two fields of inquiry are substantive but 
so are some of the theoretical reasons to reject positivism and mechanicism in 
both sciences. Like the principle of maximization, the corollary of rationality —  
that individual maximization behaviour generates maximum social welfare —  
is not accurate either in biology or in economics.

That departure from the atomist perspective was already present in Darwin’s 
work and it did become a central issue in the evolution of evolutionary thought. 
The Neo-Darwinist program was in fact a first answer to the puzzle, with the 
Central Dogma assuming the individualistic approach. But several biologists, 
like Waddington, argued that at the level of the population all characters are in 
some sense acquired, since natural selection is also a process at work from the 
point of view of the population as a whole, through some kind of genetic 
assim ilation :

1 have found m yself impelled to envisage evolution as dependent on processes which 
affect phenotypes and have only secondary repercussions on frequencies o f genotype. 
This is perhaps a more profound change than the others, since it demands radical 
alterations in some o f  the most deeply ingrained biological dogmas: (1) it points out 
that, although an ’acquired character* developed by an individual is not inherited by 
its individual offspring, a character acquired by a population subject to selection will 
tend to be inherited by the offspring population, if it is useful; (2) it argues that 
genotypes, which influence behaviour, thus have an effect on the nature o f  the selective 
pressures on the phenotype to which they give rise; (3) it introduces into the theory an 
inescapable indeterminism quite different in nature from quantum indeterminacy, but 
almost as intractable, since identical phenotypes may have different genotypes, and 
identical genotypc may give rise to different phenotypes. (Waddington, 1975: v-vi)

Then, at the level of population, there is one adaptive mechanism compatible 
with the process of interaction with the environment, which is natural selection: 
the adoption of an adaptive response to the environmental change depends on 
the selection of genetically controlled positive reactivity of the organisms present



in the population (ibid.: 21-2,39). It is not a Lamarckian process, since the genetic 
endowment of the organisms is decisive and there is no inheritance of characters 
individually acquired, but it is not an atomistic neo-Darwinian process either, 
since those organisms better prepared to respond to the environmental change 
will have more chances to survive and will shape the next generation of the entire 
population. This indicates two different processes of acquisition of characters, 
following Waddington:W) from mutations, independent from the environmental 
stimuli, random processes at the organismic level, but also from genetic assimilation, 
canalized processes at the ecological level. These two processes of selection form 
a doubly indeterminate and com bined system  of evolution. In short, 
methodological individualism is incompatible with evolutionary biology.

Waddington suggested also that this process at the level of the population 
—  that is, for a generation of phenotypes —  is influenced by four distinct 
systems: the genetic system and natural selection as in the Neo-Darwinian 
biology, but also the exploitive (the niches of animal action and the choice of 
habitats) and the epigenetic systems (ibid.: 57 f.; Waddington, 1975: 15; also 
Jantsch, 1980: 55 f.; Mayr, 1982: 320 f.; Maynard Smith, 1993: 320 f.). The 
genetic assimilation, that influence of environmental activity on the process of 
storage and organization of genetic information of a whole population, proceeds 
through th echreodic canalhation o f developm ent, that is, the development 
along lines fixed by the process-oriented evolution guiding ontogeny. 
This chreodic process explains the development o f the different organs, 
without intermediate forms, from cells which are rather similar once in the 
genotype —  and may be metaphorized in econom ics as processes of path- 
dependency and coevolution.

The random mutation explanation is conserved, but inserted into a general 
framework o f hierarchical causes and effects in a network system. This is indeed 
a striking example of the earlier stated model o f multiple and combined 
structural-genetic causation system. It also emphasizes the importance of the 
level of the population in order to understand the multiplicity of causality and 
to construct an explanation. As far as the introduction of the evolutionist 
metaphor in economics is concerned, this strongly suggests the importance of 
considering a larger unit of analysis than the single —  abstract— representative 
firm, taking instead the level of the industry or the general movements of 
coevolutionary economic variables. It is obviously outside the scope of this 
book to judge about the biological interpretations and polemics just indicated; 
but the argument is nevertheless necessary and sufficient in order to reject the 
vindication o f that metaphysical claim based on the comparison between the 
complexity of organic life and the simplistic maximization behaviour postulated 
for fictitious entities.

The Fable of the Bees is just a fable.
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5.5. The self-organization paradigm

A paradigmatic shift is necessary in order to replace positivism. That was suggested 
more than half a century ago, when Smuts extended Darwinism to an ‘ultimate 
synthetic, ordering, organising regulative activity in the universe’ (Smuts, 1926; 
317). This principle was holism: ‘Evolution is nothing but the gradual development 
and stratification of a progressive series of wholes, stretching from the inorganic 
beginnings to the highest levels of spiritual creation’ (ibid.: 1). Even ignoring the 
prophet’s tone, this position was incompatible with the definition of a singular 
system of causality or o f a single explanatory factor.

Furthermore, the holistic approach contradicts the Cartesian dualism and 
positivism, since the system is defined by the fact that significant connections 
among parts are always referred to the whole. Bertalanffy defined the ‘funda
mental problems of life’ as being order, organization, wholeness and self- 
regulation, and presented organisms and organizations as hierarchies.*1 In spite 
of his rather mechanistic version —  he stated the possibility of establishing 
general laws, exact and deducible within a theory, in the same sense as in a 
theory of physics (Bertalanffy, 1952: 19, 151, 171) —  the holistic approach 
still suggested a change o f metaphorical reference. In later writings, 
Bertalanffy developed a more general vision o f self-organized system s 
opposed to the simplistic view o f unorganized complexity. Self-organized 
systems arc characterized by the progressive differentiation up to higher 
levels of complexity, are open system s and import negentropy, and are 
driven by feedback processes which correspond to the holistic feature of 
the system  (Bertalanffy, 1962: 2, 5-6). This corresponds quite closely to 
Jantsch’s and Prigogine’s later syntheses.

Organicism or holism should not be defined in a trivial way —  the relation 
of everything with everything —  so that they do not become useless concepts. 
Alternatively, holism must be defined as the epistcmic reference for seif- 
evolution, or self-organized development, therefore compatible with the genetic 
analysis. In that case, the dominant feature of a holistic inquiry is the choice of 
the unit of analysis including the totality of parts: this is the switch o f metaphors 
which is going on in biology, from reductionism to holism, from the notion of 
survival to that of autopoeisis, from inheritance to emergence. Necessity and 
contingency: complexity, in one word.

In that sense, the developm ent o f thermodynamics provided a new 
interpretation for organic and inorganic phenomena overcoming this rigid 
antinomy, and suggested a synthesis including both social and economic pro
cesses: 'evolution is an axiomatic consequence of organismic information and 
cohesion systems obeying to the second law of thermodynamics’ (Brooks and 
Wiley, 1986: ix), although their specific differences cannot be ignored since 
‘On the human level irreversibility is a more fundamental concept, which for us



is unseparable from the meaning of our existence’ (Prigogine and Stengers, 
1985: 298), In that framework, Darwinism is a model o f  irreversible 
transformations, through the active system of genotypic change and the single 
autocatalytic mechanism o f DNA replication, the phenotype being the 
dissipative system o f the organism.

The self-organization, self-referentiality and irreversibility of these open 
systems one o f the building blocks of the new paradigm. Consequently, the 
extension of the Second Law of Thermodynamics to the domain o f open 
systems annihilates the metaphor of equilibrium —  a standard feature of closed 
systems —  and suggests that the creation of new forms of order occurs mainly 
in situations out o f equilibrium (Prigogine, 1989: 397). Furthermore, as 
Schrodinger emphasized in 1944, negentropy is created by the organism so 
that survival and evolution be possible. In summary, complexity is defined as 
the general characteristic of self-organized systems: it is a common property 
of those universes which exhibit nonlinear dynamics and, a fortiori, o f those 
social and human systems that have learning capabilities. This implies 
unpredictability (Smale, 1980: 106) and highlights the distinctive nature of 
the historical processes, a new level o f complexity to be added to those of 
quantum uncertainty, o f genotypic random mutation, or o f the indeterminacy 
of human agency.

The recent works o f developmental genetics added new insights to this 
approach. Waddington, Stephen Jay Gould, Lewontin, Stuart Kauffman and 
Brian Goodwin criticized positivism and the reductionist strategy, stressing 
that there is an irreducible complexity in nature: the organism is part o f the 
building o f the environment, and self-organization contains natural selection, 
which drives evolution. In this sense, life is an emergent collective property 
(Kauffman, 1993: 340), and ‘much of the order in organisms may not be the 
result of selection at all, but o f the spontaneous order o f self-organized systems’ 
(Kauffman, 1995:25). More radically, this implies that the traditional antinomy 
phenotype-genotype may even be partial and probably misleading: ‘With auto- 
cataiytic sets, there is no separation between genotype and phenotype. The 
system serves as its own genome’ (ibid.: 73).

This world recognizes itself as complexity.
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6. Conclusion of Part One: 
Pertinent Impertinence

In his Ignorant Philosopher, Voltaire, a master of positivist rationalism, did not 
hide his surprise since 'it should be very singular that all nature, ail the planets 
should obey eternal laws, and that there should be a little animal, five feet high, 
who in contempt of these laws could act as he pleased, solely according to his 
caprice' (Voltaire, in Olson, 1971:303). In fact, the history o f science in the last 
hundred years is simultaneously the history o f the search for and also of the 
revolt against these eternal laws. Both attitudes were illustrated and discussed 
in this Part One: the positivist conformism reigned for a long time, whereas the 
change o f paradigm is being based on the suspicion against that world of 
omniscience and equilibrium —  and there is evidence indicating that this 
change is underway. Such a caprice is not recent: the Earth lost its place as the 
centre o f the universe, the Human Being lost his uniqueness in the animal 
kingdom, and even the Self is found to be divisible and divided. There are 
indeed many more things between the Earth and the Moon than dreams in our 
vain philosophies ...

The positivist paradigm, inspiring Voltaire’s cosmological compliance, was 
here described through three main characteristics: naturalism, universalism 
and objectivism. Its implications were traced in the history of science, from the 
early classical positivism and its Baconian inductive and experimental principle, 
to the mature positivism of logical empiricism, and to the final form of Popper’s 
infirmationism. All these research programs were generally based on the dogmas 
of positivism —  even if the later one challenged and abandoned the radical 
naturalist definition —  and tried to solve the same epistemological problems: 
the problem o f demarcation of science against metaphysics, the problem of 
cognition and the problem of signification. Their solutions were criticized: 
classical positivism was challenged by Hume’s Paradox and its scepticism, and 
the confidence in the demarcation principle based on inductive cognition had 
to be abandoned; logical empiricism, although developing a new domain of 
signification, tried to solve the problem of induction with the introduction of 
a new language in the space of the explanans, and no such language could be 
found or unambiguously defined; and, finally, infirmationism did not make



possible a complete demonstrative logic or a general applicable and useful 
criterion of demarcation as a necessary condition for science. In consequence, 
the first question of the Introduction —  on the need to replace the positivist 
paradigm —  was affirmatively answered. Science is not to be defined by its 
demarcation against other forms of knowledge, since those boundaries are 
historically variable, but instead by its progressiveness and search: science 
must be simultaneously a metaphysics o f suspicion —  and not of belief (for 
instance, Santos, 1989) —  and a heuristic of organization.

It was then suggested a new affirmative answer to the second question: 
metaphor is a powerful and necessary tool for creation of new hypotheses, that 
is, for the introduction of semantic impertinence and redescription o f the 
explanandum. Indeed, this process of generation of innovations is more relevant 
for science than the quest for a complete and demonstrative inductive logic, 
doomed to fail, Hume’s Paradox was not solved and cannot be solved.

The successive failures in that long pilgrimage for the solution of the 
problem of induction revealed anyway a deeper problem: the incapacity o f  
encapsulating reality in the framework of the mechanistic descriptions of the 
universe. Simplicity, independent and atomistic events and factors —  or, at 
most, unorganized complexity —  cannot account for emergent phenomena, 
for organized interactions, for nonlinear relations, for institutions or purposeful 
action. Complexity and change cannot be captured by that science dedicated 
to the metaphor o f the clockwork in the universe. If time is to be considered, 
not as a simple parameter, a space coordinate or yet another variable, but as real 
evolution, then a paradigmatic shift is fully justified.

This new approach is based on a genetic and structural conception of 
causality recognizing several levels o f specific causality: an example is 
Darwinian biology, where a natural selection process operates on non-adaptive 
genotypic random mutations at the level o f the single organism (a closed 
program), and a process o f genetic assimilation and ecological selection and 
interaction operates at the level of the populations (an open program). As a 
consequence, the natural selection process can in fact select anti-selective 
processes: this is the reversive Darwinian effect presented by Tort. In this sense, 
the introduction o f the combined dimensions of choice and irreversibility, of 
contingency and necessity, flows from the vindication of historicity by the 
metaphor borrowed from evolutionist biology.

To several modes of determination correspond several modes of evolution 
and of time: just as in natural history we have the paleontological, the life 
cycle, the genetic or the micro-organismic times, in society we have several 
different modes of events and development of relations and conflicts —  besides 
the biological one. Each of them introduces a form of causality: strict cause- 
effect relations (as in some physical or astronomic processes), irreversible and 
indeterminate developments (as in other physical and chemical processes,
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establishing the uniqueness o f events), functional relations (as in some 
biological processes) and intentional causal relations (as in the majority of 
social processes). Several of these modes o f causality can include distinct forms 
of determination: relation (interaction), generality (inclusion), necessity 
(implication), purposefulness (choice).

In particular, coevolution in time implies the existence of populations and 
hierarchies, of systems of interactions and specifically o f these different modes 
of determination. In open systems, like the social or economic ones where the 
fundamental processes are irreversible and therefore historical, this conception 
strengthens the rejection o f the orthodox models, which assume strictly 
deterministic causality in closed universes. For the new paradigm o f complexity, 
the relevant questions are those naturally ignored by positivism: the creation 
of change and disequilibrium arc the essential topics.

The use o f biological metaphors was discussed in this context. The evident 
advantage of the evolutionist metaphor was stated —  inspired by the Darwinian 
type of hierarchical and historical evolutionary models —  even if  it has only 
been successfully used as a general allegory against positivism, and not as a 
concrete workable metaphor. In fact, it was confronted with another allegory: 
the machine as the prototype of physical and social relations, implying a 
conservation principle and a maximization rule —  the archetype o f the 
economic interpretation which inspired the marginalist revolution and the 
neoclassical synthesis.

Such a mechanistic approach is rather influential, even in biology. In fact, 
a specific type of biological analogies, based on viability or a supposed 
maximization principle o f natural selection, was developed in economics 
(Friedman, Alchian) after the same interpretation had been stated by Social 
Darwinism and then incorporated by Sociobiology. It was argued that there is 
no maximization principle in biology, ‘Never say higher or lower’, as Darwin 
warned in his Notebooks (Depew and Weber, 1996: 136): the intrinsic drive 
towards complexity is distinct from the Spencerian idea o f unilinear progress. 
On the other hand, all kinds of orthogenetic versions —  as Lamarck’s —  are 
inaccurate: selection works on the creation of variation as a random process at 
the organismic level and as a coevolutionary process at the population level. The 
maximization metaphors were rejected, both in the secondary and in the primary 
subject.

A Lamarckian metaphor for cultural or social evolution was also strongly 
rejected: even if one avoids the finalist trend in Lamarckian evolutionism, 
there is no meaningful way to metaphorizc purposeful human action as the 
environmental pressure on the adoption of functional changes in the phenotype, 
changes which are then programmed into the genotype. Furthermore, genotype 
and phenotype do not have clear and epistemologically distinct analogues in 
social systems (Boulding, Faber and Proops).
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Other metaphors were reviewed (Nelson and Winter, Hodgson, Veblen), 
which provide some useful insights for the creation o f new hypotheses, such as 
the chrcodic canalization of development for the ‘technological trajectories’, 
if those are deprived of their Newtonian deterministic content. These are local 
interaction metaphors, corresponding to the two conditions indicated for the 
validity o f biological analogies: they state an analogue for the genetic system 
of creation, storage and evolution of information, and they indicate an unit o f 
analysis including the hierarchical causal determinations supposedly involved. 
If this criterion is applied in economics, that unit is the population of firms, the 
industry or the economy as a whole, and as a consequence the single, abstract 
and Marshallian representative agent should be rejected as some useless fiction.

The introduction of metaphors is useful and necessary: it is a normal part of 
the process o f growth of knowledge and, as shown, it is a general and permanent 
way o f generating new hypotheses —  what Peirce named abduction and 
Schumpeter called a prc-cognitive vision. The metaphor o f self-organizing 
systems, dissipative and far-from-equiiibrium systems is a generalization from 
biology: self-evolution is the analogue for mutation, self-sustained and auto- 
catalytic development is the analogue for heredity, and self-reference is the 
analogue for selection. In the framework of this meta-metaphor, selection, 
creation o f  variety and the process o f  coordination o f development are the core 
concepts for evolutionary social sciences, thus replacing the physicist metaphor 
of equilibrium, maximization and conservation.

Finally, the third question o f the Introduction —  is the evolutionary 
metaphor an adequate tool for the reconstruction of economics? —  is positively 
answered, although prudently. This evolutionary metaphor is useful and 
necessary, but it is also limited: the analysis o f social systems must consider 
that their more distinctive characteristic in relation to biological systems is the 
presence of positive and controlled feedbacks (and this control is the subject o f 
the social struggles). In other terms, self-organization and complexity in social 
systems are qualitatively determined by human choice: after all, the small 
animal whose free will so much disturbed Voltaire still has a say about its 
universe, be it a pertinent impertinence.

Newton’s powerful synthesis was decisive for the emergence o f modem 
science. Closed systems, deterministic, reversible and atomistic factors could 
be dissected, studied and encapsulated in general laws: organized simplicity 
ruled the universe. Darwin suggested another vision, the drive from simplicity 
to complexity as he put in the last phrase of The Origin:

There is grandeur in this view  o f  life, with its several powers, having been 
originally breathed into new forms or into one; and that, whilst this planet has 
gone cycling on according to the fixed law of gravity, from so sim ple a beginning 
endless forms most beautiful and most wonderful have been, and arc being 
evolved. (Darwin, 1859:459-60)

(id ta
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Newton was vindicated, but there was also something else: a new form of order, 
life. Boltzmann and Maxwell, shortly afterwards, suggested a new development, 
the first generation of indeterminism: disorganized com plexity, namely 
thermodynamics as the study of the probability of arrays of molecular motion. 
The synthesis emerged as the Neo-Darwinian program and the Central Dogma: 
evolution was explained as mutation plus natural selection and that dogma 
lasted for generations. Tire current paradigmatic transition challenges that result 
and its epistemology, suggesting a second wave of indeterminism: evolution is 
the result of organized complexity, complexity and order. This is the theme for 
the next parts of this book.

*

Toulmin once suggested an analogy between the construction o f physical 
theories and drawing maps —  although complaining that no analogue exists in 
maps for the laws of nature (Toulmin, 1953: 105 f.). Evolutionary economics 
emancipates from that difficulty: its new cognitive map does not depend upon 
known certainties or straight roads —  it is a process o f search, a heuristic 
program for the discovery o f time dimensions and changing processes, in which 
the scientist is himself a part of the mutation and the result is normative and 
purposeful rather than positive and neutral.

This process o f evolutionist thought is at the very centre of the creation of 
a new historicist current in economics.

Notes of Part One
1 In fact, Newton’s philosophical polemics against his predecessor Descartes or his 

contemporary Leibniz are very helpful to map the evolution of modern science, Leibniz 
accused him of ignorance of the divine task of science: to know the stability of universe 
from the permanent action of God, science should ideally be omniscience. On the 
contrary, Clarke, speaking for Newton, argued that God should come back to his 
creation only from time to lime in order lo correct it, and that the world was determined 
by general trajectories. God should be something like the watch-maker of Kepler’s 
letter, and the field for human inquiry was completely opened. In other words, Newton 
considered 'forces’ and Leibniz discussed the 'conservation principle’ in a closed system 
(Prigogine, 1989: 397; Stcngcrs and Schlangcr, 1991: 144).

2 Newton’s O plkks  argued this point and, nevertheless, also his attachment to the inductive 
method: ‘As in mathematics, so in natural philosophy, the investigation of difficult 
things by the method of analysis, ought ever to precede the method of composition. 
This analysis consists in making experiments and observations, and in drawing general 
conclusions from them by induction, and admitting of no objections against the 
conclusions but such as arc taken from experiments, or other certain truths. For hypotheses 
arc not to be regarded in experimental philosophy. And although the arguing from 
experiments and observations by induction be no demonstration of general conclusion, 
yet it is the best way of arguing which the nature of things admits of, and may be looked 
upon as so much the stronger, by how much the induction is more general. And if no
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exception occur from phenomena, the conclusion may be pronounced generally, But if 
at any time afterwards any exception shall occur from experiments, it may then begin to 
be pronounced with such exceptions as occur. By this way of analysis we may proceed 
from compounds to ingredients, and from motions to forces producing them; and, in 
general, from effects to their causes, and from particular causes to more general ones, 
the argument end in the most general. This is the method of analysis: and the synthesis 
consists in assuming the causes discovered, and established as principles, and by them 
explaining the phenomena proceeding from them, and proving the explanations’ (Newton, 
1704: 404-5), Even under such limitations, Newton was confident enough to establish 
general trajectories in the universe, whose basic characteristics arc lawfulness, determinism 
and reversibility (Prigogine and Stcngers, 1985: 60).

3 The same can be said about the following generations of positivist scientists. Kelvin 
stated that *1 never satisfy myself until I can make a mechanical model of a thing’ 
(quoted in Meyerson, 1908: 92), Kelvin's confidence in positivist science was so large 
that he suggested to close down the Patent Office, since all major discoveries would be 
already registered.

4 In a letter to Coates (1713), Newton presented a new meaning of hypotheses which was 
not covered by his rejection of the concept: the laws of motion as the conclusions 
derived from induction, in order to explain phenomena, or ‘the difficulty you mention 
which lies in these words, “since every attraction is mutual”, is removed by considering 
that, as in geometry, the word “hypothesis" is not taken in so large a sense as to include 
the axioms and postulates; so. in experimental philosophy, it is not taken in so large a 
sense as to include the first principles or axioms, which I call the laws of motion. These 
principles are deduced from phenomena and made general by induction, which is the 
highest evidence that a proposition can have in this philosophy. And the word "hypothesis" 
is here used by me to signify such a proposition as is not a phenomenon nor deduced 
from any phenomenon, but assumed or supposed — without any experimental proof’ 
(Newton. 1713, in 1953: 6).

5 Campbell presented a case of the inductive proof’s failure: until the discovery of Australia, 
all the known swans were white, and any new inductive evidence would verify the 
statement ‘all swans are white’. But some Australian swans were found to be black: 
‘These examples seem to prove that a targe number of favourable instances, even if 
without exceptions, is neither sufficient nor necessary condition to establish a law’ 
(Campbell, 1921: 63).

6 ‘No object ever discovers, by the qualities which appear to the senses, either the causes 
which produced it, or the effects which will arise from it; nor can our reason, unassisted 
by experience, ever draw any inference concerning real existence and matter of fact* 
(Hume, 1748: 27-8).

7 In the first pages of his D iscours de  la  M éthode, Descartes stated that the book presented 
a ‘fable* with certain examples worthy of imitation* (Descartes, 1637: 5). In other 
words, it is a metaphor, In spite of that assumption of the rhetoric character of the book, 
the author decided to publish it anonymously, since he feared the reaction of the Church 
against that metaphor.

8 ‘All science is certain, evident knowledge. We reject all knowledge which is merely 
probable and judge that only those things should be believed which arc perfectly known 
and about which there can be no doubts’ (Descartes, quoted in Capra, 1982: 42). The 
primacy of thought over existence meant in fact the elevation of human reason to the 
supreme position.

9 ‘1 suppose that the [man’s] body is nothing but a statue or a machine made of earth’ 
(Descartes, quoted in Meyerson, 1908: 63). In the same direction, Hobbes presented 
the human body as on ‘engine’ moved by ‘appetite’ and ’aversion’, pleasure and pain 
(Katouzian, 1980: 19); the echo of such a conception in marginalist economics is very 
obvious.

10 Sec the example of evolutionist Biology, as Bcrtalanlfy put it: ‘A lover of paradox could 
easily say that the main objection to selection theory is that it cannot be disproved. With 
a good theory, it must be possible to indicate an experimentum crucis, the negative
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outcome of which would refute it. ... In the case of selection theory, however, it appears 
impossible to indicate any biological phenomenon that would plainly refute it’ 
(Bcrtalanlfy, 1952: 89; also Toulmin, 1982: 145). Much after Bcrlalanffy’s text, a ‘lover 
of paradox*, Popper, criticized Darwinism as being not an ‘empirical theory’ and a mere 
‘logical truism’ (Popper, 1972: 69). Furthermore, Darwinism was presented as a 
‘metaphysical research program’, since it was not testable (Popper, 1974: 167, 168). 
The impossibility of generating predictions implied its failure as an explanation: ‘it does 
not really predict the evolution of variety. It therefore cannot really explain  it’ (ibid.: 
171, original italic).

1 1 In other words, we can never have the desired situation where | H —) M —)P ; ~P  } )~ H , 
but we have instead the unde sired situation \H —)M g—)P \ ~P J }~ M o, where l l  is the 
set of hypotheses to be tested, - / /  is the negation of H, M  the model, P the prediction, A)p 
the auxiliary conditions, and M = H rAj is the combination of a particular set of hypotheses 
with some auxiliary conditions, the other notation being as usual. Even when ~M gt some 
other M = H {A p can be true.

1 2 But, to the distress of Blaug, Darwin consistently refused to make predictions,
1 3 Darwin's Notebooks show that he read Smith’s The Theory o f  M oral Sentim ents in 1838- 

1839; at the same time, he summarized The W ealth o f  N ations. The emergence of order 
from chaotic interactions and of diversity rather than disharmony from the social 
complexity certainly influenced Darwin’s vision. Of course, the Malthusian influence 
was in the opposite sense, since he suggested that potential disorder could arise from 
social complexity. 'Population thinking' can be interpreted following these two opposite 
directions, as in fact it happened afterwards (Spencer, Hayek and others suggesting 
evolution to be the creation of some ‘spontaneous order', while Malthus and others 
suggesting a ‘spontaneous disorder’). In the same sense of Smith, the influence of 
Babbage, who attended the same intellectual circles as Darwin and studied the effects of 
specialization and division of labour, should not be ignored in this first biology-economics 
metaphoric interaction.

14 Until Darwin, this analogy was used in the opposite direction, denying natural selection. 
This was the case of Lcyell (Ruse, 1982: 46).

15 In spite of this suggestions by Bunge, in this book the common terminology is followed: 
all forms of causality are included in a general category of determination, and in 
particular the 'deterministic causality’ is defined according to the standard positivist 
model, which is simply called ’causality’ by Bunge.

16 Heisenberg: ‘We cannot completely objectify the result of an observation, we 
cannot describe what “happens" between [one] observation and the next ... , any 
statement about what “actually happened" is a statement in terms of the classical 
concepts and — because of the thermodynamic and of the uncertainly relations — 
by its very nature incomplete with respect of the details of the atomic events 
involved’ (quoted in Lukacs, 1971: 294),

17 In spite of llie general reference by the pragmatic authors, this was not Peirce’s position. 
For Peirce: ‘There are Real Things, whose characters arc entirely independent of our 
opinion about them; these Reals affect our senses according to regular laws and though 
our sensations are as different as are our relations to the objects, yet, by taking advantage 
of the laws of perception, we can ascertain by reasoning how things really and truly are’ 
(Peirce, quoted in Ayer, 1968: 30; also Apel, 1981: 191).

1 8 'The mere circumstance of the creation of one product immediately opens a vent for 
other products’ (Say, 1803, I: 167).

19 Rationalism defined in the restricted version of neoclassical economics has a self- 
confirmation virtue: ‘Its highest aspiration is to create a "well-rounded" system, or 
“model”, whose qualities will be symmetry, internal consistency, simplicity, economy of 
axioms, and “elegance". Forced by its epistemology to contemplate itself, the rationalistic 
mind acquires a narcissistic quality' (Mini, 1974: 63).

20 This concept of additivity of causes was sometimes defended by Mill for whatever 
complex situation: 'however complex the phenomena, all their consequences and 
coexistences result from the laws of their separate elements. The effect produced, in
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social phenomena, by any complex set of circumstances, amounts precisely to the sum 
of the effects of the circumstances taken singly* (Mill, CW, VHI; 895).

2 1 Mill certainly shared some of Hume's ambiguity about the critique of induction, since it 
remained for him (he ultimate source of knowledge, although not establishing a 
demonstrative logic. In his last work, the 1873 A utobiography, Mill presented his early 
work on method, the System  o f  Logic (1844) as a critique of Whcwell and the ‘German 
doctrines' of the a priori method (Mill, 1873: 214) and a defence of induction, all 
knowledge emanating from experience. But, as proved in the current text, his position 
was rather more sophisticated and included those conditions for which only deductive 
analysis could overcome the inseparability of effects.

22 The text was published in 1890, the same year as Marshall’s P rincip les. These dales 
indicate the late epistemological development of economics: the main reflections about 
its method were published when the neoclassical synthesis was already on its way. This 
is a rather triking fact since economics claims to be a science thanks to its method, and 
not to the demarcation of its object, as sciences generally do. Schumpeter considered 
Neville Keynes's text to be ‘one of the best methodologies for economic sciences of all 
times’ and the ‘best guide' (Schumpeter, 1990: 356)

23 The 'praxeologic' aspect of Robbins’s or the Austrians’ definition and approach arc not 
discussed in this book since they were commented on elsewhere (Louçâ, 1987). For the 
general discussion about the epistemological shigts, see LouçS (1994).

24 Ward supports this view of the ‘Keynesian revolution’ ns a Kuhnian change of paradigm 
after the verification of severe anomalies in the ‘normal science* of the 30s (Ward, 1972: 
34), He is certainly correct, but the case also shows the coexistence of several paradigms 
and even the possibility of their recombination, since the neoclassical synthesis partially 
reintegrated Keynesianism. That is not conceivable in Kuhn's terms.

25 Nevertheless and unlike Popper, Robbins did not present falsifiability as the single 
criterion for demarcation (Hutchison, 1992: 74),

26 Friedman never quoted or referred to Popper in his 1953 essay, even if it was clearly 
influenced by the infirmationist debate in epistemology. But his trivial ‘Poppcrianism’ 
was not faithful to the original, and Blaug rightly and bitterly complained about the 
effect of this version among economists.

27 ‘To speak of biological or social evolution in a non evolutionary environment is a 
contradiction in terms. Ceteris paribus — the indispensable ingredient of every physical 
law — is a poison to any science concerned with evolutionary phenomena’ (Gcorgescu- 
Roegen, 1971: 203).

28 Mirowski’s arguments provoked a lively debate. For the arguments against this account 
of the marginaiist revolution, see Blaug (1992), Walker (1991) and Hoover (1991). 
Blaug argues that the historical evidence is wrong, but does not present any case. Walker 
argues that the historical description does not constitute evidence against the actual 
program of neoclassical economy.

29 McKenzie argued that the inspiration for Walras's incorporation of the energetic metaphor 
was a Treatise on S ta tics by Poinsot (McKenzie, 1989: 3). Walras was educated as an 
engineer and Jevons as a physicist before coming into economics, and both were 
certainly aware of the most important analytical tools of the profession by that time. 
Although some mainstream historians and cpislcmologists, like Blaug, condemned this 
argument about the origins of the marginaiist revolution, the point is today generally 
accepted (also Keynes, for instance in vol. X: 262; Shackle, 1968: 248). Sec for instance 
the editorial of the first issue of E conom etrica , where Frisch stated that the purpose of 
the new discipline was ‘to promote studies that aim at a unification of the theoretical 
qualitative and then the empirical-quantitative approach to economic problems and that 
are penetrated by constructive and rigorous thinking similar to that which has come to 
dominate in the natural sciences’ (Frisch, 1933: 1). Arrow and Intriligator explicitly 
described the early period of the neoclassical program as defined by the physical 
metaphor: 'The early period 1838-1947 of mathematical economics was one in which 
economics borrowed methodologies from the physical sciences and related mathematics 
to develop a formal theory based largely on calculus’ (Anow and Intriligator, 1981: 1).

30 Recently, some major supporters of the neoclassical synthesis have sharply criticized the 
mathematical and abstract drive of theories and hypotheses without any realism. In 
1966 and then in his presidential address to the AEA, Leontief sharply criticized that 
'theoretical structure based on so scarce and superficial fact foundations’ (Leontief, 
1966: 54). As Samuclson puls it: ‘There is really nothing more pathetic than to have an 
economist or a retired engineer try to force analogies between the concepts of physics 
and the concepts of economics. How many dreary papers have 1 had to referee in which 
the author is looking for something which corresponds to entropy or one or another 
form of energy. Nonsensical laws, such as the law of conservation of purchasing power, 
represent spurious social science imitations of the important physical laws of the 
conservation of energy’ (Samuclson, 1972: 254). Given that the author was one of the 
founding fathers of the modem synthesis in economics and that he extensively developed 
the notion of maximization under constraints, one should consider the importance of 
the statement. But, of course, the origin of this drive is at the very foundations of 
neoclassical economics.

31 This is the case of Saviotti and Metcalfe (1991: 2). But Clark and Juma (1987: 49 f.) and 
Witt (1993: xifi) present the opposite view, which is taken here: Marshall did not use the 
energetic metaphor (Mirowski, 1988b: 18), but his reference to the biological metaphor 
was inconsequent,

32 1898 was also the year of the publication of Vcblen’s article 'Why is Economics not an 
Evolutionary Science?’; the coincidences highlights the fact that an alternative version 
of the role of both metaphors was possible and indeed it was argued for.

33 Mirowski argues that this article was intended to answer to a strong pressure from 
biologists against economics. In fact, following Whcwell, Gallon argued in 1877 for 
ousting Section F (Statistics and Political Economy) of the British Association for the 
Advancement of Science, as these scientists did not proceed in a ‘scientific manner’ 
(Mirowski. 1989b: 262). Marshall’s article should therefore be considered a piece in 
a legitimization strategy. Even if the intention was true, the difference of dates (1877 
to 1898) and the posterior persistence of Marshall in the same theme, indicates that it 
was a genuine puzzle for the author.

34 Hicks argued that this traditional concept of exogenous cause is a limitation to economics: 
‘It must indeed be conceded that the abundance of exogenous elements in economics is no 
cause for congratulation; it is an indication of the modesty of its scientific status, if indeed 
it is a scientific status, which is all that economics can hope to achieve' (Hicks, 1979: 22).

35 Robinson argued that economics must take important insights from other sciences and 
even from metaphysics: ‘Metaphysical propositions also provide a quarry from which 
hypotheses can be drawn. They do not belong to the realm of science and yet they arc 
necessary to it. Without them we would not know what is it that we want to know’ 
(Robinson, 1962; 3). She was right. Marshall also stressed the role of common sense: 
‘economists must be greedy of facts, but facts by themselves teach nothing. ... Economic 
science is but the working of common sense aided by appliances of organized analysis 
and general reasoning, and drawing inferences from particular facts* (Marshall, 1890: 
32), In the same direction, also Santos (1987, 1989),

36 This means, as it will be argued later on, that these metaphors have a very limited 
application in science, since they consist in literal interpretations across the primary and 
secondary subjects. Peirce, who studied metaphor, reduced it to this single level, since 
he included metaphor in the theory of signs, as an icon, *a sign which refers to the object 
(hat it denotes merely by virtue of the characters of its own’, that is, only using similarity. 
Even more metaphorically, he defined the metaphorical function as 'to represent the 
representative character of a representamen by representing a parallelism in something 
else’ (Peirce, in Ayer, 1968: 100-1). That type of metaphor is part of literature but not 
an essential part of innovation in science.

37 Later on, Wittgenstein changed his mind and argued that words were related to use and 
not unambiguously related to facts or objects, as in the Tratactus.

38 For Quine, the use of metaphor produces a constant linguistic growth in human knowledge:
' I f  f l i p  r n i v  o f  iç  r n . i t i v f  „ - v i „ . . - n  r  -I -,
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metaphor at each succeeding application of the early word or phrase’ ■— an argument 
for the metaphorical character of Marquez’s process of denotation. And in a specifically 
metaphorical statement, Quine asserts the scientific relevance of the process for discovery: 
’The neatly worked inner stretches of science arc an open space in the tropical jungle, 
created by clearing tropes away' (Quine, 1979: 160).

39 ‘I take metaphor to be essentially a higher-level version of the process by which oslcnsion 
enters into the establishment of reference [‘cpistemic access’] in natural-kind terms* 
(Kuhn, 1981: 413-4). See the extremely successful example of oslcnsion, which is 
provided by the naming of ‘chaos’ theory, which became by itself a vehicle of diffusion 
of the idea.

40 IJut it maintains an empirical basis, since cognition and verification is still realist: ‘In this 
account, theoretical concepts arc introduced by analogy with the observational concepts 
constituting (he natural descriptive language. Scientific language is therefore seen as a 
dynamic system which constantly grows by metaphorical extension of natural language, 
and which also changes with changing theory and with reinterpretation of some of the 
concepts of the natural language itself. In this way an empirical basis of science is 
maintained, without the inflexibility of earlier views, where the observation language 
was assumed to be given and to be stable* (Hesse, 1974: 4-5).

41 Adam Smith also considered all discursive relations as the realm of rhetoric, and 
included economics in rhetoric in his work, L ec tu res  on  R h etoric  a n d  D ettes L e ttre s , 
written in 1748-9.

42 In fact, Mendel ’started his experiments with a novel and ingenious abstraction. He 
broke with the conceptions prevailing up to then’ (Bertalanffy, 1952: 69), His whole 
work represented a successful example of abduction, more than of scientific rigour.

43 ‘This example (the discovery of the orbit of Mars by K ep le r] is instructive in two 
different ways. It shows that the induclivist mode) of scientific theories as mere 
generalizations of observed facts may be inadequate even with respect to theories which 
remain at the observational level: at the very best, the observations have to be selected: 
wc need some hypotheses to tell us what to observe and under what conditions. But it 
also shows (hat if wc take the view that the testing of theories consists in an endeavour to 
refute them, we must remember that the refutation of a theory is not an end in itself, but 
rather a means to obtain a better theory’ (Apel, 1981: 88-9).

44 Kondratiev also acknowledged the role of metaphor from one science to another: ‘To 
transport a concept from one science to another is not arguable if it is fruitful. If it is 
fruitful, it is justified; there arc no other, and there can be no other criteria to decide 
about that question’ (Kondratiev, 1992: 14).

45 in his D io p triq u e , Descartes compared the change of direction of a tight ray coming 
from air and entering water with the path of a ball passing from one physical medium to 
a more resistant one (Duhem, 1906: 34), Kant, for instance, criticized Descartes' use of 
metaphor, when comparing beasts to machines (Kant, 1790; 399 n.).

46 ’We can indeed think one of (wo dissimilar things, even in the very point of their 
dissimilarity, in accordance with the analogy of the other; but we cannot, from that 
wherein they arc dissimilar, conclude from the one to the other by analogy’ (Kant, 
1790: 399-400).

47 Pearson, 1892: 21, 37.
48 'The appeal to analogy forms in many cases a valuable means of investigation or test, 

but it is well not to exaggerate its power; if at this point the words ‘proof by analogy’ arc 
uttered, it is well to determine their meaning exactly and not to confuse such a proof 
with a genuine logical demonstration. An analogy is felt rather than concluded* (Duhem, 
1906: 301-2).

49 Poincaré, 1903: 142.
50 Bertalanffy, a (non positivist) biologist, separated analogies — 'superficial similarities 

in phenomena that correspond neither in the factors operating nor in the laws applying 
to them’ — and explanation (Bertalanffy, 1952: 200). He did not follow Darwin in 
this respect.

51 Analogies ‘may give us new ideas, although they cannot in the nature of the things
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prove that these ideas are correct’ (Maynard Smith, 1972: 38; also 45).
52 Analogy is presented as an ‘index’ to enlighten reason, but not as a valid proof. Its 

intervention is at the moment of discovery, afterwards being an obstacle to science 
(Gcrvet, 1985: 83).

5 3 The author, Mary Hesse, previously presented metaphor as a degeneration o f an analogy 
(Hesse. 1954: 144-5), before coming to the conclusion of the importance of the process 
of metaphoric rcdcscriplion of the explanandum, which includes analogy. Her work 
was one of the crucial early contributions to the study of metaphors in science.

54 That is McCloskcy’s position: divided according to the criteria of ‘explicitness’ 
and 'extent*, all figures of speech, simile, metaphor, allegory, symbol, arc included 
in analogy (McCloskey. 1983: 505). it is the exactly opposite procedure which has 
been Followed tiere.

55 'If a relation R is reflexive and has the properly O in a class K, we say that K and R 
together form a model or a realization of the axiom system of our theory or, simply, 
that tiicy satisfy the axioms. Our model of the axiom system is formed, for instance, by 
the class of the segments and the relation of congruence, that is, the things denoted by 
the primitive terms; of course, this model also satisfies all the theorems deduced from 
the axioms ... . However, this particular model docs not play any privileged role in the 
construction of the theory. On the contrary, on the basis of universal logical laws like 
f  and II* we arrive at the general conclusion that any model of the axiom system 
satisfies all theorems deduced from these axioms. In view of this fad, a model of the 
axiom system of our theory is also referred to as a model of the theory itself’ (Tarski, 
1965: 123).

56 Of course, models arc not necessarily realist. But only scientific interpretations of reality 
are here considered, having some empirical properties: ’Scientific models are a prototype, 
philosophically speaking, for imaginative creations or schemes based on natural language 
and experience, but they go beyond it by metaphorical extension to construct symbolic 
worlds that may or may not adequately represent certain aspects of the empirical world’ 
(Arbib and Hesse, 1986: I60-I).

57 ‘Analogical arguments front models have been formulated in terms of characters which 
arc independently observable but not experimentally separable. In connection with the 
justification of analogical argument, a distinction has been made between the log ica l 
problem of justifying inferences from similarities and the causa l problem of deciding 
whether the type of vertical relation implied in the analogy is acceptable as causal for 
cither or both of the analogues* (Hesse, ibid.: 100, her emphasis).

58 ‘The function of analogical models is not directly cognitive but essentially heuristic: it 
must ... enlarge the space of the tractable* (Slcngers and Schlanger, 1991: 86).

59 Morgan proves that Jcvons’s theory of sunspots causing the business cycles was based 
on the similarity of the length of both types oT cycle (Morgan, 1990: 24-5): it is an 
example of the obliquity error. Juglar developed simultaneously his own theory of (he 
cycle, based on an organic metaphor.

60 And. consequently, for the analogy itself: ‘Analogy (in a qualitative signification) is the 
identity of the relation between reasons and consequences (causes and effects), so far as 
it is to be found, notwithstanding the specific difference of the things or those properties 
in them which contain the reason for like consequences (i.c., considered apart from this 
relation)' (Kant, 1790: 399 n.).

61 Mallhus's influence was nevertheless contested. Schumpeter denied it, and so did 
Hayck. But Schumpeter did not know Darwin’s Notebooks, where he presented 
the reading of Malthus as an illuminating event, and Hayck did (Jones, 1989: 418; 
Hodgson, 1993: 55, 63, 229n), Of course, the argument about Malthus’s influence 
was also explicit in The O rig in .

62 This was also Lamarck’s position, and it was a general idea of the Enlightenment period.
63 ‘The “Origin of Species" of Darwin merely extends politico-economic views or progress 

to the entire realm of animal and vegetable life* (Peirce, 1934: 196).
64 ‘Darwin was led by the struggle for life in English society —- the competition of all with 

all, behtm  om nium  contra om nes [Hobbes] — to discover competition to [word missing]
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as (lie ruling law of "bestial" and vegetative life. The Darwinists, conversely, consider 
this a conclusive reason for human society never to emancipate itself from its bestiality' 
(Marx, letter to the Lafargucs, 1869, in Marx, Engels, 1988, CW, v.43: 216-7; also a 
previous 1862 letter to Engels, v,4l: 381). The argument was wrongly taken by some 
Marxists to imply the rejection of the theory of evolution. In fact, Marx read Darwin and 
considered The O rigin as a new departure for science and for his own thought: 'this is 
the book which, in the field of natural history, provides the basis for our views', and 
'Darwin’s work is most important and suits my purpose in that it provides a basis in 
natural science for the historical class struggle. ... Despite all shortcomings, it is here that, 
for the first time, 'teleology’ in natural science is not only deit a mortal blow but its 
rational meaning is empirically explained' (Marx, letters to Engels, I860, and Lassallc, 
1861; ibid., v.41: 232, 245). The correspondence by Marx to Darwin (Colp, 1982: 461 
f.), Engels’s preface to the C om m unist M anifesto  and, overall, Engels’s speech at the 
funeral of Marx indicated this long term debt to Darwin. The dogma of the incompatibility 
of evolutionism or genetics with the dialectical method, which led to the scientific fraud 
of Lyssenkism, was produced much later.

65 Darwin was very hostile to Spencer, as he showed in his A utob iography, and not only 
for personal reasons (he was ‘extremely egoistical', Darwin, 1876: 108), but mostly for 
scientific mistrust: ‘His deductive manner of treating every subject is wholly opposed to 
my frame of mind. His conclusions never convince me .... His fundamental generalizations 
(which have been compared in importance by some persons with Newton*s laws!) — 
which I daresay may be very valuable under a philosophical point of view, arc of such 
a nature that they do not seem to me to be of any strictly scientific use. They partake 
more of the nature of definitions than of laws of nature. They do not aid one in 
predicting what will happen in any particular case. Anyhow they have not been of any 
use to me' (ibid.: 109).

66 This was indeed a very common metaphor for the early accounts of evolution, 
Schumpeter addressed a violent attack against trivial evolutionism based on the 
analogy of the tree in an implicit critique of the Marshallian school, and of Keynes 
in particular (see Part Three).

67 Rousseau wrote in his entry on 'Political Economy* for the E n cyc lo p éd ie :  'public 
finances are the blood that a wise economy, working as the heart, distributes through the 
whole body as food and life’ (Rousseau, 1755: 36).

68 Stengers and Schlanger interpret Darwin as a ‘dramatic discontinuai' since he stressed 
the role of mutations, as opposed to Lamarck (Stcngersm and Schlanger, 1991: 112). 
This is certainly not accurate. Darwin explicitly used the 'natura non Tacit saltum’ motto, 
and his theory corresponded quite well to it: that ‘canon’ which 'every fresh addition to 
our knowledge tends to make more strictly correct' was the basis of Darwin’s natural 
history (Darwin. 1859: 445).

69 ‘Any variation which is not inherited is unimportant for us. But the number and diversity 
of inheritable deviations of structure, both those of slight and those of considerable 
physiological importance, is endless* (Darwin, 1859: 75, also 72). He presented several 
examples: the wings of domesticated and savage ducks, the Baltic shells, some dwarfed 
plants in the Alps, the fur of northern animals (ibid.: 74, IOt), The same was applied to 
savage animals (ibid.: 130, 135, 175; 1871: 928).

70 Darwin, 1859: 74.
71 Darwin, 1871: 49-50, 74.
72 M had two distinct objects in view: firstly, to show that species had not been separately 

created, and secondly, that natural selection had been the chief agent of change, though 
largely aided by the inherited effects of habit, and slightly by the direct action of the 
surrounding conditions' (Darwin, 1871: 92).

73 The general rule of the genetic character of the transmission of the characters docs not 
exclude all other forms of transmission of information independent of nuclei acids. 
Maynard Smith presents some examples of what geneticists call a ‘cytoplasmatic 
inheritance’, implying the replication of changes in an organism being transmitted to 
the offspring: the developmental flexibility of the locust female is partially
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inheritable, and some experiments on the slipper animalcule Paramecium establish 
forms of inheritance of acquired characters independent of nuclei acids (Maynard 
Smith, 1993: 80 f.).

74 Spencer argued for instance against the British system of poor relief in the name of 
Darwinism (Nasmyth, 1971: 136), Many followed in his fool steps.

75 Darwin explicitly accepted Gallon's views about the existence of ‘inferior members' of 
a society (Darwin, 1871: 929, 945) but did not adopt his political conclusions: he only 
suggested the voluntary restriction of marriage for those 'inferior members' (ibid.: 205- 
206) and the incentive to the ‘best’ to leave the largest number of offspring (ibid,: 945). 
Darwin accepted a policy for social protection, in spite of the selective disadvantages 
whicii he presented in a rather unpleasant way: ‘Thus the weak members of civilised 
societies propagate their kind. No one who has attended to the breeding of domestic 
animals will doubt that this must be highly injurious to the race of man’ (ibid.: 206).

76 As Wilson presents it: ‘it is part of the conventional wisdom that virtually all cultural 
variation is phenotypic rather than genetic in origin. This view has gained support from 
the ease with which certain aspects of culture can be altered in the space of a simple 
generation ... , The extreme orthodox view of environmentalism goes further, holding 
that in effect (here is no genetic variance in the transmission of culture. In other words, 
the capacity for culture is transmitted by a single human genotype. Dobzhansky stated 
this hypothesis as follows: "Culture is not inherited through genes, it is acquired by 
learning from other human beings ... , In a sense, human genes have surrended their 
primacy in human evolution to an entirely new, non biological or superorganic agent, 
culture.” ... The very opposite could be true* (Wilson, 1975: 550).

77 This extreme genetic determinism denies historical reality. Maynard Smith (1972: 36) 
presents the case of the Arabic civilization which, a thousand years ago, would make us 
suppose — according to sociobiologicai standards — that the Arabs were better fitted to 
science than Europeans. Since the decay of this civilization — for whatever ecological 
reasons, or social conflicts and historical defeats — one can now argue just the other way 
round, for the fitness of the Europeans. But how could genes change so dramatically in 
so short a period from the point of view of genetic history?

78 ‘Now, the use of analogies is this way is widespread in biology. It is not necessary that 
lwo systems be isomorphic, or that an exact mathematical description be given of either 
of them, provided that they have something in common in their behaviour. Examples of 
such analogies arc the “psycho hydraulic" model of the brain evolved by Lorenz, or the 
comparison by Waddington of a developing organism with a ball rolling down a “genetic 
landscape”’ (Maynard Smith, 1972: 37-8).

79 Later on, Keynes shared the same interpretation: the Darwinian survival of the fittest ts 
‘a vast generalization of the Ricardian economics’ (Keynes, fX: 276).

80 ‘I have suggested that evolution operates not so much by the differential reproduction 
of chance variations of the phenotype, but by selection of genotypes which endow their 
possessors with the capacity to react adaptively with their surroundings' (Waddington, 
1975: 36).

81 ‘A living organism is a hierarchical order of open systems which maintain itself in the 
exchange of components by virtue of its system conditions' (Bcrlalanffy, 1952: 129).
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PART TWO

The Rocking Horse

It is demonstrable, said Master Pangloss, that things cannot be otherwise than they 
are; for as all things have been created for some end, they must necessarily be 
createdfor the best end. Observe, for instance, the nose is formed to bear spectacles, 
therefore we wear spectacles. The legs are visibly designedfor stockings, accordingly 
we wear stockings .... It is not enough therefore to say that everything is right, we 
should say every thing is in the best state it probably could be.

Voltaire, 1759: 230



7. Introduction to Part Two: 
Simplicity from Complexity

Let’s go back for a moment to turbulence. The most Influential theories in 
economic literature, the canons of orthodoxy, selected a particular problem in 
social reality —  equilibrium, the intrinsic drive to the changeless state of rest 
—  for ideological but also for very practical reasons: it provided a justification 
for the em erging market relation and sim ultaneously it allow ed  for 
quantification and com putation, identified  as legitim ate know ledge  
corresponding to the p ositiv ist criterion. In the Cartesian tradition, 
intelligibility requires immutability: like the first theories o f hydrodynamics, 
neoclassical economics just denied the existence of turbulence.

Walras argued clearly for such a solution, with his powerful metaphor of 
the lake: the market permanently tends to equilibrium, which is permanently 
disturbed like the level o f the lake is disturbed by the wind, ‘the water always 
looking for equilibrium, without ever attaining it . ... Just as the lake is in some 
days deeply agitated by tempests, so is the market violently agitated by crises, 
which are sudden and general perturbations of equilibrium’ (Walras, 1883:207- 
8, my translation). This metaphor inspired a transition from the typical 
mechanical world of causal regularities —  the metaphor of the clock, dominant 
in the seventeenth and eighteenth centuries —  to the next generation of 
metaphors, since irregularities were conceived of under the condition of being 
generated by external events impinging on the stabilizing mechanism.

The ‘normal’ state of affairs or the natural form of evolution were still 
identified with the tendency o f the system towards a rest point, but cycles 
may enter the picture through ‘winds’ and ‘tempests’.Indeed, the pervasiveness 
and the impact of the business cycles in industrial capitalism transformed this 
problem into a major question for the emerging science of economics.

This Part Two deals with the building blocks o f the orthodox analyses of 
cycles and growth, which dominated the profession for more than one century 
and inspired new techniques and models which are influential until our days. 
Like in hydrodynamics, this transition supposed the description o f cycles as 
independent modes o f oscillation created by factors alien to the natural 
equilibration of the systems. The rocking horse —  the most impressive of the
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late mechanical metaphors —  provided the epitome, the model and the 
procedures for that explanation.

The next pages will deal with the cyclical social processes as indicated by 
the fluctuations of macro variables and consequently develop the previous 
methodological insights in the more concrete field of analysis of social and 
historical reality. The next chapter presents some of the available taxonomies 
of business cycles theories, and discusses their common paradigmatic 
foundation, that organizing metaphor of the rocking horse —  with its exogenous 
impulses and the endogenous propagation system which is supposed to 
represent the real economy — , the cornerstone of the Frischian paradigm for 
cycles. This specification was essential to make viable the econometric 
revolution and to the successful incorporation of the concept of randomness 
into mainstream economics: as in fluid dynamics, equilibrium was conceived 
in the first generation of theories as a state of rest, while this second generation 
added energy under the form of random and independent movements of 
particles whose correlation, again, created order. This was a quite different 
approach and, yet, equilibrium was maintained as the centre of gravitation of 
the theory. The following chapter develops these concepts in the context of 
three central problems for the theory of fluctuations: the concept of equilibrium, 
the definition of the nature of the explanatory variables, and the articulation 
of the different modes and times of fluctuation (trend and cycle). Mitchell, 
Keynes and Kaidor provided some of the most powerful attacks on the orthodox 
concepts of equilibrium and certainty, and their critiques are reviewed. In 
particular, it is proved that the rocking-horse metaphor is indeed a particular 
case of the mechanical analogies which defined economics since the marginalist 
revolution. Frisch, Samuelson, Hicks and so many of the most influential 
authors o f this century understood the crucial importance o f that physical 
metaphor, and said so: the notions of statics, dynamics, stability and a fortiori 
equilibrium cannot be understood if that origin is ignored.

Since Walras, the general equilibrium program has been defined by the 
simultaneous requirements of existence, uniqueness and global stability, making 
possible optimality and comparison between different equilibria. But the 
stability condition, in particular, presents major difficulties that the ingenious 
concept of the tâtonnement process was unable to cope with. This dead end 
required a substantial change: since the 1930s Hicks and Samuelson redefined 
the mathematical formalism of the program, and Debreu chose to neglect the 
stability condition, while concluding with Sonnenschein and Mantel that those 
requirements could not be simultaneously met in the traditional Walrasian 
model, since the income effect implies undesirable forms of the supply and 
demand curves (Weintraub and Mirowski, 1994: 267). Of course, the whole 
method depends crucially on the preliminary axioms, which arc supposed to 
represent ‘pretty secure empirical knowledge*, as Hahn put it (Hahn, 1984: 7).
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Even so, the concept o f time, since it introduces uncertainty, could not be 
integrated into the model except in a paradoxical way —  and the same Hahn 
criticized the Arrow-Debreu model for collapsing the future into the present 
(ibid.: 81). Time, uncertainty and evolution will be discussed in this part.

Chapter 10 synthesizes these findings and presents criteria for a new 
classification of theories. Chapter 11 proceeds then to a survey of some business 
cycles theories, indicating some implications from early growth theories. This 
is not an extensive survey, but a rather precisely motivated and narrow 
description o f the methodological procedures and the theoretical problems 
that are here considered relevant for an evolutionary account of the movement 
of the economies. Chapter 11, in conclusion, argues for a complexity and 
nonlinearity approach integrating historical interactions, non-quantifiabie and 
hierarchical explanations of real life economics.

Part One treated the epistemological conditions for an evolutionist analysis 
and economic theory. Part Two will take now the theoretical conditions for the 
viability of that program.
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8. The Rocking Horse:
The Propagation-Impulse Metaphor 
for Business Cycle Theories

The problem of fluctuations cum irregularities in economic development is 
one of the important enigmas for contemporaneous economic science. For the 
early classics the explanation was evident, and oscillations were even 
considered as a natural consequence of the permanent conflict about the 
distribution of income in the society. In that sense, equilibrium was either a 
mere approximation or else the dramatic outcome o f the degradation o f the 
system as in the Ricardian stationary state. The abandonment and replacement 
of such conceptions was a decisive shift in the evolution o f economic theories. 
That story is the theme of this chapter.

8.1. The evolution of the debate and classifications of cycles

Four major phases can be identified in the debate about growth and fluctuations, 
indicating the evolution o f the norm al-science type o f  consensus and 
classifications: a first phase, from the origin o f modem economics until half 
of the nineteenth century, with a debate organized around Say’s Law; a second 
one, until the end of that century, with the introduction o f the first coherent 
heresies and the marginaiist revolution; a third one, until the Second World 
War, witnessed major challenges to the equilibrium model, with the devastating 
critiques by Mitchell and Keynes; and, finally, the post-war synthesis marks the 
triumph of the general equilibrium approach and neoclassical economics, the 
orthodox view which is coming now to an end. Some main characteristics of 
this four phases will be indicated.

8.1. A. Say’s Law under scrutiny
William Petty, one of the forerunners o f early Newtonian empiricism and 
positivism in economics, is credited to be the first modern economist to detect 
the existence of cycles: ‘the medium of seven years, or rather of so many 
years as makes up the Cycle, within which Dearths and Plenties make their 
revolution, doth give the ordinary Rent of the Land in Corn* (Petty, 1662, quoted
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in Mirowski, 1985:13). By the time, the concept of cycle was naturally associated 
with agriculture yields. One century later, Adam Smith, drawing from his 
Physiocratic inspiration, enlarged the concept o f yield and stock to the whole 
economy, providing the new born science with some capacity of measurement 
and identification o f functional relations. His concept o f cycle was determined 
by the circulation process of commodities, corresponding to the development 
o f  the new generalized market relations: 'When the profits o f trade happen to 
be greater than ordinary, overtrading becomes a general error both among great 
and small dealers . . . .  Sober men, whose prospects have been dis proportioned 
to their capitals, are likely to have neither wherewithal to buy money nor credit 
to borrow it, as prodigals whose expense has been disproportioned to their 
revenue’ (Smith, 1776: 406). The disproportion o f capital requirements and 
projects and the role o f profit were indicated in a very simple manner, stressing 
the characteristics o f the new times, the emergence o f industrial capitalism; but 
they were nevertheless seen as an accident, and the overall optimism remained 
unchanged fora period.1

The following authors suggested two alternative visions o f that society 
and its economic relations. Ricardo took a much more abstract approach, and 
deduced conditions for long run proportions of distributive shares among the 
social classes in the development o f the capitalist economy. Lags were introduced 
for the sake of realism, and some disproportions were possible in this universe 
of diminishing returns, but the general trend was defined as some sort of entropie 
evolution to stationary degradation. Say, at the same time, defined his alternative 
optimistic vision of a market economy which would not suffer either from major 
contradictions or from crises, since ‘It is worthwhile to remark that the product 
is no sooner created than it, from that instant, affords a market for other products to 
the full extent of its own value’ (Say, 1803-1: 167).

T\vo critiques were opposed to this type of explanation. Malthus attacked 
those notions o f equilibrium, suggesting a new theory of development and doom, 
based on his theory on population and resources.2 Alternatively, Sismondi, who 
presented the first extended version of the principle o f effective demand (Sismondi, 
1819: 131), criticized Say and Ricardo in a very effective way (ibid.: 344, 372), 
rejecting their ‘metaphysical abstractions’ (ibid.: 351), their laissez-faire 
conception and namely the notion that individual self-interest leads to social 
welfare (ibid.: 50) and their mechanistic concept of causality (ibid.: 125).

By the half o f the century, the transition from the old regime was under 
way, capitalism was dominant in Europe and in the world markets, and Say’s 
Law was accepted in economic science as the expression of such achievements. 
One o f the main consequence of this triumph was the abandonment o f a 
significative part of the agenda of the classics, namely their concern about 
distribution —  that is, the social differentiation in the concrete society —  as 
the main theme for economics. Even if the fluctuations in growth were not
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coherently addressed by the classics, this modification in the agenda meant that 
equilibrium metaphysics would thereafter consider the very concept o f  
fluctuations as essentially irrelevant or unexplainable by science.

8.1.B. The marginalist revolution and the first global heresies 
The second half of the century was marked by the marginalist revolution, 
extending the mainstream consensus about Say’s Law. The marginalist 
revolution was fuelled by the analogical incorporation into economics of the 
energetic physics of Joule and others, created by the 1840s, introducing the 
maximization principle and the notion o f  conservation o f  utility and force, 
and this made possible a new formalization capacity and an impressive 
intellectual development. As a consequence, this neoclassical paradigm unified 
a very peculiar behavioural approach, the ‘legal atomistic’ identification of 
every agent under the same type o f objective function, with the correspondent 
mathematical formalism. In conclusion, the equilibrium paradigm was 
reinforced by the idea, proved under severe restrictions in the models, that 
every factor is paid according to its own contribution to the product, and 
therefore the problem o f distribution no longer exists. As far as the cycles are 
concerned, orthodoxy assumed therefore that the existing fluctuations could 
only be minor accidents, irrespective o f the general equilibrium o f the economy. 
Tills Walras synthesized with the contention that equilibrium was the only 
relevant framework of economics and that statics was its method.

Not surprisingly, the heresies after Sismondi and Malthus challenged the 
whole corpus o f this doctrine. Marx attacked Say’s Law and equilibrium 
economics, suggesting a schema of reproduction based on the classical problem 
o f social distribution and accumulation and leading under realist conditions 
to the natural state of disequilibrium. Moreover, he developed a theory of 
exploitation and alienation which implied that, in normal situations o f business, 
social inequality was the privileged form of growth. Investment was considered 
as the prime mover of some seven to ten years cycles in the replacement of 
the systems o f machines in the carrier industries —  like cotton —  and Marx 
even considered some other hypotheses about longer fluctuations o f the economy.

Juglar published, after and independently from Marx’s first sketches, a 
new theory o f fluctuations, adding a broader perspective to Sm ith’s 
‘overtrading’, eventually influenced by his own medical practice; he identified 
a cycle o f 5-7 years o f ‘expansion’ and 1-2 years of ‘liquidation’ in the 
commercial statistics o f the most developed European countries, and concluded 
that the social body suffered from successive states o f prosperity and depression, 
in a sequential causal chain (Juglar, 1862: 202; 1893: 23), concurring with 
Marx that fluctuations were part o f the normal evolution of capitalism. Similarly 
to Quesnay’s Tableau Economique, Juglar analysed the economic evolution in 
terms o f the circulation o f value defined in analogy to organic processes
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(circulation of agricultural product for Quesnay and commodities and prices 
for Juglar). But both heresies were ignored by mainstream economics, which 
for a long time did not include the inquiry on cycles, since they were considered 
irrelevant or simply impossible. By the end of the century, the organic analogies 
were generally displaced by mechanical determinations.

8.I.C . The third wave o f heresies
The third period, from the beginning of the century until the end of the Second 
World War, was dominated by the dispute between general equilibrium theories 
and some major new arguments developed within the academic discipline: 
the ‘classics’ versus Keynes debate.

Keynes, strongly opposed to Ricardian econom ics and to the general 
equilibrium paradigm, classified the theories according to a very simple criteria: 
they could be either Ricardian or heretic, accepting or rejecting the metaphysics 
o f a self-adjusting mechanism in the evolution o f  societies. And this antinomy 
called for an aggressive strategy: ‘thus if the heretics on the other side o f the 
gulf are to demolish the forces o f the nineteenth century orthodoxy ... they 
must attack them in their citadel’ (Keynes in a 1934 radio broadcast, quoted in 
Freeman and Soete, 1994:28). This was o f course what Keynes tried to do with 
considerable success, but without defining a comprehensive theory o f the cycle, 
since the ontological and epistemic status of the marginal efficiency of capital 
was not very clear.

Anyway, Keynes departed from orthodoxy in several crucial themes. First, 
this central explanatory variable1 encapsulated a combination of endogenous 
and exogenous factors in a (non-declared) non linear m odel, therefore 
abandoning the positivist criteria. Second, since demand is psychologically 
determined and supply is technologically determined, maladjustment can arise 
within a group of factors (the ‘animal spirits’) or between groups of factors 
and, naturally, instability is the normal state of the model. Keynes’s refusal to 
present the model in a formal way was not innocent: it was in fact impossible, 
since the evolution itself was determined by these combinations o f economic 
and extra-economic factors, in an unpredictable mix comprising several non- 
quantifiable factors and complex interactions. Keynes’s was indeed the first 
major argument for a complex approach in economics after Marx’s.

Another alternative school was American Institutionalism, particularly 
relevant for this survey on business cycles, since it did produce the most 
persistent research program on the matter for some decades. Mitchell worked 
on a detailed methodology and chronology of cycles, and in fact classified 
theories according to a criterion similar to the one Keynes would later on 
imply in his General Theory. After his first major study on cycles (1913), Mitchell 
suggested in 1927 the following classification of theories: (i) physical theories 
(Jevons’s theory of agricultural fluctuations from sunspot, Sombart); (ii)
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emotional theories based on psychological errors (Pigou); and (iii) institutional 
theories, including the expectations of fluctuation in profit (Veblen), monetary 
fluctuations (Kuznets), increase in production of equipment goods simultaneously 
with a decrease in the marginal demand price for consumption goods (Aftalion), 
maladjustment of demand for investment and current savings (Tugan-Baranowsky), 
and overproduction of industrial equipment (Spicthoff) (Mitchell, 1927: 49 f.).

Two features of this classification are relevant for this study. First, it deals 
with the theories as holistic explanations. In this context, the distinction between 
endogenous and exogenous variables is not definite and even less fixed once 
for all. Only with a major break with this tradition, under the influence of 
Frisch, Hicks and Hansen among others and the incorporation o f  the 
prescriptions of the Vienna Circle in the first research program of the Cowles 
Commission, did such an antinomy come to be considered as a central 
characteristic o f the methodology for the next stage of the debate about cycles.

Second, Mitchell had a clear synthetic intention and his work was designed 
to provide a comprehensive account considering all sorts o f factors in historical 
detailed descriptions. His procedure for the classification o f theories was 
implicitly followed by Haberler, in an important book published in 1943, which 
was considered by other authors as the most important theory of cycles o f the 
time. Haberler and Hansen were then two o f the most well known theorists of 
cycles, and later on both embraced Keynesianism. According to Haberlcr’s 
classification, six types of theories should be considered: (i) monetary theories 
based on the fluctuations o f  supply and price o f gold (Hawtrey); (ii) 
overaccumulation theories, a rather eclectic classification including Wicksell, 
Cassel, Hayek, Mises, Robbins, Spiethoff, Hansen, Schumpeter, Harrod, Pigou 
and others; (iii) theories on the variation of the production costs (Mitchell, 
Beveridge, Fisher); (iv) under-consumption theories (Malthus, Sismondi); (v) 
psychological theories (Keynes, Pigou, Mitchell); and (vi) agricultural 
fluctuations theories (Jevons) (Haberler, 1943: 13 f,).

This classification was obviously more complete than Mitchell’s, but it 
was also more dubious. It included very large and heterogeneous groups and 
different time scopes which do not help to identify the specific problematic of 
the authors and, furthermore, some of the classifications were ambiguous 
(M itchell as a defender o f ‘psychological theories’, for instance). This 
classification departed from Mitchell’s as it considered the more concrete 
impulse-propagation mechanism which was being argued as the correct 
approach to the inquiry. The full adoption of this procedure would change the 
whole analysis of cycles.

8.I.D . The great synthesis: mechanism is back
The debate between Keynes and the neoclassical was superseded after the end 
of the Second World War by a synthesis, which in fact began with the IS-LM
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version of the General Theory by Hicks and defined orthodoxy for at least two 
generations. This synthesis reinvigorated the general equilibrium approach and 
allowed for the incorporation o f the econometric methods in the research 
program of neoclassicals.

As far as the theory of cycles was concerned, two short and influential papers 
provided the arguments for the transition from holistic systems of explanation to 
strictly organized mechanical models discriminating endogenous and exogenous 
variables and their different causal capacity: Slutsky’s 1927 article, and Frisch’s 
1933 celebrated contribution to the Festschrift of Auguste Cassel.

The Slutsky-Frisch approach considered two types o f mechanisms: an 
impulse generation, from exogenously given factors, and a propagation system, 
endogenously damping the oscillations, Econometrically, the impulse could 
be delt with as a stochastic variable, whereas the propagation system of 
simultaneous linear equations would represent the desired property o f natural 
convergence towards equilibrium. According to this view, theories should be 
classified following the type of impulse suggested and the internal mechanism 
described in the model. In 1951, Hansen endorsed this vision o f the cycle as 
the response o f the economic system to random, ‘erratic’ external shocks 
(Hansen, 1951a: 6), and divided the causal explanations in seven categories:
(i) aggregate demand theories (Malthus, Hobson); (ii) credit and confidence 
external shocks (Stuart Mill, John Mills, Marshall); (Hi) investment irregularities 
(Schumpeter, Tugan-Baranowsky, Cassel, Robertson, but also Jevons, Juglar, 
Sismondi, Rodbertus); (iv) investment demand schedule (Wicksell, Fisher, 
Keynes); (v) impulse theories (Pigou, Aftalion, Clark); (vi) monetary 
disequilibrium (Hawtrey, Hayek); (vii) lags, leads, sequences creating oscillations 
(Mitchell) (ibid.: 270 f.). Hansen intended to combine all those elements in a modem 
theory of the business cycle (ibid.: 491). In the same vein, Bums classified the 
theories according to their slated propagation mechanism (Bums, 1969: 10-3). 
Many other economists, even in spite of their distances to the mainstream, adopted 
this kind of taxonomy based on the distinction between endogenous and exogenous 
variables (Sherman, 1991; Dore, 1993).This became the traditional typology (for 
example, Guesnerie and Woodford, 1992: 289).

As a consequence o f the adoption o f this Slutsky-Frisch analytical 
framework, the overall theoretical orientation and purpose o f business cycle 
theory was changed: rather than studying the reasons for structural change 
and evolution, the theory separated the problem of growth from that o f the 
oscillation, attributed growth to the chapter of comparative statics or moving 
equilibrium and restricted the cycle to the analysis o f the stochastic error term 
and to the properties o f the mechanism of equilibration.That double decomposition 
became the hallmark of orthodox theories of economic turbulence.

For some time in the 1940s, the direction of the research program was still 
defined by the linear acceleration models of endogenously produced cycles,4
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but this extreme unrealist approach was abandoned and rapidly replaced by the 
concept of oscillations driven by purely exogenous shocks. By the 1970s, 
virtually all the available Equilibrium Business Cycles (EBC) theoretical 
models were developed in this framework. In the eighties, the development of 
the new Real Business Cycle (RBC) models confirmed once again this choice, 
although considering another factor as responsible for the exogenous effect. In 
the late eighties, the development o f the new growth theories opened the way for 
new conceptualizations in economics, including increasing returns and positive 
feedbacks, but that conception has not been developed as a new theory of cycles.

The metaphorical origins of this new paradigm will be now presented, 
before its formal discussion in the next section.

8.1.D .1. The mechanical metaphor o f equilibrium
Frisch, the leader o f the early econometric program who shared with Tinbergen 
the first Nobel prize for economics (1969), was fully aware of the limitations 
of the equilibrium concept and of its mechanical roots. Yet, he thought that 
the concept was essential in order to produce operational statements and to 
apply the econometric methods, decisive for the progress o f the discipline. In 
his seminal 1933 paper on impulse and propagation systems,5 Frisch used the 
mechanical analogy in two different senses.

The first one was ex p lic itly  acknow ledged: in order to explain  
Schumpeterian innovations as an example for the exogenous and more or less 
continuous shocks, Frisch used his 1931 metaphor of a pendulum6 suspended 
from a receptacle permanent filled with water. A pipe was prolonged until the 
end of the pendulum and opened so that a regular movement was created, 
preventing the cessation o f  the oscillation. These movements represented 
Schumpeterian innovations, ‘operating in a more continuous fashion and being 
more intimately connected with the permanent evolution in human societies 
(Frisch, 1933: 203). Frisch added that the analogy had been decisive for him 
to understand the theory: 'Personally, I have found this illustration very useful. 
Indeed it is only after I had constructed this analogy that I really succeeded in 
understanding Schumpeter’s idea’(ibid.). Indeed, Frisch consulted Schumpeter, 
who accepted this imaginary model as a convenient representation of his own 
ideas. The metaphor is very important, and Schumpeter referred to it several 
times and always approvingly;7 it is nevertheless paradoxical, since innovations 
were presented, against the spirit and the letter of Schumpeter's Business Cycles, 
as an exogenous and quite regular factor.*

The second mechanical analogy was more important and pervasive: the concept 
of equilibrium itself, defined later on as a stationary ‘mechanical motion (Frisch, 
1935-6:101 ). In the same paper, Frisch indicated that equilibrium cou Id be defined 
as a mechanical concept or as a ‘social concept’; of course, the second concept 
was not used, since it was assumed that economies were always equilibrated.
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Ignoring this social interpretation, Frisch’s impulse-propagation scheme 
incorporated the physical and mechanical notions of movement and rest, and made 
possible the use of the more sophisticated tools o f statistical analysis: the theory 
provided a synthesis between determinism (the propagation system) and the 
stochastic view (the impulse system) and defined a clear causal relation. This 
constituted a new departure for mainstream economics, and Samuclson correctly 
interpreted this change of paradigm as comparable to the transition from classical 
mechanics to quantum physics (Samuclson, 1947: 243).

Samuclson \s 1947 doctoral thesis —  The Foundations o f Economic Analysis 
—  constituted another essential building-block for this paradigm. Once again, he 
did not ignore the role o f metaphor, and the very first phrase of the book vindicated 
the constructive role of analogies between different bodies of knowledge, claiming 
for a general unification o f theories as regards those mechanicist central 
characteristics (ibid.: 9). Although by that time exclusively concerned with the 
deterministic part of the Frischian paradigm, Samuelson’s specific contribution 
added two core concepts to the paradigm. One was the notion of causality: as the 
(propagation) system was representable by a system of simultaneous equations, 
no variable could be said to distinctively influence the others, given that they 
were all simultaneously determined since the equilibrium conditions were set 
and the equilibrium state was stable and defined once for all. Therefore, causality 
was only attributable to exogenous variables or changes in the parameters:

Within ihe framework of any system, the relationship between our variables are 
strictly those of mutual interdependence. It is sterile and misleading to speak of 
one variable as causing or determining another. Once the conditions of equilibrium 
are imposed, all variables are simultaneously determined. Indeed, from the 
standpoint of comparative statics, equilibrium is not something which is attained; 
it is something which if attained has certain properties. The only sense in which 
the concept of causation is admissible is in relation to changes in external data or 
parameters. (Samuclson, 1947; 14-5)

Of course, this is the pure mechanical conception: the mechanism defines its 
own equilibrium as the articulation of all its internal movements and mutual 
influences and, unless there is an externally motivated change, the obtained result 
is permanent. The solution of the equations is the formal representation of the 
equilibrating mechanics. This is also the common synthesis between positivist 
determination and the assumption of stability: since equilibrium rules the system, 
disturbances can only be imposed from outside, as stated by Hayek (1933:42-3).

The second important concept is, as in Frisch, the definition o f equilibrium 
as a stationary situation to be described by a static theory and namely as a 
particular case of dynamics, as that case in which no change will happen 
(Samuelson, ibid.: 223, 243,270-1 ,282), Samuelson argued that two different 
meanings of statics were possible: statics as a degenerate case of dynamics or
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else as two completely separate classes, dynamics as all those cases which are 
non-static. Not surprisingly, he added that what was involved was ‘only a 
verbal problem of definition’ (ibid,: 269). It is not: a crucial difference exists 
between both concepts, but Samuelson simply followed orthodoxy in that 
matter. Samuelson’s own example is the most telling: he argued that a bullet 
of a canon is in equilibrium, be it at rest or be it in the ‘medium course’ of a 
shot (ibid.: 283) —  but the ontological difference between both cases requires 
no argument, and o f course there is no meaningful sense for the ‘equilibrium’ 
of a shot (it follows approximately one trajectory, but never at the same velocity, 
and will be destroyed at the end).

Indeed, the concept of equilibrium as a state of rest is the only meaningful 
proposition compatible with the mechanical metaphor, because the nature of 
the object is conserved, and in that sense it was fully endorsed by Samuelson. 
The reason for doing so was invoked at the very beginning of the book by another 
metaphor: all unstable equilibria are transient, and stability is the natural situation 
to be studied and verified: ‘How many times did the reader see a standing egg? 
From the formal point of view, it is frequently worth considering the stability of 
non-stationary movements’, wrote Samuelson (ibid.: 11, my translation), Walras 
and Columbus were finally vindicated by Samuelson’s egg.

The consequence was to reduce economics and the growth or cycle theories to 
very limited set of phenomena, excluding realist assumptions about uncertainty: 
Samuelson acknowledged Knight’s and Keynes’s work on uncertainty but 
concluded that they were inconsequential for the determination of the equilibrium 
values of the variables (ibid.: 114), and specifically rejected Knight’s critique of 
the physical metaphor,9 dismissing it as a confusing paper (ibid.: 267).

Since his 1939 Value and Capital, Hicks followed the same path, restricting 
his inquiry to comparative statics, assuming that the system was always in 
equilibrium and even ignoring the processes of convergence towards it; as for 
Samuelson, the system of equations represented the ‘mechanical periodicities’ 
(Hicks, 1939: 131). Of course, since this was an intellectual construction, the 
author accepted that ‘in another wider sense’ the economies were always out 
of'equilibrium or in an ‘imperfect equilibrium’ (ibid.: 131, 134), and that 
equilibrium would be indeterminate if realistic assumptions were introduced about 
the existence of monopolies or State intervention (ibid.: 834). Put in other terms, 
the equilibrium paradigm’s Titanic shipwrecks against the iceberg of reality.

Curiously, in spite o f the important role of his book in the progress of the 
neoclassical program, Hicks expressed later on important reservations about 
the equilibrium paradigm. The first argument was that equilibrium models were 
limited to the stationary case, useless for practical purposes:

With every step that we have taken to define this equilibrium model more
strictly, the c loser  has becom e its resem blance to the old static  or even
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stationary equilibrium model; its bearing upon reality must have com e to seen  
even more remote. It has been fertile in the generation o f  class room exercises; 
but so far as we can yet sec, they are exercises, not real prob lem s.... They arc 
shadows o f real problems, dressed up in such a way that by pure logic we can 
find solutions for them. (H icks. 1976: 183)

The representation of time and change is evidently the main difficulty, 
since when time is plotted as a spatial coordinate, something is ignored: 
the difference between past and future and therefore uncertainty (Hicks, 
1976: 135), As a consequence, equilibrium methods restricted the field of 
the inquiry to timeless and changeless systems (ibid.: 140; 1979: 45, 82). 
The second important reservation by Hicks was about the heuristic capacity 
of the equilibrium paradigm, which encouraged econom ists to waste time 
with abstract constructions ignoring history, and being ‘practically futile 
and indeed m isleading’ (Hicks, 1976: 143).

Another example of major contributors to the definition of the program 
who later on developed a sceptical view o f the project is that o f Hahn, who 
was responsible with Arrow for a major development in the program and who 
acknowledged that the notion of equilibrium originated in mechanics. These 
authors considered the Paretian equilibrium as ‘the most important intellectual 
contribution’ of economics to social sciences (Arrow and Hahn, 1971: 1). But, 
after some years, Hahn argued that the program could not develop an acceptable 
account for the convergence and stability conditions since:

the whole subject how to attain equilibrium has a distressing ad hoc aspect. 
There is at present no satisfactory axiomatic foundation on which to build a 
theory o f  learning, o f  adjusting to errors and o f  delay times in each o f  these. 
It may be that in som e intrinsic sense such a theory is im possible. But without 
it, this branch o f  the subject can aspire to no more than the study o f  a series 
of suggestive exam ples. (Hahn, 1982: 747)

Arrow made the same point, and so did Hutchison, criticizing the ‘fantasy’ 
and ‘blackboard concepts’ developed by the equilibrium paradigm (Hutchison, 
1992: 86). This rather impressive late reactions against the mechanical 
metaphor, namely by some of its more distinguished creators, is a brilliant 
evidence o f the current crisis of the neoclassical program. But, then, how 
was it possible that such a metaphor dominated the research for generations?

8.I.D .2. Mechanics and its lever
The first building block of the new approach was the 1927 article by Slutsky,11’ 
translated ten years later in the influential Econometrica, the voice of the new 
synthesis between probabilistic (quantum) and deterministic (energetic) 
economics. According to Slutsky, two possible origins could generate the 
cyclical behaviour: the existence of deterministic and structurally created cycles,
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or the impact o f random shocks on a stable structure. The second cause was the 
object of his study. Two years before the publication of this article, Irving Fisher, 
arguing that there was no cycle but only a ‘dance of the dollar’ above and 
below trend, had concluded that the oscillations were nothing more than ‘Mon
te Carlo Casino’s cyc les’ (Fisher, 1925: 191-2): Slutsky provided some 
mathematical foundations for such an argument.

Slutsky considered pure random shocks and even suggested to 'give up 
the hypothesis o f the superposition of regular waves complicated only by 
purely random components’ (Slutsky, 1937: 107). In his paper, the irregular 
fluctuations were created by a single process of random disturbances. Using 
several series from the Russian lottery and other sources, Slutsky was able to 
prove that the simple summation of random processes could create cyclical 
patterns with approximate regularity (Slutsky, 1937: 105 f.). This was just the 
opposite to Kondratiev’s belief that the shocks could hide but never create an 
illusion o f the wave (Kondratiev, 1992: 267); in the context of the Slutsky’s 
series, the random causes created a fictitious cycle, and the author suggested 
that moving average methods could as a consequence show cycles where none 
existed. But Slutsky also showed that the summation of this random causes 
could imitate for some cycles the harmonic series o f a small number o f  
sinusoidal curves, but that after a limited period a new and radically different 
regime would be established (ibid.: 123). These so sharp changes are not, o f  
course, the observed phenomena for the majority of the historical periods.

The Slutsky scheme may be interpreted in several distinct ways. In the 
original sense, it is a model generating artificial cycles, which exist only in 
the statistical representation by imposition of the linear filtering (moving 
averages o f other) procedures. Otherwise, if  the economy is considered to be 
like a dampening and stabilizing system, as in the Frischian model, then 
the random shocks can be conceived o f as being averaged and dissipated 
by the very functioning o f the economy, and the cycle is supposed to 
happen in real terms. This is the interpretation followed by more recent 
models, such as Lucas’s: the linear filtering o f random shocks (o f money 
supply) creates autocorrelated fluctuations, and therefore involve all other 
variables in a cyclical process.

This example proves that the argument was compatible with the idea o f a 
damping internal mechanism leading to a normal state of equilibrium, to which 
some external shocks were impinged creating oscillations: that is why it was 
incorporated in the neoclassical tradition. Frisch, aware o f Slutsky’s article when 
he developed his 1933 model, argued in the context of the dominant metaphor: 
the economy could be modelled as a mechanism (the markets) with a stable rest 
state and a force towards equilibration (the market clearing processes). If the 
economy was conceived as gravitating around equilibrium and cycles were 
viewed as the outcome of shocks moving the economy away from the centre of
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gravitation, then the articulation of some degree o f realism and a general 
equilibrium approach was possible. Moreover, as Frisch openly proclaimed, ‘If 
fully worked out, I believe that this idea will give an interesting synthesis 
between the stochastic point o f view and the point o f view o f rigidly 
determined dynamical law s’ (Frisch, 1933: 197-8). Thus, the theory of 
cycles became a central point of the articulation o f neoclassical econom ics 
after the probabilistic quantum revolution, and introduced the parallel 
econometric revolution.

Frisch considered the intrinsic structure o f the market economy to have a 
damping tendency determining the length of the cycles; but the cause of the 
oscillation, nevertheless, were the external shocks, the ‘source o f energy in 
maintaining oscillation s,... a stream of erratic shocks that constantly upsets 
the continuous evolution, and by so doing introduces into the system the 
energy necessary to maintain the sw ings’ (ibid.: 197-8). The problem was 
then to explain how those Slutsky shocks were accumulated and transformed 
by the weight system provided by the internal mechanism (ibid.: 202-3). 
The analogy illuminating this process was the movement o f a rocking- 
horse, as firstly argued by Wicksell and Ackerman and then repeated and 
developed by Frisch (ibid.: 198): the deterministic part of the economy is 
represented by the damping propagating mechanism (the wooden horse), 
while irregular cycles are created by the impulse system of stochastic and 
external shocks (the force applied to the horse).

The mechanical analogy inspired the Frischian synthesis o f determinism 
and randomness: external causal forces create the im pulses, while the 
propagation system is the mechanism which accounts for the stabilizing 
properties and the convergence towards equilibrium. The requirements of 
orthodox epistemology were met: causality was clearly defined and attributed 
and, although the primary cause was considered unknowable since exogenous, 
stability and equilibrium are guaranteed by a controllable specification of the 
model, which was the domain of a practicable econometric study. The inquiry 
was therefore restricted to the definition o f the hypotheses about the behaviour 
of the shocks, to estimate the deterministic part o f the model, to generate a 
series from it and to compare such a series with reality in order to obtain a 
confirmation o f the theory. The model is formally presented and discussed in 
the next sections.

8.2, How does the horse rock?

Three conflicting approaches inspired from the thirties and the forties the 
discussion about the cyclical behaviour o f real capitalist economies: first, the 
models derived from the multiplier-acceleration principle, second, the Frischian 
type of model, both assuming a linear specification, and finally some nonlinear
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models of endogenously generated growth and cycle. This section presents the 
relation between the first two types of models, and discusses the reason for the 
final predominance of the Frischian approach.

8.2.A. A general linear model of cyclical potentialities 
Consider a very simple general structural linear model of an abstract economy 
(adapted from Kenkcl, 1974: 323 f.), where y t is the dependent aggregate 
variable, and .v the independent aggregate variable. Lags are considered in 
both cases:/- foryf ands for^,and a stochastic term is included,eft representing 
the traditional specification either for the shocks or for omitted variables or 
measurement errors. The following equation gives the state of the economy at t:

'W  V,.t+-+ K y„+<*0x, +•••+«,-V, + e, = ° <8-l>

or

y, = < W  y,.\ - -  - A * * , * -  - * W e, M
and considering now the system describing the evolution o f the economy with 
r + 1 equations, simplified and organized in a matrix form,

y(/)=C Y{t-1 )+D X(t) +V(t) (8.3)

w here obv iou sly  Y(t) and V(t) are ((/-+1 ) x l  ) m atrices, Y(t-1 ) is ((/*+1 ) x  1 ), X(t) is 
( ( s + l ) x  l ) ,C is ( ( r + l ) x ( r + l ) ) a n d £ > is ( ( r + l ) x ( s + l ) ) ,T h e c o e f f ic ie n t s o f C a n d  

D  are, o f  course, c u= -b /h Q, andrf[f=-m  ,/bu, and v(|= -eyb0. It is assum ed that lim  

C '= 0  forr*->°°.

Now, (8.3) can be easily solved forF(/). Since

r(f)=*(/-CL)-'[0X(/)+V(/)î (8.4)

where L is the lag operator. The general solution is:

Y(t) =CY(0) + DX{t)+CDX{i- ])+C2DX(t-2) + ... +C'DX(\)+V(t)+CV(t-))+ 
OV(t-2)+ ... +C 'V (1) (8.5)

The equation (8.5) is the composition of three distinct parts:

(i) CfT(0), which are the initial conditions of the model. In this case,T(0) = [y(0) 
y(-l)...y(-r)]'.

(ü) X .C  DX(t-i), with / = 0 ,...,/-I, which are the exogenous contributions to the 
evolution of the system.

(iii) Z  O  V(t-i), with / = 0,..., t- 1, which are the weighted stochastic influences on
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the evolution of the system.

The cyclical behaviour is determined by a conjunction of causes from these 
components:

(i) by the factor including the initial conditions, since it can exhibit an 
oscillatory pattern under some circumstances. CT(0) can be expressed as 
a linear function o f the roots o f C: if any of these roots is complex, Q  will 
provoke oscillations.

(ii) the exogenous influence on the system is a linear combination of the 
previous values of the independent variable. Two different situations can 
be considered. If the roots of C are complex, then it will provoke an 
oscillatory behaviour. But still if the roots are real, a possible oscillatory 
movement depends on the behaviour o f the exogenous variable, with the 
cycle being externally created (or damped). This is the case dealt with by 
the Political Business Cycle theories.

(iii) finally, the effect o f the stochastic variable. Under certain assumptions
about the distribution of the vectors of V(t), for example, that vf are IID, 
£(v()=0 and v and v. are uncorrelated for any j ï i ,  W  being the covariance 
matrix o f V(t), and considering then:

E iZU) Z{ty\ = E [X a  V(t-i)] [£  a  V â-or With i=0.... t-1
= W + C W C  +...+ CM W C (8.6)

and generally,

E [Z(/) Z(/-;■)’] = O  EfZ(r) Z(/)'] for any j±t (8.7)

the vectors Z(t) are correlated and so there is a time dependence between 
any Z(t) and Z (t-j). If the roots of C are complex, OE[.] oscillates. But even if 
the roots o f C  are real, the cycle is still possible due to the correlation o fZ(t) 
with any Z(t-j). This is the Slutsky effect: a linear combination of stochastic 
independent variables, can produce an oscillatory behaviour.

In summary, if all or any of the roots of C are complex, the three components 
will create internally generated fluctuations; if the roots are real, the stochastic 
element and the exogenous variable can still determine externally generated 
cycles. Both Samuclson’s and Frisch’s interpretations of the cycle constitute 
particular cases o f this general linear model.

8.2.B. The acceleration model
In 1939, Samuelson presented a multiplier-accelerator model in a very simple
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form (Samuelson, 1939: 265 f.). The system includes three equations; Y is 
income, C consumption, /  induced private investment and G is governmental 
expenditure; a , the marginal propensity to consume, and b , the acceleration 
coefficient or the ‘relation’, are constant:

Y, = G, + C, + /, (8.8)
C, = a y„ (8.9)

/, = ft(C,-CM) (8.10)

In other words, Samuelson’s system is a particular version of (8.3), where r = l, 
ct- a ( l+ b ) ,  c0=-ab, V (t)~0,D =f,X (t)~G t. As previously demonstrated, the only 
possible origins for cycle are complex roots,11 since Gt is considered non- 
oscillatory, and for simplification equated to one by Samuelson. Samuelson 
rejects, by this specification of the model, the effect of the stochastic variable 
as a possible cause for oscillations, and rejects also the effect of the exogenous 
variable as a possible cause. The only source of fluctuations is the effect of 
initial conditions and the endogenous variable.

As shown by Samuelson, there are four different regimes, according to the 
values o f the coefficients. In two regimes there is non-oscillatory convergence 
or divergence (with either distinct or repeated real roots), in two others there 
is oscillatory convergence or divergence (with complex roots lying inside or 
outside the unit circle). And only under the restrictive assumption o f a certain 
value for the parameters we can have permanent cycles. As this outcome 
corresponds to the observed situation better than explosive or damped cycles, 
it is obvious that this model only explains fluctuations if there is some celestial 
entity setting the desired and precise constant coefficients, so that the oscillation 
be perpetually repeated and stable.

It is very difficult to accept either the assumption or the conclusion. 
Furthermore, in spite of the fact that the model has the attractive peculiarity 
of explaining the behaviour of the system by internal relations between the 
variables, it cannot explain irregular and nonperiodic timing in fluctuations. 
In other words, it is irrelevant for a real world analysis. This is the reason for 
the general rejection of the model: it does not explain cycles (Baumol and 
Benhabib, 1989:78; Zamowitz, 1985:544). As a consequence, theories based on 
the accelerator were forced to develop complementary hypotheses: for instance, 
Haberler’s theory stressed the role o f the expeclations-driven accelerator creating 
a disproportion in production o f capital goods and moving from the boom into 
a crisis, but added the role o f innovations to explain the lower turning point 
(Haberler, 1943:345-6).

The acceleration principle introduced a peculiar version of the physical 
metaphor, as recognized and praised by Hicks: T h e acceleration principle 
established an analogy between economic fluctuations and the ‘waves’ which
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arc so elaborately studied in physics; thus a vast amount of knowledge and 
technique acquired for that purpose by applied mathematicians and physicists 
suddenly become relevant to the economic problem’ (Hicks, 1950: 4). To the 
mechanical pendulum was now added the concept of friction and viscosity. 
Still, a more complete model was necessary in order to integrate the various 
motivations for the cycles, Frisch provided such an explanation in the 
neoclassical equilibrium framework.

8.2.C. Rocking again
What is here called Frisch’s model is, in fact, the 1933 version by Frisch of the 
impulse and propagation systems, using the important insight by Slutsky about 
the possible active role of exogenous shocks in the creation of cycles under 
trivial conditions of randomness. It is also a particular case of the general linear 
model previously presented.

In its standard formulation, the model considered the propagation system 
to be defined by CY(t-1 )+DX{t), and the impulse to be generated by V(t), following 
the specification of the general linear model. Oscillations created by previous 
reasons i (initial conditions) and it (the known exogenous variable) were 
excluded, and only causes iH (the stochastic random effect) were considered. 
Unlike Samuelson’s multiplier-accelerator model, in this case the linear stochastic 
difference equations exhibit some more realism and shape irregular cycles, 
although this is still more restrictive than Slutsky’s original approach, which 
also considered but did not discuss a possible cause (/).

This type of model very rapidly became the canon in orthodox economics: 
it was easily tractable front the mathematical point of view, it rejected the 
purely endogenous explanations which could not explain the observed 
irregularity o f the cycles under a linear specification —  that was the case of 
the multiplier-accelerator model — , it combined endogenous and exogenous 
determination and rejected the ‘inadequate behavioural foundations o f the 
early [nonlinear endogenous] models’ (Boldrin and Woodford, 1990: 190-1), 
since these did not assume optimization. A large body of research could therefore 
be based on this assumptions and techniques, and its success established the 
pattern o f normal science for long time.12

Furthermore, the propagation-impulse schema provided a clear cut 
distinction between endogenous and exogenous variables, which defined the 
following classifications of theories and organized the separation between the 
growth theories and the theories o f cycles. In short, the price for the crucial role 
the theory of cycles played in the reorganization of the neoclassical paradigm 
was its own downgrading to an inferior epistemological status, since there was 
not much causal explanation to be defined from an external, unknowable and 
essentially irrelevant and uninformative stream of events.13

This was why, in spite of the character of their analysis of long term evolution
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of capitalist societies, these models did not consider structural evolution, since 
technical and social change was excluded: in the acceleration context, structural 
change was ignored by the initial truism declaring that, under the ceteris paribus 
of no modification of technology, then an increase in national income requires 
an increase of capital, given the stable capital-output ratio, and in the Frischian 
framework it was ignored by the trendless simulation and by the structure of 
propagation.

Anyway, the equilibrium concept was saved, and cycles, under the names 
of ‘oscillations’, ‘fluctuations’, ‘shocks’ or others, were incorporated into the 
main metaphor. Several decades later, this schema was still supposed to legislate 
about the disputes, as in the Keynesian-Monetarist controversy,14 and presided 
over the development of the mainstream models o f cycles.

8.3. Classification of classifications: problems and alternatives

The acceptance of the Frischian approach implies a double decomposition (trend/ 
cycle and impulse/propagation) and a distinct articulation of modes of causality, 
since two different mechanisms were supposed to be simultaneously at work: 
the propagation (which must be explained) and the impulse system (which cannot 
be explained, but about which some crucial hypotheses must be established). 
Accordingly, the theories are classified in function of their statements about 
each one of this mechanisms, and could be separated in two main groups. The 
first group includes the research programs on the propagation mechanism, 
leading to the growth theory taking the trend as the relevant object to be studied 
and restricting dynamics to comparative statics, or leading to theories of 
convergence to equilibrium, whereas the second one includes the research 
programs on the impulse system, leading to the specific theory of cycles, based 
on static assumptions.

Of course, this distinction is highly artificial and any theory claiming for 
some realism is forced to make statements about both domains. So, the current 
practice has been to classify theories according to their central governing 
mechanism, be it internal or external, and to provide a rather eclectic and 
descriptive list of theories, each one being a specific instance of the class (this 
is for example the procedure of Bums, 1969).

As a consequence of this procedure, two of the essential features of the 
paradigm were undermined. The first is the very distinction between 
endogenous and exogenous variables, since the direction of the determination 
is opposed in the two research programs, and in fact a variable defined as 
endogenous in one model can be considered as exogenous by another. This 
imposes the instability of the classifications, since they depend on the parti
cular theory and not on the paradigm itself.

The second consequence is even graver, since the cpistemic separation of
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the study of cycles and growth eventually prevents any o f them from reaching 
relevant results. The growth theories concentrated on the trend, viewed as the 
result o f technical progress embodied in autonomous investment, or the process 
of accumulation and its impact on productivity, plus some structural variations 
(for example, population), the slope representing the equilibrium value of 
growth; in other words, the causal structure was considered partially or wholly 
exogenous. Simultaneously, the cycle theories concentrated on other exogenous 
impulses on the trend, and the distinction between both types of shocks is 
necessarily formal and constitutionally ambiguous. As a consequence, each 
theory explained that it could explain nothing, and the paradigm was reduced 
to a petition o f principle: there are fluctuations because the macro-variables 
representing the economy do fluctuate.

The classification of Zamowitz takes this point of departure (Zamowitz, 
1985: 532 fi), suggesting two main groups of theories: (i) theories o f self- 
sustaining cycles, including (a) theories o f vertical (production of capital and 
consumption goods) or horizontal maladjustments (periods of development 
of new capital goods), (b) Keynesian theory of uncertainty and the schedule 
of marginal efficiency of capital, (c) theories on wage and price dynamics, 
and (d) disequilibrium models with capital accumulation (including the early 
nonlinear models); and the second group being (ii) theories o f cyclical responses 
to monetary or real exogenous disturbances (EBC and RBC). The first group 
includes the theories dominated by the propagation mechanism (or the first 
and eventually the second causes of the general linear model), and the other 
type of theory is concentrated on the impulse system (or the third cause).

The general methodological limitations and consequences o f this sort of 
classification were criticized above. There is, nevertheless, another important 
difficulties: this type of classification fits well if the hypothesis to be classified is 
by itself Frischian, that is, if it accepts and works on the presumption of the 
distinction between the propagation and impulse systems. In this case, the 
classification is always accurate. But there are some important exceptions. Two 
examples of this kind of difficulty are illuminating.

The first case is Schumpeter’s theory of cycles. As it will be argued in Part 
Three, Schumpeter’s own views supported the neoclassical tradition on 
equilibrium; consequently, he supported the orthodox view on the trend and on 
the nature of the economic mechanism. But when defining innovation as the 
impulse system and the propagation mechanism, Schumpeter implicitly departed 
from those traditional definitions, since he included a variable he insisted to 
classify as an endogenous factor and which still could behave like an exogenous 
variable. As a consequence, the classification o f his theory is not clear for a 
Frischian criterion.

The second case is far more conclusive. K eynes’s theories are cither 
considered 'psychological* (a strictly ‘endogenous’ factor for every ‘agent’,
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which must be considered exogenous by economic theory) and an impulse theory 
as in Haberler’s classification, or are considered as theories o f the propagation 
mechanism of the investment schedule, as in Hansen’s and Burns's classification, 
In fact, both are correct, since the marginal efficiency of capital is one and the 
other: this is why K eynes’s approach cannot be captured by a Frischian 
taxonomy.

The reason for the difficulties in this classification is, as indicated, that 
non-Frischian theories represent an attempt to cope with reality in a complex 
way and no deterministic model can fully represent their analyses. This is the 
substantial reason for arguing for a general mode o f classification which takes 
into account not only the description of the conclusions of the theories, but 
also their own process of conceptualization and the nature of their premises. 
These insights will be reconsidered later on when a new set o f classification 
criteria will be presented.

9. Premises and Implications of the 
Double Decomposition

The dominance of the Frischian approach to business cycles is based on the 
essential role it played in the formalization and progress o f the neoclassical 
paradigm. This chapter develops this argument in the domain o f the two main 
methodological questions previously addressed, equilibrium and endogeneity, 
and namely o f their implications for the analysis o f the relations between 
trend and cycle.

The resilience o f the equilibrium approach was explained by the importance, 
availability and efficacy o f the energetic metaphor in the constitution of the 
neoclassical research program. New instances will be presented now evidencing 
the importance of this mechanistic vision in economics: imposing its strict 
analogies, this physical metaphor requires a strong determinism as the only 
legitimate form of causality, therefore distinguishing between endogenous 
(explained and possibly explanatory in a very weak sense) and exogenous 
(explanatory but not explained) variables. Furthermore, the Newtonian 
characteristic o f the system suggests a stable causal relation and a reversible 
and tim eless system  o f ‘legal atom s’, the desirable properties o f  the 
mainstream’s ideological vision.

This system will be now discussed.

9.1. The Dreamland of equilibrium

Equilibrium has been defined in economics in two major senses: what may be 
called the position  concept implying the static state of rest of some system,15 
and the movement concept relative to the evolution between two successive 
states of rest, such as the effect of a price variation on the space o f the supply- 
demand relation. Both concepts are non-trivial, since they suppose a strong 
hypothesis o f rationality and a vision of the mechanistic functioning of the 
economy. Moreover, in the framework o f a non-dynamicat universe, the 
equilibrium point has the properties of uniqueness and stability, restricting 
that mechanism to a very specific structure.

As Arrow and Debreu pointed out for a Walrasian framework, once the
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price equilibrium is attained —  by the solution of a system of simultaneous 
equations —  there is no change in the system while the expectations of the 
agents arc not changed (Arrow and Debreu, 1954: 265 f,). But this solution 
supposes that there is no time: all decisions are concentrated in a single moment, 
all the agents wait in order to buy or to sell until the market is cleared so that 
they maximize their utility —  all trade occurs in the eternal present. As a 
consequence, the auctioneer is the only agent without an utility function: in 
the fable of the bees, he or she is the only unselfish being.

This very elegant and powerful result requires, nevertheless, a large set of 
strong assumptions, embodied in the following axioms:

1. The economy is static or defined by a stationary process.
2. The organization forms, the set o f available products and the set and 

ordering of preferences are constant.
3. Producers or consumers are exclusively defined as such.
4. All operations are simultaneous.
5. The production set is convex.
6. The behavioural rule is profit and utility maximization.
7. The price is the only relevant information flow, and it is complete in order 

to make possible decision making.
8. There is no uncertainty.

The next sections will present the critiques of these axioms by Mitchell, 
Keynes and Kaldor. Then, rationality, uncertainty and dynamics w ill be 
discussed in turn,

9.1.A. Indomitable critiques: Mitchell, Keynes, Kaldor 
Many decades before the crisis of mainstream economics and namely before 
the admission by some prominent neoclassical of the incompatibility between 
the persistence of business cycles and the concept of the return to equilibrium,16 
the theoretical discussion about fluctuations provided some relevant evidence 
and critical arguments. These critiques highlight some of the central problems 
of the paradigm o f equilibrium.

9 A A A . Mitchell: the dispensable hypothesis o f equilibrium 
Mitchell developed the first consistent research program on cycles, as distinct 
from the neoclassical orthodoxy —  in fact, he did so previously to the 
formulation of the SIutsky-Frisch approach —  and was naturally confronted 
to the concept of equilibrium, which he rejected. His main arguments against 
the ‘dreamland of equilibrium’17 were the two following ones.

On one hand, Mitchell and Burns argued that the state o f equilibrium does 
not exist: it cannot be observed in the economic series, and therefore the

assumption about some mechanism of deviations and return to the equilibrium 
path is a mere unsubstantiated intellectual construct. Furthermore, the definition 
of the model discriminating between endogenous and exogenous factors is 
also ambiguous and arbitrary:

To say that business cycles arc departures from and returns toward a normal state 
of trade or a position of equilibrium, or that they arc movements resulting from 
discrepancies between market and natural rates o f interest, will not help, because 
we cannot observe normal states o f trade, equilibrium positions, or natural interest 
rates. Nor, when we start observing, can we tell whether cyclical movements arc 
due to factors originating within the economic system or outside o f  it. (Burns, 
Mitchell, 1946: 5)

The empirical analyses of business cycles in multiple series, a massive effort 
by Mitchell’s NBER, was based on the assumption that not only a general 
equilibrium pattern was irrelevant, but also that each concrete cycle should be 
analysed as a historical individuality (ibid.: 43). The conclusion is thus severe: 
neither equilibrium normal states have any ontological significance, nor does 
the d istinction between endogenous and exogenou s factors has any 
epistemological relevance. As a consequence, Mitchell rejected the general 
equilibrium theory.16

On the other hand, Mitchell warned against the mechanical analogy, 
responsible for the pervasiveness of the equilibrium account, and suggested 
an alternative view:

Doubtless it was a mechanical analogy which gave its vogue to the notion of 
economic equilibria. Everyone admits that analogies, though often most suggestive 
in scientific inquiries, are dangerous guides. The usefulness o f  the analogy in 
question was greatest and its dangers least when the economists were treating 
what they called ‘static’ problems. Such problems can be given a quasi-mechanical 
character. . . .  But the problems o f  business cycles arc the opposite o f ‘static*.... Yet 
there is a different conception of equilibrium which may help us —  the equilibrium 
o f  a balance sheet, or better, o f  an income and expenditure statement. Such a statement 
has nothing to do with mechanical forces, and that is a safeguard against false 
analogies. It deals with pecuniary quantities, and they arc genuine elements in our 
problem. (Mitchell, 1927: 186)

This alternative solution is, of course, a very limited one. It states simply that 
every economic system can be a posteriori equilibrated in an accounting 
manner, but that technique can be adapted to any level of disequilibrium by 
the defined technicalities o f the balance sheet. In that case, the final equilibrium 
situation is artificial since both columns add to the same value whatever the 
reality o f the economy may be. This alternative is merely argumentative, and 
did not take any relevant place in Mitchell’s study of the concrete cycles: the 
difference between the columns indicates the amount needed to produce
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equilibrium, and is therefore part of the ongoing action, while of course the 
concept of equilibrium implies a situation in which no action is necessary,

Schumpeter’s critique of Mitchell’s position concentrated on this second 
aspect and on his descriptive and allegedly ‘non-theoretical* methods, but he 
also mentioned the first topic (Schumpeter, 1952: 337-8 n.). The core of  
Schumpeter’s argument was that since Mitchell accepted that all agents look 
for pecuniary gains, then they were supposed to be rational, and the system 
they conform should also be rational, that is equilibrating,|y The rationality 
assumption was for Schumpeter the bodyguard of the equilibrium approach: 
of course, if one falls, the other follows.

Koopmans criticized Mitchell on the same grounds. Since hypotheses arc 
part o f measurement, M itchell’s stance was denounced as an artificial 
‘measurement without theory’ (Koopmans, 1947; 162-3; Hansen, 1952: 305- 
6). But this was a rhetorical and inexact argument based on a polemic 
misperception, since Mitchell’s careful empirical analysis was not atheorcticai, 
as the just quoted critiques on the equilibrium paradigm have shown.

9J.A .2. The methodological insights o f Keynes
Keynes went even further than Mitchell, in the sense that he explicitly challenged 
the pillar of the rationality postulate. In a 1937 article defending his writings 
from some neoclassical opponents, Keynes argued that two main differences 
identified his position: the first was the rejection of an all comprehensive 
rationality, the ‘Benthamite calculus’ which underlies the fiction of certainty, 
and the second difference was his own methodological contribution, since ‘This 
psychological law was of the utmost importance in the development of my own 
thought, and it is, I think, absolutely fundamental to the theory of effective demand 
as set forth in my book’21’ (Keynes, 1937:220; also 222-3).

Even if this method was not extensively discussed in his work, it can 
be summarized as the rejection o f the traditional model o f reasoning, and 
as the appeal to facts o f observation (that is why he stipulated for instance 
a nominal wage), and as the rejection o f  the pervasive method of ceteris  
paribu s  clauses. Only such an empirical analysis could highlight the 
evolution o f expectations and behaviours, since on an a priori basis there 
could be made no meaningful statement about expectations. According to 
Keynes, the rationality postulate should be replaced by som e realistic 
assumption about the instability of human behaviour.21

Equilibrium is discussed in the Keynesian context in two different meanings. 
The first is the equilibrium value of some exogenous variable, corresponding 
to the maximum probability of the distribution of its values (Vercelli, 1990: 
234), But since that distribution is not determined in the model or otherwise 
known, no assertion can be made about this equilibrium. The second meaning 
is referred to a multiplicity of paired values of endogenous and/or exogenous
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variables. But these equilibria are deprived of uniqueness and attractiveness: 
for instance, each value of the rate of interest is equilibrated in that sense with 
a corresponding level of employment. This is parallel, in a sense, to Mitchell’s 
definition translated to a global theoretical framework: every situation of a 
system can be photographed and the state of the corresponding variables can 
be postulated as an equilibrium. As a consequence, the notion of equilibrium 
loses all its semantic pertinence and far-reaching implications.

It is well known that the more relevant consequences of this approach 
were, according to Keynes, the affirmation of the indeterminacy of the result 
of human action and of consequent intrinsic uncertainty of the social systems. 
In order to describe that conception, Keynes used a new metaphor which 
indicated the extreme variety of solutions and possible scenarios that could 
occur in a closed universe: the kaleidoscope which, when moved, always 
produces surprising combinations. Later on, Shackle generalized that metaphor 
in order to define Keynes’s methods as kaleidoscopic. Keynes formulated 
the example in the following terms:

Nevertheless we must not argue that an expansion o f  the currency influences relative 
prices in the same way as the translation o f the earth through space affects the 
relative position o f the objects in its surface. The effect o f moving a kaleidoscope 
on the coloured pieces o f  glass within it is always almost a better metaphor for the 
influence o f momentary changes in price. (TM: 81)

In spite of Keynes’s own considerations about the achievements of his method, 
the result was not so conclusive and this very metaphor indicates the reason. 
A considerable confusion between the dynamical properties —  implying 
disequilibrium —  and the comparative static account, frequently used by the 
author, allowed for many different and contradictory interpretations; even 
worse, some of them were not clearly unauthorized by Keynes himself, such 
as the influential IS-LM equilibrating mechanism. Based on this, part o f the 
Neo-Keynesian school reintroduced equilibrium in a matter of years.

The IS-LM scheme was presented by Hicks to a meeting of the Econometric 
Society at Oxford in September 1936, some months after the publication of 
the General Theory, at the same time o f other papers on the topic by Harrod 
and Meade. Hicks wrote many years later that the diagram was only designed 
for expository purposes and that T am sure that if I had not done it, and done 
it in that way, someone else would have done it very soon after’ (Hicks, 1979: 
73 n.). Furthermore, Keynes ‘did not wholly disapprove of what I had made of 
him’, argued Hicks on the basis of a letter by Keynes sent some months 
afterwards (Hicks, 1976: 141). Nevertheless, the friendly but imprecise letter 
did not implicate a full endorsement of the interpretation,22 which was clearly 
contradictory with the whole theory. In fact, the 1937 paper by Hicks did not 
hide the purpose of introducing Keynes in the neoclassical universe: ‘Income
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and the rate of interest are now determined together at P, the point of intersection 
of the curves LLand IS. They are determined together; just as price and output 
are determined together in the modem theory of demand and supply. Indeed, 
Mr. Keynes's innovation is closely parallel, in that respect, to the innovation 
ofthemarginalists'(Hicks, 1937: 135),This was indeed very far from Keynes’s 
own thought: in a previous letter (December 1934) to the same Hicks, he had 
stated that ‘Walras’s theories and all others along those lines are little better 
than nonsense’ (quoted in Skidelsky, 1992: 615). The transformation of the 
General Theory in another version of the general equilibrium paradigm was 
in fact a major shift from its original purpose.11

In that sense, Hicks himself pointed out the two major modifications that the 
1S-LM scheme implied for the original Keynesian theory: first it excluded time 
and uncertainty, and therefore reduced the GT to a particular case of general 
equilibrium,24 and second it introduced an alternative vision of causality, which 
is sequential and non-deterministic for Keynes and simultaneous and deterministic 
for the Hicksian scheme (Hicks, 1979:1A)?5 Hicks accepted later on the Keynesian 
claim that general equilibrium is not realist and therefore is not general:

1 doubt if there is any concept of equilibrium usable in economics which is truly 
‘general’, in the sense that there arc no choices which might conceivably be open to the 
actors but which have not been, for the purpose of the model, deliberately closed for 
example, collusion between agcnts.TheV/alrasian equilibrium itself, which is commonly 
regarded as a pattern of general equilibrium, is not general in this unrestricted sense. 
(Hicks, 1979:79 n.)

Another critique on Keynes’s General Theory was developed by Schumpeter, 
this time on the opposite grounds of his previous critique of Mitchell’s position. 
Schumpeter argued that, since Keynes restricted himself to the short term 
analysis, he could neither understand nor explain the m ost important 
phenomenon, economic mutation: 'All the phenomena that affect the creation 
and change of this apparatus [the industry], for example, the phenomena more 
influent over the capitalist process, remain in consequence out of consideration’ 
(Schumpeter, TGE: 381). In fact, this limitation severely restricted the 
methodological impact and clarity of the General Theory. But Schumpeter's 
own position was itself contradictory and, although accepting the importance 
of Keynes’s analyses,2ft he could not recognize all the consequences of Keynes’s 
vision about the nature of the dynamical forces of the capitalist society. Schumpeter 
could not follow Keynes in his important insights against the general equilibrium 
approach, although he had more than substantial reasons for doing so.

9.1 A 3 .  Kaldor: moving away from equilibrium
Kaldor represented a third challenge against the mechanical metaphor. Departing 
from the traditional definition o f  Paretian equilibrium, Kaldor stressed the
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methodological consequences o f the assumption of equilibrium and then argued 
that the introduction o f realism and o f time implied the conception o f an evolving 
economy, moving away from equilibrium, Both points are very conclusive: as 
he insisted, ‘the “equilibrium story” is one in which empirical work, ideas of 
facts and falsification played no role at all’(Kaldor, 1985:11), and those axioms 
constitute a ‘blind alley’ (ibid.: 57).

Specifically, as the economy is a continuously evolving system, like any 
ecological system, its time path cannot be determined and the equilibrium 
concept plays no part in its analysis (ibid.: 12). And, since the neoclassical 
story depends on the equilibrium concept, it must impose an exogenous 
explanation to the fluctuations:

The very notion of equilibrium, particularly oflong run equilibrium, amounts to a 
denial of this [endogenously created changes in the economy] — for this notion 
asserts that the operation of economic forces is constrained by a set of exogenous 
variables which arc given from the outside, so to speak, and which remain stable 
over lime.... Indeed, as is often emphasized, the exogenous variables that determine 
the nature of equilibrium arc independent of history in their most important 
characteristics. Any given constellation of such exogenous variables, whatever 
the initial situation, will inevitably lead, perhaps through a succession of steps 
(succession of ‘temporary equilibria’) to a unique point of final equilibrium. ... 
Continuous growth can only be thought of within this intellectual framework as a 
steady state, where every thing grows in exact proportions .... (ibid,: 61-2)

This conclusion explains the actual predominance of comparative statics as 
the instrument for the analysis o f dynamically changing real economics: cycles 
can only be conceived of as externally driven in order to save the philosophy 
of equilibrium, so that evolution can be captured in different moments as the 
fluctuation around the equilibrium path. Finally, the equilibrium paradigm 
excludes any complete explanation of the very movement towards equilibrium, 
since the first impulse is exogenously driven.

Kaldor did not try to repair the damaged concept of equilibrium and 
suggested a wholly different approach to economics, based on the evolutionary 
metaphor and on the concept o f increasing returns, thus conceiving an economy 
moving away from equilibrium (ibid.: 63-4).

9.I.B. Rationality and equilibrium
The three main arguments produced in these previous critiques of the equilibrium 
metaphor can be synthesized as follows: (i) Mitchell’s argument about the 
unrealistic assumption of a ‘natural’ unobservable state of equilibrium stated 
the irrelevancy o f such an hypothesis for the concrete study of cycles; the 
argument was supported by Kaldor and is implicitly accepted by Arrow; (it) 
Keynes’s argument against the rationality postulate, which is still the most 
controversial, rejected that general hypothesis about economic behaviour; and
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finally (iii) Kaldor’s argument stated that in the equilibrium approach all the 
fluctuations (away from the equilibrium path) are externally motivated, and 
furthermore that the existence of a ‘natural* equilibrium in a dynamical 
evolution must be conceived of as a steady state growth (represented by the 
trend). These arguments synthesize the case against the orthodox program of 
identification or of modelling the accumulation process.

The rationality postulate, which is considered in this section, is the jewel 
of the Crown of neoclassical theory: since the marginalist revolution, and 
resisting through the tempests of the econometric revolution, it has been a 
consistent justification for the maximization calculus, for the aggregation 
procedure and for the assumed equilibrating properties of the system. In fact, 
Walrasian rationality implied not only the optimizing behaviour o f all agents, 
but also a very restricted form of that behaviour, since no single agent can 
benefit from specific informational opportunities (information is universal, 
evident and unique, and the agents must wait for the final decision o f the 
auctioneer about the settlement of equilibrium), a part o f the system does not 
generate and maximize profit from its intervention (the auctioneer himself) 
and no agent defines his set of objectives based on any other type of instru
mental rationality (for example, institutionally or strategically defined). In 
this scheme, no government oroligopoliesorany form of association of interests 
can exist, and the universe is restricted to atomistic agents submitted to 
uniform rationality and behaving hom ogeneously. O f course, if  these 
fictions are dropped the result becomes indeterminate, multiple equilibria 
are possible, there are transactions costs or trade outside the optimum and, 
in general, there are non-convexities. On the other hand, the Pareto 
conditions on equilibrium also suppose that not all individual rational 
choices are fulfilled, since singular improvements would still be possible 
if the constraint on the other’s welfare ceases to be imposed. In other words, 
equilibrium is neither a meaningful solution nor a logical implication of 
the aggregation of rational behaviours.

A most decisive precondition for the rationality axiom is that the universe 
of agents be homogeneous in behaviour and that all those agents be completely 
autonomous and self-sufficient. In that case, their relations may be ignored, 
and the economy is considered as the working of a single representative agent 
in each economic activity: the total independence of the agents is the logical 
requirement for the assumption of perfect rationality. But such a construction 
is obviously flawed: methodological individualism is denied by the idea of 
the homo economicus, since in this account no agent is a recognizable and 
distinct individual; and the aggregation of economic actions, which is supposed 
to settle the equilibrium, implies that humans do not know each other and yet 
trade with each other —  in spite of completely ignoring the other’s intentions 
or strategies. If otherwise individuals are considered and endowed of the human
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powers o f purposeful action and of choice, the system becomes indeterminate 
and equilibrium a chimera. The ‘legal atomic* independence of the agents is 
the experimentum crucis o f the general equilibrium paradigm.27

Moreover, any other behavioural account beyond the heroic hypotheses of 
neoclassical rationality may imply a situation o f non-equilibrium, since 
simultaneous optimization can no longer be fictionalized. Finally, this concept 
of rationality2* —  the world reduced to the same behaviour o f the same type 
of agent, all gifted with negligible market power, the same tastes and resources
—  implies that there is no meaningful sense for the concept o f ‘choice’. Even 
worse: in such an hypothetical case, societies would get trapped in a Ricardian- 
type of stationary state, since there are no forces for change and evolution —  
in fact, different expectations, different endowments, different information 
capacities and availability of inputs are more realistic and efficient for creating 
innovation opportunities than the atomistic rational behaviour presupposed 
in the equilibrium paradigm. Furthermore, as Keynes pointed out, the general 
framework of decision making cannot be restricted to the case o f alternative 
and measurable consequences, and qualitative elem ents and bounded 
rationality are always present.29

Therefore, the Schumpeterian story, be it proclaimed by the author as aimed 
at improving the neoclassical theory, was in fact deeply contradictory with 
the rationality postulate. Schumpeter recognized once this to be the case 
(Schumpeter, TGE: 192), even if he did not draw any general conclusion from 
it. The consideration of real time and real agents on the one hand, and on the 
other hand of rationality —  restrictively defined as the maximization behaviour
—  are quite contradictory: time is change and choice and cannot be represented 
by the synchronicity of the decisions of maximization automata.

One recent and brave attempt to rescue the concepts o f rationality and 
equilibrium is Sargent’s book on bounded rationality. In spite o f the misleading 
title, the author sustains once again the Rational Expectations hypothesis, 
although recognizing that it cannot explain the selection o f an equilibrium 
when several possible equilibria exist, the regime changes or new sources of 
dynamics or disturbances such as major crises (Sargent, 1993: 24 f.). In spite 
of this poor record, Sargent still argues for the general equilibrium based on 
rational expectations: 'Why have economists embraced the hypothesis of 
General Equilibrium? One reason is that, if  perceptions about the behaviour 
of other people are left unrestricted, then m odels in which peop le’s 
behaviour depends on their perceptions can produce so many possible 
outcomes that they are useless as instruments for generating predictions’ 
(ibid.: 6). In other words, the adherence to General Equilibrium is an 
imposition of the computability o f the models; therefore the nature o f its 
propositions about the world is subordinated to the limitations of the models 
supposed to explain it.
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9.1.C, Certainty and equilibrium
In the previous discussion about the rationality-equilibrium connection, one of 
its main consequences was left aside: the notion of certainty in economic 
behaviour. This section deals with this concept, developing Kaldor’s argument 
and discussing one of the actual neoclassical answers to this critique.

The debate about certainty and uncertainty informed the ‘years o f high 
theory’, that period from 1926 until 1939 when Knight, Myrdal, Lindhal, and 
mainly Keynes developed detailed critiques of the social and individual 
behavioural assumptions of the mechanical metaphor.10 These authors did not 
accept the axiom of certainty, namely that price information flows determine 
all available and useful information, and that preferences, organization and 
production sets arc constant.

There are in fact two possible alternative concepts of certainty and uncertainty: 
for the first, uncertainty is bounded by some strict hypotheses about expectations 
—  in other words, uncertainty is reducible to a certainty condition, for instance 
under the form of a known distribution of probabilities; for the second, uncertainty 
is epistemologically autonomous of certainty. The opposition is rather sharp, 
since the first version implies the reduction of the uncertainty concept to that of 
mathematical risk, as some precise distribution is assumed: that is, for instance, 
the strategy of the Rational Expectations models. Keynes argued extensively 
against this procedure (Keynes, 1937: 2Î2-3), and so did Knight, defining 
uncertainty as a non-measurabie value (Knight, 1921:19-20) and Shackle, arguing 
that the irreversible quality of time prevented any meaningful knowledge of the 
probability distribution of economic actions (Shackle, 1990: xii). Instead, for the 
second approach, uncertainty is not an eventually transitory state of limited 
knowledge, but the normal situation of knowledge of complex systems.1* Keynes 
emphatically indicated the nature of uncertainty:

By ‘uncertain’ knowledge, let me explain, I do not mean merely to distinguish what is 
known for certain from what is only probable. The game o f the roulette is not subject, 
in this sense, to uncertainty... .The sense in which I am using the term is that in which 
the prospect of a European war is uncertain... or the obsolescence o f a new invention, 

. or the position o f  private wealth owners in the social system in 1970. About these 
matters there is no scientific basis on which to form any calculable probability whatever. 
We simply do not know.... 1 accuse the classical economic theory o f being itself one of 
these pretty, polite techniques which tries to deal with the present by abstracting from 
the facl that we know very little about the future. (Keynes, 1937:214-5)

Furthermore, the definition of a probability distribution requires the knowledge 
of a complete list of all possible outcomes and that the probabilities of all 
instances sum one: this is unrealistic for a large number of cases, since uncertainty 
is generally originated by subjective valuations or even by the very existence 
of simultaneous and multiple processes of choice in the economies. Certainty 
implies for instance the implausible assumption that money cannot be a
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reservation o f value, which is necessarily influenced by subjective decisions. 
That celestial mechanics is history without evolution; certainty is only possible 
without time and without people.

The strategies of defence of the equilibrium and certainty paradigm have 
been based in two alternative arguments. The first one, as indicated, was the 
revision o f the equilibrium program defining uncertainty as a probability 
distribution, which maintains the deterministic pattern o f the theory but does 
not immunize it from the previous critiques. Hicks suggested in 1939 a 
quantitative procedure in order to reorganize the certainty axiom, with the 
introduction o f an ‘allowance for risk’ to the agent in order to accommodate 
uncertainty (Hicks, 1939: 125-126). This defines a ‘certainty equivalent’, 
comparing the anticipations with a theoretical state o f certainty (Baumol, 1970; 
60 f.; 89), Arrow developed later on a generalized procedure in order to maintain 
the Walrasian system: the commodities in all future periods or possible 
environments should be considered as different commodities traded in the 
present, so that all contracts are made at one single point in time (Arrow, 
andHahn, 1971: 245), although the scheme is accepted as unrealist:

We can im agine, for the moment, that markets exist today for deliveries o f  
commodities at any date in the future. Then there will be an equilibrium for the 
system in which supply and demand arc equated for all periods o f  tim e,... Thus, on 
the hypothesis that markets exist for all commodities at all times, the general competitive 
model implies a time path o f equilibrium dynamics. (Arrow, 1988: 276)

This is the point where Laplace’s demon meets the Big Bang: for his infinite 
intelligence, all the future states of nature are collapsed into one moment, the 
present. But this means that all agents must have a complete list of all future 
states o f the environment and be able to held the correct —  and therefore 
identical —  beliefs about those potential states, and still that all agents be 
able to compute the probabilities o f each of these states. Moreover, it implies 
that once the contracts established for the present and for the future, no change 
is possible for the entire history. In other words, time flows without change 
and the future may be anticipated under the condition of being fully known to 
the agents: uncertainty is completely eradicated from the system.

This strategy was discussed by Arrow, as he recognized the difficulties in 
the equilibrium dreamland: in his theory o f information, he changed the 
assumption about commonly shared information o f all Walrasian agents, and 
allowed for uncertainty as the outcome of the system. Uncertainty, ‘a condition 
which is all too obviously true in economics’ (Arrow, 1984:44), was modelled 
as either (i) random terms, or (ii) ignorance about the parameters, or (iii) 
ignorance about the structure of the equations. Uncertainty was therefore 
considered as a state of knowledge, and information defined as a ‘negative 
measure’ of uncertainty (ibid.: 138), in what was described as a ‘considerable
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revision of General Equilibrium Theory’ (ibid.: 139-40).
Radner reconsidered the general equilibrium model with the introduction 

of uncertainty and concluded that the computational capacity should therefore 
be virtually infinite in order to maintain theArrow-Debreu equilibrium (Radner, 
1968: 31; 1982: 925; 1989: 310). If otherwise institutions are considered, or 
the limits of computational capacity are identified, the general equilibrium 
paradigm falls. Silvestre added that even small deviations from the unrealistic 
standard assumptions of general equilibrium could lead to movements away 
from equilibrium, which will no longer converge (Silvestre, 1993: 105 f.). All 
these remarks by Arrow, Radner or Silvestre share the same concern for the 
revision of the model under more realist assumptions, but the conclusions are 
very pessimistic about the final result o f the project.32

Other possible strategies o f defence of the core hypotheses of the program 
followed an alternative path, simply denying any relevance to realism and 
evading the whole problem: this was in fact Friedman’s solution in the 1953 
essay arguing for instrumentalism. This was very frankly supported by Solow: 
‘The fundamental difficulty of uncertainty cannot really be dodged; and since 
it cannot be faced, it must simply be ignored’ (Solow, 1963: 15).

This radical Cartesian shift in the neoclassical program moved it away 
from any possibility of empirical testing, rejected realism of theories and 
realisticness o f assumptions and exiled it to pure tautological proof. Better 
than anyone, Lucas described this ep istem ology under the follow ing  

considerations:

One exhibits understanding o f  business cycles by constructing a model in the most 
literal sense: a fully articulated, artificial economy which behaves through time so as 
to imitate closely the time series behaviour o f actual economies, (Lucas, 1977: II).

Or else:

On this general view of the nature of economic theory then, a ‘theory’ is not a collection 
of assertions about the behaviour of the actual economy but rather an explicit set o f  
instructions for building a parallel or analogue system *—  a mechanical imitation 

‘ economy. A ‘good model’from this point o f view, will not be exactly more ‘real* than 
a poor one, but will provide better imitations. (Lucas, 1980: 697)

Abandoning the ambition of a real science, general equilibrium has been 
consequently reduced under the N ew  C la ss ic a l to the department of 
mechanical models and demonstration by simulation. But, for those studying 
cycles, which are suspected to be real and have observable instances, this is of 
course no adequate alternative: uncertainty, which is a qualitative phenomenon, 
cannot be reduced to a measurable quantity, just as subjectivity cannot be 
reduced to objectivity through any correspondence rule.

9.1.4. Dynamics and equilibrium
For the majority o f the models in the framework o f the neoclassical program, 
the assumption about the existence o f a unique general equilibrium rest point 
holds, such that supply equals demand and all markets are cleared. Static or 
comparative static analyses have been conceived o f as the pertinent tools for 
describing the properties o f those systems. The fortress o f the program has 
been protected by the impressive walls o f the certainty, the rationality and 
the equilibrium postulates, and minor changes could be explored if faithful 
to the core hypotheses, such as assuming uncertainty us an expression o f  
mathematical risk under a known probability distribution, as a certainty 
equivalent. Nevertheless, the analytical properties o f the derived models are 
still too limited.

In order to overcome those limitations, a major modification was introduced 
by the development o f dynamical equilibrium analysis, namely by the inquiry 
into the stability properties of dynamic systems. Dynamics was rather loosely 
defined: ‘We may say that a system is dynamical if  its behaviour over time is 
determined by functional relations in which “variables at different points o f  
time’’ are involved in an “essential” way’ (Samuelson, 1943: 59). But this 
definition is ambiguous, given the fact that its mathematical formalism 
subjugates the substantial meaning, since it makes possible two different and 
opposed conceptions of dynamics and statics: (i) statics can be defined as a 
special degenerate case o f dynamics, or (il) dynamical systems can be 
conceived of as all those not static. In the first case, with the usual notations,

dx/dt^ f i(xl where / -  1 ( 9 . 1 )

the system is static when yj.=0 for any /. In this case, the solution involves 
annihilating the time dimension, and equilibrium is defined as the limit of the 
dynamical behaviour:
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Um x  {/; t j  = k as x —» <** (9.2)

The convergence towards this point o f equilibrium is the crucial property of 
the system. This is no more than a ‘precise analogy with mechanics’ as Harrod 
claimed: dynamics is defined as the rate of increase at one point o f a particle 
under the action of determined forces, and statics is that particular case in which 
no force is acting (Harrod, 1960: 279).

Of course, if dynamics is defined by the action o f forces any variation may 
create damaging instability, but Samuelson argues that unstable positions are 
only transient, and that reality is essentially stable: just as the egg cannot stand 
by itself in an unstable position, all disequilibrium is transient (Samuelson, 
1947: 5, 11, 182). As a consequence, structurally unstable models should be
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rejected.”  But this is contradictory with the traditional multiplier-accelerator 
models, which can only be conservative (that is, maintaining the harmonic 
oscillation in order to represent the persistence o f the cycle) under very specific 
and unchangeable values for the parameters: those models are structurally 
unstable, since the smallest variation of the parameters may imply a qualitatively 
different topological behaviour of the system.

In the second case, we have for the dynamical case the variables x=x.(t; Q  
and the general unspecified system h(x.,..jc)=Qt while for the static alternative 
systems no time variable is involved. Equilibrium is defined for this dynamical 
case as an attractor (be it a mechanical rest point or a strange attractor) satisfying 
a set o f static conditions (market clearing), but there arc no forces or mechanism 
establishing automatically this situation, that is, there is no stability or 
convergence property.

The two concepts are substantially opposed, as the previous example of 
Samuelson’s bullet showed. Of course, appearances may fool someone: an 
apple is an apple either if  it is being eaten by Mr. Newton under the tree or if 
it is catastrophically falling towards his head; but still there is a crucial 
difference that Mr. Newton is supposedly going to detect very soon, and the 
same applies a fortiori to the example of the bullet.

The steady state trajectories are conceived of on the basis o f the first o f 
these analogies with dynamics: as a sequence o f equilibria —  the ideal 
representation of the trend (Schumpeter, BC: 156; 553) —  the trajectory 
represents constant ratios and exponential growth of the essential variables, 
under the assumption that rational expectations are fulfilled and a Paretian 
equilibrium is sustained.”  As previously argued, this approach is easily reduced 
to the comparative static methodology.

The incorporation of the alternative concept is however much more difficult, 
since there is no assumed equilibrating mechanism. Yet, it describes a realistic 
representation of the different states in nature, and therefore assumes the 
relevancy o f a diversity o f models dominated by structural change and non- 
equilibrating dynamics. This is true for the society as a whole, and it is also 
true for the economic systems, which are a product of morphogenetic evolution. 
The assumption of fixed input-output coefficients, or of a stabilizing property 
of the general linear model (9.4), may not even hold for the short term: steady 
growth is an unrealistic extension o f the unrealistic metaphor of equilibrium.

In other words, the generalization of the concept of equilibrium to trajectories 
and to time is only possible under additional severe restrictions which require a 
certain behavioural assumption and rules out structural change by definition: 
of course, this is not a suitable approximation for the study of real dynamical 
processes. Once again, here it is the obliquity error: similarity does not entail 
causality. In fact, in physics, the secondary subject, the concept o f equilibrium 
was originally related to deterministic experimental phenomena, in which
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uncertainty was supposed to be fixed in each case (for example, the measure of 
the orbit o f the Earth around the Sun), but such an assumption is neither possible 
nor relevant in economics.

The generalization o f the equilibrium concept from the rest point to the 
steady growth trajectory, and finally to any form o f attractor, is not a solution 
either, since the generalization modifies and undermines the concept to the 
point that it becomes inapplicable. Poincaré generalized the concept of 
equilibrium from a state of rest to a closed curve, and later on Lorenz 
generalized it to from the closed curve to a closed region, but there wc have 
already an unpredictable variety o f  aperiodic m otions which are 
indistinguishable from genuine randomness. In this context, the concept of 
equilibrium loses all its analogical properties so useful to mainstream  
economics, since the only equilibrium states to be modelled are now the limit 
sets receiving these aperiodic and apparently erratic trajectories. And since 
from the attractors we cannot trace back the equations, the system s are 
unknowable: consequently, eventual equilibrium is not even recognizable.

In this nonlinear world, where Samuelson’s second concept o f dynamics is 
identifiable, the only parallel concept to that o f equilibrium is the attractor, as 
Baumol and Benhabib argue: ‘An attractor is what most o f us might describe 
as the equilibrium or limit time path o f a stable dynamic system, whether or 
not that system is chaotic’ (Baumol and Benhabib, 1989: 91). But the attractor 
concept cannot reorganize and indeed it destroys the equilibrium metaphor, 
since it is conceived o f as a metastable state in the context o f the evolution  
of a system, which is quite unpredictable and in which uncertainty is an 
increasing function o f  the variations o f the parameters and the unknown 
initial conditions.”  Therefore, in these nonlinear processes, the traditional 
concept o f equilibrium is lost (Granger and Terasvirta, 1993: 14). In short, 
the attractor is only compatible with the equilibrium metaphor under the 
constraint o f a very low dimensional system —  a fixed rest point or a limit 
cycle, asymptotically stable. In superior dimensions, the notion o f attractor 
can be no longer equated to equilibrium, since in general there is no 
structural stability in those conditions, as proved by Smale.

This particular question has been at the centre o f some strong debates 
between physicists and economists eager to appropriate the new gadgets o f 
attractor theory. The first meeting o f the new-born Santa Fé Institute, in 1987, 
was precisely dedicated to that matter and quickly witnessed the sharp difference 
between both families of scientists. As one o f the participants in the meeting 
made very clear, the assumptions o f equilibrium shared in the neoclassical 
program are incompatible with the notion o f strange attractors:

Let me slate things somewhat more brutally. Textbooks o f  economics are largely
concerned with equilibrium situations between econom ic agents with perfect
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foresight.... The examples of chaos in physics teach us, however, that certain dynamical 
situations do not produce equilibrium but rather a chaotic, unpredictable time evolution. 
(Ruelle, 1991:113)

Another participant at the same meeting, the physicist and Nobel Prize winner 
Philip Anderson, put his arguments in an elegant way:

From William Brock’s summary and José Schcinkman's and Thomas Sargent’s 
discussion o f the concept o f the Arrow-Dcbrcu theory, we learned that even theories 
which appeal to the concept of ‘equilibrium’ do not necessarily avoid the apparently 
random fluctuations in the course o f lime which characterize o f driven dynamical 
systems in physics. In physics these arc called ‘non-equilibrium’ systems; a liberal 
education on the various meanings o f  the word ‘equilibrium’ was a bracing experience 
for all. (Anderson, 1988: 265)

As Anderson indicated, the time symmetry and the probability of equilibrium, 
current in some physical systems, are paralleled by time asymmetry and 
probability of disequilibrium in economics (ibid,: 267). Furthermore, the 
participants at that meeting could hardly accept the general equilibrium  
postulates of rationality and perfect foresight.36

*

Static equilibrium  is the foundation o f  n eoclassica l econom ies. Its 
epistemological requirements —  certainty, behavioural rationality, atomism 
and aggregation properties —■ are intimately connected and mutually 
dependent. The critiques reviewed in this section challenged this theory, 
stressing the irrealism of these hypotheses (Mitchell), their implications and 
shortcomings (Keynes) and the error of their causality concepts (Kaldor), and 
can be applied to describe accurately the lim its o f the rocking-horse 
methodology for the analysis o f cycles. Two strategies of defence were 
discussed, the first making possible the transformation of the certainty postulate 
in order to include fixed and known ‘uncertainty’, the second one rejecting 
any ambition of realism in economics. None of them solves the contradictions 
of the ‘dreamland’ approach.

The reason for the Frischian ontological and epistemological distinction 
between propagation and impulse systems can now be perceived in all its 
dimensions: it is the very condition for the instrumental definition of positive 
causality and for the computation of the attributed model, however arbitrary 
the attribution may be. Otherwise, if both were conceived of as part of the 
organic whole, the impulse system could be modelled as being able to create 
meta-regime transitions and to interfere with the structure of the propagation 
system, and this one should be modelled as being able to generate some of the 
impulses. In order to prevent such a disruption of the paradigm, morphogenesis
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and complexity are excluded by the positivist reaffirmation and separation of 
the context of motivation from the context of equilibration.

9.2. TYend and cycle: the first decomposition

The distinction between trend and cycle is the analytical prerequisite of the 
Frischian approach to fluctuations: in the first decomposition of a real time 
series, trend is considered as the equilibrium path and the cycle as the residu
al. This operation corresponds to good common-sense Cartesianism allied to 
traditional positivism: subdivide the difficulties into parts in order to study 
each of them and to create the entities suitable for empirical work submitted 
to positivist criteria. The whole construction was previously criticized, since 
the behavioural foundations (optimizing rationality) and the contextual 
assumptions of equilibrium are neither adequate nor realistic. Now it is time 
to reconsider the problem in a distinct framework: the analytical procedures 
for operating the distinction between cycle and trend are reviewed, in order to 
conclude that there exists neither a satisfactory method nor a coherent economic 
theory justifying the common mathematical procedures.

The previous sections developed an external critique of the rocking-horse 
paradigm, opposing the global theoretical basis o f the method. The two 
following sections recapitulate those critiques and show their implications to 
the study of trend and cycle and some alternative methods, but the third will 
present an internal and powerful although implicit critique, developed within 
the orthodox theory itself,

9.2. A. Mitchell and the NBER method
The acceptance of the distinction between trend and cycle implied a considerable 
epistemological revolution in economics, since the evidence o f life suggests 
that tiie trend is the abstract entity, the intellectual construct, and that the cycle 
represents both growth and change. In effect, the cycle is observable in time 
series and economic behaviour; it is the cycle which is discussed in policy
making. The trend is discernible or conceivable as the representation of the 
evolution o f some long term tendencies, such as the evolution of accumulation, 
population or knowledge and technological competence, but anyway growth 
expresses itself under the concrete form of irregular cyclical movements. Thus, 
the problem of decomposition of the time series into trend and cycle is a mere 
consequence of the early conjectures of equilibrium economics, and it is not by 
itself an analytical imposition of the realism of models or of theories. It is because 
equilibrium is so powerful a world-vision that the core of economic explanation 
must be rescued from perturbations and encapsulated in a deterministic trend as 
the stable locus of equilibrium: philosophy supersedes economics and ideology 
dominates the technique.
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As a consequence, the first decomposition was addressed by very rough 
statistical devices as a technical question with no major economic justification. 
The review of the first methods used in order to deal with the problem confirm 
this conclusion: (i) Warren Persons, by 1919, eliminated seasonality from time 
series, then fitted a straight line using the least square method and computed 
the values of deviations expressed as percentage values of the original series; 
(ii) Frickey limited himself to eliminate seasonality and to express the series as 
link-relatives, each value as the percentage of the previous one, but in some 
circumstances this may produce the vanishing of the trend; (iii) Kuznets 
computed decade averages to define the trend; and (iv) Kondratiev used a more 
sophisticated procedure for his long waves evidence, calculating a nine years 
moving average on detrended deviations —  the trends were described as linear 
or nonlinear curves without any economic justification for each choice —  then 
a new five years moving average was computed and the resulting data was 
finally multiplied by weighted coefficients expressing the relation between initial 
deviations and averaged deviations. But these methods were unsatisfactory, 
both by their assumptions and by their assumptions and by their spurious 
consequences.

Mitchell, the founder of theAmerican NBER (National Bureau of Economic 
Research), which was for a long time the main centre for the research on 
cycles, developed a more sophisticated statistical method for the inspection 
of trend and cycle. As previously indicated, he did not accept the equilibrium 
assumption, and was therefore entitled to conclude that:

Secular trends o f  time scries have been computed mainly by men who were 
concerned to get rid o f them. Just as economic theories have paid slight attention 
to the ‘other things’ in their problems which they suppose to ‘remain the same’, so the 
economic statisticians have paid slight attention to their trends beyond converting 
them into horizontal lines. Hence little is yet known about the trends themselves, 
their characteristics, similarities, and differences. Even their relations to cyclical 
fluctuations have been little considered. (Mitchell, 1927: 212-3)

The obvious conclusion is that the statistical fitting of a trend curve is not a 
trivial choice. A log-linear trend assumes growth at a constant rate, a straight 
line with positive slope assumes permanent growth, the choice o f the hyperbolic 
curve assumes a diminishing percentage rate of growth. Every choice is 
theoretically significant, and in fact most determinant to the following  
conclusions: a mechanical fit (like the standard least squares procedure) can 
hide cycles, or affect the turning points (Burns and Mitchell, 1946: 38, 270, 
309), and not always does it have clear a economic interpretation. The importance 
and indeed the operational significance of the paradigmatic assumption of 
equilibrium can now be grasped: only such a type of hypothesis can avoid 
further questioning about the theoretical nature o f the trend which was fitted to
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the time series, as this is hierarchically ruled by the preliminary epistemological 
assumption of the decomposition procedure —  equilibrium is the Inquisition 
Court o f statistical decomposition.

For Mitchell, the consequence was that a theoretical and historical basis 
was needed for any analysis of cycles and that the trend should be fitted to 
those assumptions;

If an investigator fits a trend line in a mechanical manner, without specifying in 
advance his conception o f  the secular trend or o f cyclical fluctuations, he may 
get ‘cycles’ o f almost any duration. But an informed investigator who is seriously 
studying cycles o f a given order o f duration will use whatever guidance he can 
get from history and statistics.... seek to mark ofT in advance the cycles or traces 
of cycles that correspond to his basic conception, then choose a trend line that cuts 
through and exposes the cycle in which his interest centres. (Burns and Mitchell, 
1946: 37-8)

Mitchell went on arguing that the criteria for fitting a curve should not be based 
on any form o f statistical minimization o f the deviations, but rather on previously 
defined conceptual hypotheses, under the form of some historical explanation.37 
The existence of the trend should then be reassessed from factors which simply 
act in longer schedules than the business cycle: population variations, changes in 
education, technological knowledge and equipment, or the quantity or quality of 
resources. The trend is thus causally related to the cycle, and as a consequence 
they are indistinguishable. But this is not the end o f the story.

Bums differentiated between the ‘primary trend’, the statistical construct 
of an exponential curve fitted to the data, and the ‘trend-cycles’, the computed 
decade rates of growth, accounting for some long-wave type o f oscillation 
(Bums, 1934,174 f.): the concept o f equilibrium was alien to this methodology, 
since the trend itself was considered to have ‘undulatory contours’ (ibid.: 32, 
44). Mitchell developed a some more sophisticated approach, later called the 
NBER Method: specific cycles for each series and reference cycles for the 
economy were computed considering periods established from turning points 
defined by visual inspection of the series and from historical evidence; the 
cycles were computed from trough to trough, and the values of the variable 
were defined as percentages of the average value of each sub-sample. As a 
consequence, the ‘intra-cycle’ trend —  the global growth during the sub-sample 
period —  was considered, but the ‘in ter-cycle’ trend —  the evolution  
distinguishing one cycle from the other—  was not (Bums and Mitchell, 1946: 
26; 56; 131). This was a minor inconvenience, according to Mitchell, since the 
first year of one period is always the last year of the previous one.38

By the decade of 1960, the NBER Method was transformed and the 
econometric approach dominated: the NBER researchers adopted a ‘growth- 
cycle’ approach, defined as a ‘fluctuation around the long run growth trend of
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a nation’s economy, that is, a trend-adjusted business cycle’ (Moore and 
Zamowitz, 1986; 772). A nonlinear specification for the trend is used, based on 
an interpolation between segments of series determined by a 75-months moving 
average (Zarnowitz, 1992: 213).

9.2,II. Goodwin: nonlinearity and the decomposition problem  
In 1953, in one of his early papers, Richard Goodwin suggested that the economy 
could not be considered in any steady growth process, but should be analysed 
by the variation of rates of variation (Goodwin, 1982; 112). In what constitutes 
the major development since M itchell, Goodwin defied the traditional 
separability o f trend and cycle: ‘If we decompose the behaviour of such a model 
into trend and cycle, the result must be regarded as purely descriptive and with 
no identifiable counter-part in the model’ (ibid.; 113; also 122). There is no 
theoretical justification for the trend adjustment, every decomposition is arbitrary 
and depends on the linearity assumption o f the superposition of causally 
independentw impulse and propagation mechanisms.

Alternatively, Goodwin suggested the Schumpeterian notion of a unified 
theory o f growth and cycle. ‘Specifically, it is the vigorous boom which does 
generate the trend, and it is this leap forward into new levels o f output which 
governs the subsequent slump’ (Goodwin, 1982: 117), and the analysis should 
‘start from the hypothesis that growth generates cycles and that cycles interrupt 
growth’ (Goodwin and Punzo, 1987: 106). The precise notion o f causal 
interdependence remains a model specification.

The influence of Keynes and Harrod is evident in this conception of the 
cycle as the concrete form of growth;*” the Schumpeterian inspiration of this 
critique is also obvious in the concept o f a single entity including both 
phenomena. Developing this vision and rejecting the equilibrium approach to 
the trend, Goodwin provided a considerable basis for a new wave of modelling 

and theoretical analysis o f fluctuations.
But the major improvement was nevertheless his critique o f the linearity 

assumption, which is so essential to the credibility of the decomposition 
procedure: if the economy is conceived of as a set of nonlinear and complex 
relations, then one must recognize that the traditional decomposition is 
irrelevant, arbitrary and misleading. This is a rather definitive critique and opens 
a new way for the interpretation of cycles as organic phenomena, more akin to 
biology than to physics and requiring the tools o f bifurcation analysis, chaos 
and complexity in order to understand the morphogenetic features (Goodwin, 
1985: 7; Goodwin, Kruger and Vercelii, 1984: x).

9.2.C. Nelson and Plosser: RBC and the stochastic trend
One of the most important features of the debate between the New Classical
Equilibrium Business Cycles type of model (EBC, Lucas, Barro, etc.), based
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on an impulse system of stochastic monetary shocks, and the Real Business 
Cycles approach (RBC, King, Nelson, Plosser, etc.), is relevant for the discussion 
of the decomposition procedure. In an important paper published in 1982, 
Nelson and Plosser argued that macroeconomic time series are not stationary 
fluctuations around a deterministic trend, but instead non-stationary stochastic 
processes with no tendency to return to a deterministic path (Nelson and Plosser, 
1982: 139).

This alternative conceptualization does not reject the decomposition  
method, but emphasizes some of its essential problems. The macroeconomic 
variable is still described as

y , -  py , + ry , (9-3)
a sum o f the permanent and the cyclical components. If pyt is considered as a 
trend andcy(as a stationary process, the traditional and EBC distinction between 
the two elements means that: ‘One is tempted to interpret the permanent 
component as the natural rale o f output, and the temporary component as the 
deviation of output from the natural rate’ (Campbell and Mankiw, 1987: 115).

Nelson and Plosser argued that this interpretation is not accurate if it implies 
a deterministic permanent component of the series. Criticizing the traditional 
method o f detrending the time series against time (or a polynomial on time) 
and o f considering the residuals as the cycle, these authors denounce the 
misspecifications derived from the application o f a deterministic model to an 
integrated stochastic process, which can generate pseudo-periodic behaviour 
and whose auto-correlation function o f the residuals depends on the sample 
size (ibid.: 140). Furthermore, the specification of a deterministic trend implies 
the doubtful exclusion of long run uncertainty.

The stochastic trend approach was developed by Stock and Watson 
(1988a,b), who hypothesize that variations in trends are responsible for an 
important part o f the fluctuation of output in U.S. series; as Beveridge and 
Nelson (1981) and Nelson and Plosser (1982), they state that business cycles 
can be defined as adjustments to changes in the growth paths, If this is the 
case, a regression analysis and the first decomposition mislead the researcher 
(Stock and Watson, 1988b: 149).

The reason is obvious if we consider the two classes o f processes studied by 
Nelson and Plosser: (i) theTS process (trend-stationary), where p}!f=a+[)/, and 
Cy ~ c t, a  and p being parameters and ct a stationary process with zero mean, of 
which the EBC models are consistent examples and (ii) the DS process, a non- 
stationary process whose first or higher order differences are a stationary process. 
In the first case the variance of the forecast error is finite, the uncertainty being 
therefore bounded; in the second case, the forecast error is unbounded (Nelson 
and Plosser, 1982: 122 f.). In the first case we have a deterministic system
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superimposed by a stochastic disturbance, and decomposition is redeemed; in 
the second, the deterministic decomposition is dramatically wrong.

For the series Nelson and Plosser considered, the null hypothesis of being DS 
processes could not be rejected. Therefore, they concluded that there was enough 
evidence to argue that non-stationarity arises from ‘accumulation over time of 
stationary and invertible first-differences’ (ibid.: 160) and that even if a 
decomposition is assumed, fy cannot be considered to be a deterministic trend 
but should be viewed as a non-stationary stochastic process. Friedman’s hypothesis 
of permanent income provides an example for this type of DS process, where

y  = Pyt + <yt where py  = yfl + uf and fy =  v( (9.4)

The permanent component is a random walk with innovations u( (with cov(ut,u)=Q 
for any s*t) which contains no transitory movements; it is a stochastic trend, while 
the cyclical component is a stochastic independent process, v(, which is serially 
uncorrelated; cy t has no trend. The additive relation between both components is 
assumed (Beveridge and Nelson, 1981: 156-7) and, of course, after differentiation 
the trend is still present (w(). But further hypotheses are needed to make possible a 
general decomposition and the estimation of the parameters, and two different 
assumptions are suggested. If the two families o f innovations are perfectly 
uncorrelated, then estimation is possible on the basis of the autocovariances and 
variances of the first differences (Nelson and Plosser, 1982: 154-5); the RBC 
models assume this possibility of decomposition, that is, are restricted to those 
assumptions. If alternatively one assumes the restrictive assumption that the 
innovations are perfectly correlated, arising from the same source as one single 
process, estimation is trivial (Beveridge and Nelson, 1981: 151 f.). Nevertheless, 
as Stock and Watson proved, the two strategies produce largely different estimates 
of the effect o f an innovation on the long term trend, the difference being two to 
one (Stock and Watson, 1988b: 156). But if these assumptions are relaxed, then 
the parameters cannot be identified (ibid.: 155; Zamowitz, 1992: 184).

The whole conceptual construction of stochastic trends undermines the 
idea of deterministic processes, and does not lead to a general method: the 
computation of the trend and the estimation of the parameters imply severe 
restrictions on the definition o f the nature of the random behaviour. Moreover, 
the results of the procedure depend on the explanation o f those random shocks: 
if the larger part o f the real fluctuations is explained by the trend variations, 
then the cycles will be considered as empty categories o f residual white 
noise; alternatively, the assumption about a single source for the stochastic 
shock —  the monetary and technological disturbances —  im plies the 
dominance of the impact of the cyclical component. The arbitrariness of the 
choice is additionally emphasized by the narrowness o f the epistemological 
foundation o f the random term concept.
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9,3. Endogenous, exogenous and semi-autonomous variables: the second 
decomposition

The Frischian methodology developed a classification of variables according 
to their belonging to the impulse (exogenous) or the propagation (endogenous) 
systems, and provided an economic rationale for such a distinction.This section 
will examine some arguments against that claim. The second decomposition 
implies an epistemological contradiction since it leads to the primacy of 
endogenous theories, given that equilibrium and immutability define the space 
of intelligibility, whereas the causality for the maintenance and shape of 
oscillations is simultaneously attributed to external sources (random shocks). 
Moreover, even the cognitive status of this single random variable is not clear 
and two main interpretations were presented. Frisch interpreted it as a measure 
of error, as an error-in-variables: ‘Following Frisch, each of the variables may 
be conceived as the sum of two components, a "systematic component” or 
"true value" and an "erratic component" or“disturbance” or “accidental error". 
The systematic components are assumed to satisfy the regression equation 
exactly.... The erratic component is taken as an error in the literal sense of the 
word’ (Koopmans, 1937: 5-6), and every regression may be interpreted as the 
unveiling o f these two components. Alternatively, Koopmans and Tinbergen 
interpreted the random error in a much more general way, as error-in-equations: 
‘The disturbance in any one equation is here looked upon as the aggregate 
effect o f many individually unimportant or random variables not explicitly 
recognized in setting up the behavioural equation in question’ (Koopmans, 1957: 
200), As always more prudent,Tinbergen admitted: ‘The error term is introduced 
as a catchall for less important independent variables and for measuring errors 
of both the dependent variable and the independent variables. ... Essentially, 
the introduction of an error term is a second best setup and in a way a testemonium 
paupertads' (Tinbergen, 1990: 201).

Of course, the implications of both interpretations are devastating to the 
impulse-propagation model, since it is not possible to discern the explicatory 
capacity of errors of measurement— a feature of the measuring apparatus and not 
of reality —  or of the alleged incapacity of the model (or of the modeller himself) 
to incorporate the relevant variables.The remaining theory is therefore doomed to 
be a testemonium paupertatis of the statistical knowledge.

Some attempts to com bine explicative influences o f exogenous and 
endogenous variables for the sake o f realism are more literary than 
methodological,111 and had no significant impact on the orthodox dichotomy. 
Orthodoxy is itself the problem.

The next argument proceeds as following. First, a very common case of 
confusion induced by such a classification is presented: the analysis o f 
innovation. Second, two theories, by Schumpeter and Keynes, will be briefly
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described from the point of view o f their considerations about endogeneity. 
Third, a general category of semi-autonomous variables is presented, in order 
to deal with the classificatory incoherences just mentioned. Finally, the 
conclusion indicates new criteria for classification.

9.3.A. W here dues innovation innovate?
The traditional distinction between impulse and propagation mechanisms is 
supposed to clarify the role o f each variable and to add powerful logical rules 
for the formulation of every theory. The reality shows that such an expectation 
cannot be fulfilled, and the example o f the treatment o f the concept of 
innovation is conclusive.

The definition of innovation in Schumpeter’s theory of cycles is the first 
example evidencing the inappropriateness of the dichotomy. It was considered 
by the author to be endogenous, and thus belonging to the explained propagation 
mechanism; so do Guesnerie and Woodford (1992: 289). In the same sense, 
Grandmont and Malgrange classify a large group o f models as internally 
generating fluctuations, as those of Schumpeter, Haberler, Hayek, Wicksell, 
or the Keynesian tradition (Grandmont and Malgrange, 1986: 3). Hicks 
distinguished between external causes (wars and revolutions) and causes 
explainable by economic reasons, such as innovation (Hicks, 1950: 63). But 
Goodwin classifies innovations as external factors, just like wars (Goodwin, 
1982b: 121); Haberler, although stressing the conventional rather than logical 
character of the distinction, classified innovation as exogenous —  indeed, he 
added that the ideal of purely endogenous explanations for the cycle was 
inherited from Laplace (Haberler, 1943: 543). Hansen considered the progress 
of technology, like the growth o f population, wars, autonomous monetary 
interventions, as 'outside impulses’ (Hansen, 1952: 303), even if he carefully 
discriminated in a previous text between the exogenous condition of the changes 
in technology and the endogenous condition of innovative entrepreneurship 
(Hansen, 1951a: 308). But the general methodological problem survives these 
attempts of definition. Moreover, some authors state that the condition for the 
coherence of an explanation is endogeneity in the sense that technical innovation 
and change should be completely explained by the model (for example, Rosenberg 
and Frischtak, 1986:10,22).

Apparently, this is a dialogue of the deaf: the very authors indicated as 
producing endogenous explanations for innovation classify it as an exogenous 
factor, or at least accept the separation between impulse shocks and internal 
mechanisms of innovation itself (Hansen, Wicksell). To add some more 
confusion  to the picture, Hansen called  the internal m echanism  o f  
entrepreneurship the 'impulse’, to be distinguished from external technological 
shocks. And Schumpeter considered innovation as an endogenous feature of 
the economy, indeed its most important feature, but that did not prevent his
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acceptance o f Frisch’s pendulum analogy which defined innovation as 
exogenous, in spite of his own reticences.

Some recent developments in the literature, inspired by Schumpeter's work, 
distinguish between exogenously generated inventions and endogenously 
processed innovations. This distinction is no doubt analytically useful, but it 
cannot discriminate clearly all the involved processes, since the majority o f the 
inventions is created within the economic institutions o f capitalism. New growth 
theories even suggest that all growth is created by investment or by specific 
types of investment, thus accounting for the innovation process. For the sake of 
precision and realism, the researcher cannot avoid treating innovation as a complex 
and inter-linked endogenous and exogenous variable; moreover, as the frontier 
is defined by the model itself, a prudent attitude should be followed in relation to 
the presumed implications of such a distinction on the explanation o f reality.

Obviously, some of the difficulties and contradictions in the different 
authors’ considerations about the nature o f Schumpeterian innovation were 
partly due to Schumpeter himself, mainly to his lack o f clarity about the scope 
of the model to which the variables are referred to. This general element of 
confusion is no doubt a consequence of the amateurish metaphorization and 
of the modelling procedures unable to avoid the error o f oblique transfer, 
since what some authors consider to be an endogenous variable in the economic 
sphere in society is for others an exogenous attribute o f  the sp ecific  
mathematical form of the model, which can only treat a substantially reduced 
part of that sphere.42 The trade-off between formal rigour or tractability o f  
models and the consideration of a glimpse of reality is a first choice to be 
made by the theorist, and such a clarification makes possible the comparison 
of different types of models.

In this context, it must be noted that the theory and the specific model 
developed by analogy to the theory may —  and normally w ill —  held 
incongment hierarchies o f causality and, therefore, different concepts and 
frontiers o f  endogeneity. The very common exam ple of governmental 
expenditure or bank activity and regulations illuminates this point: their 
exclusion from simple models (for example, Lucas’s models), thereby implying 
their formulation in the framework of the random error, do not necessarily 
mean that they are unexplainable and lie outside the scope o f economic theory, 
but merely that those arc the specific attributes o f a specific model. The same 
applies for all the relations o f power: for instance, for Sherman the concept 
of institutions o f  capitalism  forms the endogenous system  and, as a 
consequence, business cycles arc completely explainable by internal cau
ses since all causes are simply by definition internal to the system (Sherman, 
1991: 5); naturally, the author classifies the theories o f Marx, M itchell, 
Keynes and Kalecki as endogenous. This choice is o f  course theory- 
dependent, and not a feature o f some dubious objective nature o f  the models
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themselves.
The endogeneity-exogeneity antinomy depends therefore on three 

conditions: on the theory-model relation and specification defined as the 
space o f the model, on the evolution o f the disciplinary boundaries as a 
whole defined in the space o f the theory,43 and on the space and time 
dimensions under consideration.44 The reason for the unending discussion 
about the topic may then be easily grasped: while the n eocla ssica l defi
ne their choices in the exclusive space o f the models, the distinctive 
features of the Marxian and Keynesian visions are defined in the space of 
the th eories and S ch u m p eter's in the tim e d im en sion : they are 
paradigmatically incompatible.

9.3. B. Evolutionary accounts of endogenous systems
The antinomy just addressed has been a theme of economics since the very 
early classics. For Marx, the last of the classical authors, the space of the 
theory was privileged, and his analysis o f cycles provides a clear illustration: 
after the generalization o f the market and in the epoch o f  ‘industrial 
m echanics’, the rotation o f capital under the form of the renovation of 
equipment and circulation of value was supposed to create expansions and 
contractions (Marx, 1885:94). But the capital was defined as a social relation, a 
condensation o f the forms of domination over wage labour, thus incorporating 
the historical and political conditions in the evolutionary account of the cycles, 
departing from the Newtonian analogy of the orbits of the planets: the effects 
become causes.

If this approach is accepted, then the status o f the distinction between 
exogenous and endogenous variables is considerably changed. Other 
evolutionary theorists dealt explicitly with this argument.

9.3. B.I. Schumpeter: economic mutation
In the 1951 preface to Schumpeter’s Ten Great Economists, his wife Elizabeth 
wrote that he shared with Marx one central vision o f the economic process as 
created by internal factors,45 and this point had been made several times by 
Schumpeter himself. This suggests, if the analogy is true, a very broad view 
of the economic process a dialectic of contradictions.

In effect, Marx considered the most important economic variables —  rate 
of profit, rate of exploitation, capital —  to have what will be called here a 
status of semi-autonomy is his model: they were internally explained, but 
were also referred to crucial historical factors and conflicts which were 
impossible to summarize in strict economic terms or even in some cases to 
quantify. This was not an exceptional feature in the theory but rather the rule: 
commodity itself and value were considered to be representations of social 
relations. A limited economic analysis and quantified measure, understood in
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a positivist way, was considered to be insufficient and indeed incompetent to 
scrutinize reality, and namely those social relations. Yet, these concepts indicate 
meaningful relations and are building-blocks of the theory,

Schumpeter was recognizably close to this vision in his evolutionary 
approach. In his 1941 preface to the Spanish edition of Theory o f  Economic 
Development, he slated that:

first, one must deal with capitalism as a process of evolution, and that all the funda
mental problems came from the fact that it is an evolutionary process; and, second, 
that this evolution docs not consist neither in (he effects of external factors (including 
political ones) on the capitalist process, nor in the effects of a slow growth of capital, 
population, etc., but in that sort of economic mutation, 1 dare to use a biological 
term, which I have called innovation. (Schumpeter, 1941, in 1911:14-5)

As a general rule, Schumpeter described innovation as an endogenous 
factor. But, since he did not provide any theory for the creation of 
innovation or for the bunching o f the new combinations, some scientists 
felt entitled to make the distinction, as Hansen, between the original 
conception —  the invention, an exogenous, non-explained process —  and 
the econom ic diffusion o f  the innovation, under the im pulse o f  the 
op p ortu n ity -seek in g  entrepreneurs. T hen , in novation  is a fa lse ly  
endogenized variable and yet it is not a purely exogenous one.

The same concept appears in other texts by Schumpeter, For instance, he 
distinguished between exogenously (chance) motivated discovery o f new 
territories and endogenously determined processes of exploitation o f those 
areas (Schumpeter, BC: 499), just like the general process o f innovation that 
he explicitly used as an analogy for territorial expansion. And in the last page 
of his Business Cycles (1939), he explained the ‘disappointing features o f the 
present Juglar’ by external factors, and argued that such an event was to be 
generally expected in ‘transitional stages’. In a precious footnote, he then added 
that those factors were considered external ‘in the narrow sense adopted for the 
purposes of this book’, since in  a wider sense those factors and the mentality 
or moral code behind them are not external to the process of economic evolution 
but part of it’ (Schumpeter, BC: 1050 and n.).

Two conclusions are relevant. First, Schumpeter clearly separated the 
context of the model and the general framework o f his theory: for the first, 
economic mentality is undoubtedly an external factor, for the second it is 
considered as a contextual internal variable or a function. Second, this clarifies 
the procedure of model-making but it does not define the precise status of the 
central variables. If they are defined as semi-autonomous, their discriminatory 
role is lessened and as a consequence they would assume the apparently more 
imprecise status of a central explanatory variable which, as in the case of 
innovation, cannot be totally determined either by the model or by the economic
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theory itself. In that case, some sort of prudent combination should be put forward, 
such as Haberler’s; one serious theory must include exogenous and endogenous 
variables, being unsatisfactory if only internal factors are comprised, and irrelevant 
if only external factors are considered (Haberler, 1943:10).

In any o f the cases, the Schumpeterian concept of innovation is the example 
of a major failure of the Frisclrian-typc of classification, confirming the previous 
point: Frischian classification is only adequate to classify Frischian models. 
Outside those boundaries, such a classification fails and suggests confuse and 
ambiguous conclusions.

9.3.B.2. Keynes and the animal spirits
Keynes's theory presented three classes of variables which cannot be simply 
classified as endogenous (or exogenous): (i) the three psychological schedules 
(propensity to consume, desire for liquidity determining the rate o f interest, 
expectation of future yields of capital assets determining the marginal efficiency 
of capital); (ii) the wage unit, including the social conflict about the determination 
of the wage; and (iii) the quantity of money. The aggregate impact o f those 
variables is the generation o f uncertainty, non-measurable and non-quantifiable 
uncertainty, or the influence of ‘animal spirits*.'1*

Furthermore, as the model is not a conservative one, as in the case of the 
multiplier-accelerator model under certain fixed parameters and in the general 
case o f the system obeying to the thermodynamics o f the first law, uncertainty 
is both internal and external. This defines the nature of the variables and of the 
concepts o f causality in the theory, providing the most clear examples for the 
current argument about the definition of the epistemic status of the variables. 
As Shackle argued;

But a variable which is in all connections and throughout the argument to be 
treated as independent implies by this status a whole philosophy of explanation ... ,  
Keynes has, in fact, ... implicitly rejected the closed dynamic model o f the type 
invented, or borrowed from physics, by Ragnar Frisch and developed with fertile 
zest by Hareod, Domar, Kalecki, Samuelson, Kaldor and Hicks. For in those models 
each variable has, in effect, its own determining equation, each in turn is exhibited 
as dependent on some of the others, and we have an insulated, closed and complete 
set o f a very few variables mutually determining (once some ‘initial* values are given) 
the skein o f lime-paths they shall follow. For Keynes, by contrast, there arc economic 
wind and weather, in the form of politics, invention, fashion and the incalculable 
movement of expectation, great forces quite outside and unshaped by the economic 
ship whose course we seek to understand and control. These arc ultimate and truly 
‘independent’ variables, focused and canalised in theireffects as the marginal efficiency 
of capital, the rate or interest and the propensity to consume, (Shackle, 1967:158-9)

Economic ‘winds', indeed, since uncertainty and unpredictability is intrinsically 
generated by the system and the rational behaviour of non-maximizing agents; 
but those variables cannot be simply modelled as ‘truly independent’, since they
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are effects as well as causes —  the ‘animal spirits’ are a metaphor for complexity,

9.3.C. The class of semi-autonomous variables
The concept of semi-autonomous variables was formulated in one o f the last 
papers by Kalecki (1968), when dealing with the incorporation o f the 
phenomena o f trend and cycle.47 Technically, the two semi-autonomous 
variables he presented are exogenous to the model: ‘It may be called a semi- 
autonomous variable because we shall not try to relate it to any other variables 
entering our argument’ (Kalecki, 1968: 167-8). The two cases are a variable 
representing a part of capitalists’ consumption, ‘a certain slowly changing 
magnitude dependent on past economic and social developments’ (ibid.: 168) 
and another representing ‘additional stimulus to investment which is a direct 
outcome o f innovations’ (ibid.: 173-4), that is, the effect of positive feedbacks. 
Kalecki argued that the trend in the rate of growth was driven by these two 
variables rather than by the endogenous system itself (ibid.: 178, 183). The 
conclusion of the paper states that semi-autonomous variables and changing 
parameters should be central points in future agendas for research.

It is quite obvious that these variables cannot be reduced to the status of 
random shocks, which are residuals o f  ignorance or otherwise errors of  
measurement, since for this case they represent identifiable processes, although 
they cannot be currently modelled. In particular, it is their historical character, 
and namely the fact that they imply a connection between the economic space 
which was modelled and larger indeterminate social factors and unique events, 
that forces their representation as exogenous variables. Yet, they are not 
exogenous in the sense that they are well known social processes, which can 
be represented as sequential causal process influenced by the economic 
development, as causes and as effects. The modelling limitation of the model 
and o f the available techniques must not determine the theory.

Semi-autonomous variables are therefore a testemonium paupertatis of the 
Laplacean dreams of perfectly comprehensive modelling, and the live testemonia 
o f the necessity of historical analysis of economic series, In particular, this 
class o f variables should be considered in the formulation o f meaningful 
hypotheses about:

a. Structurally unstable models, in which some crucial changes may affect 
the topological behaviour of the whole phase portrait;

b. Evolutionary accounts of the structural change, that is, of historical and 
irreversible processes;

c. Non-quantitative variables which are pervasive in economics.

These cases are evident from the previous arguments. A fourth case defines the 
role o f those semi-autonomous variables in the relation between economics
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and other sciences, as far as the explanatory content o f theories is concerned:

d. Semi-autonomous variables are as those relating several levels of abstraction
and/or of determination in the models.

In particular, if a theory is defined in the space of a broader social science, 
semi-autonomous variables are those that make possible the incorporation of 
historical and social features which should not be modelled as the pure outcome 
of endogenous economic systems, if the economic explanation is to be 
meaningful. For instance, the initial process of innovation (and not the whole 
process o f diffusion) is exogenous to the strictly considered domain of 
economics, but endogenous from the point o f view of a broader historical —  
economic and social —  explanation of structural change under capitalism. In 
other words, the difficulty for the incorporation of those variables in the 
operative models is not only caused by limitations in the modelling techniques, 
but mainly by the real impossibility o f representing the whole process of 
innovation under a single variable: something must be missed so that modelling 
becomes possible, so that the process may be simply represented either by an 
exogenous or by an endogenous variable.

As opposed to the instrumentalist epistemology, this class o f variables is 
part o f an evolutionary epistemology which recognizes several legitimate 
forms of determination and therefore seeks to increase the empirical and 
cognitive content of the theories and models accepting the demonstrative 
role of arguments defined in the intersection of economics and other social 
sciences. The implication is a reconceptualization o f the endogeneity- 
exogeneity dichotomy.

Finally, if the relation between the variables is not represented by the 
linear specification in which all the influences (exogenous and endogenous) 
are simply added (or logarithmically added, or in some way combined under 
the assumption that their relation is knowable and fully specified), and if  
instead an indeterminate nonlinear relation is considered, then ail the 
explanatory variables should be operationally considered as semi-autonomous. 
And since nonlinearity is pervasive in economics —  since there are so many 
agents interacting, taking subjective and rationally bounded decisions —  
this class o f variables is the crucial one in order to develop some realist models.

As far as Marx, Keynes or Schumpeter arc concerned, semi-autonomous 
variables are the centre of their general theories. This is not the consequence 
of the ad-hocness of their work, but instead the demonstration o f the deepness 
and productivity of their hypotheses.
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9,4, The endogeneity-exogeneity antinomy reconsidered

The strict distinction between exogenous and endogenous variables is not a 
trivial imposition of the logical treatment of models. Its specific role is closely 
determined by the mechanical metaphor, and particularly in cycle analysis by 
the rocking-horse dichotomy between impulse and propagation systems, and 
by its underlying concept o f equilibrium. In this Newtonian positivist world, 
where the intelligible is the immutable, a closed system is indeed considered 
as the ideal form of endogeneity. One typical model of this type —  Samuelson’s 
multiplier-accelerator —  was previously discussed.

But this approach is theoretically flawed, since the source of the change 
lies outside the scope of the model and o f the theory, and furthermore the 
description is not realist. It imposes a strict definition of endogenous and 
exogenous variables, which cannot be applied in some relevant instances, as 
in the cases of Schumpeter’s innovation, Keynes’s concept of marginal efficiency 
of capital, marginal propensity to consume or liquidity preference, or Marx’s 
rate of exploitation, profit or capital. It excludes structural change and, in fact, 
dynamical evolution and time. Kuznets, dealing with long series, recognized 
this problem: for the long time perspective, demographic, technological and 
social variables become relevant, and therefore ‘it is inevitable that we venture 
into fields beyond ... economics proper’ (Kuznets, 1955: 28).

But what is hereby suggested is a much broader implication than Kuznets’. 
In fact, the abandonment of the equilibrium paradigm for the analysis of cycles 
implies a revision o f the role and distinction between endogenous and 
exogenous variables. This position was argued in a brilliant insight by Veblen:

Social advance, specially as seen from the point o f views o f economic theory, consists 
in a continued progressive approach to an approximately ‘adjustment o f inner relations to 
outer relations’; but this adjustment is never definitively established, since the ‘outer 
relations’ arc subject to constant change as a consequence of the progressive change 
going on in the 'inner relations’, (\fcblen, 1899: 133-4)

Evolutionary theory implies a morphogenetic approach to societies, and as a 
consequence tends to combine endogenous and exogenous variables, whose 
distinction depends more on specific models than on the theory itself.Thc dichotomy 
must be weakened and challenged, considering the semi-autonomous variables 
which embody a complex combination of social relations for the explanation of 
historical events. For evolutionary theories, the strict exogeneity condition is 
meaningless, while for mechanistic theories it is the condition for production of 
propositions about causality, which is deterministic but indeterminable. In the same 
sense, the condition of strict endogeneity is empty for evolutionary theories, while 
for mechanistic theories it is the very condition for intelligibility.

And, finally, the Frischian approach and the general equilibrium mode! arc
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supported by the linear specifications o f models: once in a nonlinear world, the 
stability o f the endogenous-exogenous antinomy collapses, since interactions 
are possible and all variables can create fluctuations. Prigogine argued precisely 
this point about economics:

Clearly, a social system is by definition a nonlinear one, as interactions between 
the members of the society have a catalytic effect. ... The fact that each actor 
influences the behaviour o f  each other leads to complex, nonlinear processes 
involving different populations (white collars, blue collars, consumers, etc.) and 
different econom ic functions (services, industry, etc.). This in turn gives the 
system  access to divergent evolutionary paths lead ing to structures and 
organisations. (Prigogine, 1986: 503)

Non-equilibrium systems create order and movement, and the evolution o f the 
world is explained as a destructive and creative process and is not recognizable 
in the museum assumed by the classical mechanical metaphor o f positivism. 
There is no certainty in that world, rationality is bounded and behavioural 
assum ptions are predominantly descriptive, explanations are lim ited, 
deterministic laws collapse and equilibrium is no longer the typical outcome 
of the systems. Nothing is lost but the illusions: recognizing reality is by itself 
an escape from dreamland, even if the price for change is abandoning the 
comfortable fictions and to rediscover the difficult task of science.

+

This chapter discussed the strategy o f the double decom position, the 
cornerstones o f the rocking-horse metaphor: the distinction between trend 
and cycle, separating the dimensions of growth and of fluctuation, and the 
distinction between exogenous and endogenous variables, separating legitimate 
causality and intelligibility. This strategy leads fatally to defeat: arbitrary choices 
and methods replace the inquiry about reality.

Real history, which is irreversible, which includes human and social choices 
and conflicts about domination and coordination, which is sequential and yet knows 
brusque mutations, must be treated with historical methods: that is the place and 
function for the concept of semi-autonomous variables. Indeed, no perpetuum 
mobile mechanism can represent humanity. Therefore, decomposition, be it between 
trend and cycle or between impulse and propagation systems, must be firmly rejected.

The survival of the decomposition procedure is a clear indication of the 
limitations of the current theories of the cycle: on the one hand the deficiency 
o f the theoretical criteria to discriminate between the trend and the cycle, or 
their arbitrariness, and on the other hand their restriction to the linear 
representation, or their irrelevancy, mean that positivist models renounce to 
explain the real world —  but that was supposed to be the alma mater of science.

10. New Criteria for the Classification 
of Theories: An Intermediate 
Balance Sheet So

So far, the discussion of some central methodological issues in the analysis 
of cycles and growth has been related to the available classifications and 
depended on their criteria. But several instances were found to challenge 
these standard definitions, such as the definition of innovation or consequently 
the classification of theories based on cycles generated by innovation. Indeed, 
this case demonstrated the intrinsic incompatibility between the coherent 
Frischian equilibrium paradigm and the analysis of structural change.

The equilibrium approach, under its extreme forms o f certainty and 
optimizing rationality or even under relaxed assumptions, cannot interpret 
cycles and growth as interconnected parts o f a global phenom enon. 
Consequently, the divorce between theories of fluctuations and theories of 
growth exiled the cycle to the domain of the unexplainable exogenous variables 
—  and that was a substantial reason for the success o f the rocking-horse 
metaphor, since it reintroduced equilibrium in the domain of the cycle through 
a new partition of the problem. The strategy o f double decom position  
safeguarded the axiom of harmony of the economic forces.

The most important of those exogenous variables is the one that appears in 
the equation as a stochastic shock clement, interprétable as a measurement 
error or as the aggregate influence of other non-specificd variables; as a 
consequence of this essential ambiguity, no meaningful proposition can be 
put forward about its economic significance. This is the fundamental reason 
for the current status o f the statistical work on cycles or of the empirical 
confirmation o f theories on cycles, and for the development o f what Frisch in 
his last years dubbed ‘playometrics’ (Frisch, 1970: 163).

A coherent theory o f the cycle and growth, of structural evolution and 
change, must be rooted in alternative methodological foundations and requires 
a new procedure of classification of models and hypotheses, which is the 
subject of this chapter. Since the critique of the rocking-horse approach was 
already developed in the last two chapters, the next sections present an 
intermediate balance sheet and a set of criteria for the comparison of theories.
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10.1. The conceptualization of the system of hypotheses

The description of the characteristics of a theory is strictly dependent on the 
paradigm producing the classification and discriminating the relevant features. 
So, a Frischian theory can be adequately classified by a convenient description 
of its impulse and propagation mechanisms, but the same method will produce 
spurious conclusions if applied to different types of theories. Thus, a more 
general approach is needed.

The first building block for such a general approach is the definition of 
three criteria identifying the premises of the theory or of the model. For each 
criterion, two stages are identified for clarification.

1Û.1.A. First criterion: the metaphorical innovation of the model 
One general category of models has been very commonly found in the reviewed 
literature: the models inspired by the mechanical analogy, the pattern so pervasive 
in the positivist paradigm of neoclassical economics. The analogy proceeds in a 
very limited way since, in order to establish similarities and differences and to 
rale about the relation between the model and the economy it is supposed to 
describe, it is forced to restrict the economic behaviour to quantifiable, mechanic 
and harmonious relations. Since the rationality postulate is embodied in this 
model, every social behaviour is considered to be economically determined by 
the maximization rule, and the coherence between the model, the theoretical 
economy and the real society is presupposed. The perfect determinateness of the 
model is considered as the mirror image of the economy which is being modelled, 
since both are instances of the perfect world of equilibrium. Ceteris paribus clauses 
and the identification o f aggregative variables are therefore the sufficient 
foundations for the study of each system. Such excessive propositions and their 
inspiring epistemology were previously criticized: the mechanical metaphor 
demands no more and no less than the similitude of structure and the immutability 
of the analogues. As a consequence, the logic of the analogy is restricted to the 
oblique transfer and the consequences are devastating.

If instead a realist epistemology is adopted, a larger and more creative 
metaphor is required: in the case of evolutionary economics, that procedure is 
not only common but also necessary, since it is assumed that the set of 
hypotheses of the model is only able to deal with some of the social relations 
and cannot therefore exhaustively explain reality. Moreover, as the theory is 
holistic and the models are limited, the metaphor is important in order to 
transfer and to develop new hypotheses and, in spite of its non-demonstrative 
character, it contributes to the process o f knowledge. In particular, the 
evolutionary metaphor stresses the multiplicity of behaviours, o f causal 
determinations and of contradictions.

Type II theories, according to this criterion, are those inspired by the
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evolutionary metaphors, whileType I theories are those based on the mechanical 
metaphor.

10.1.B. The second criterion: the structure of causation 
As a general conclusion of the previous part o f the text, a hierarchical view of 
the determination relations was presented, making possible several modes of 
causation: strict determinism, irreversible and complex processes, functional 
relations, intentional causation. It is now time to argue for this case, since this 
is crucial to discriminate between T\pe I (correlationist) and T\pe II (causal) 
theories according to this second criterion.

The question of causality is in fact a constitutive part of the discussion 
about positivism and modern science.The difficulty in obtaining a satisfactory 
solution and definition of causality led some early logical positivists, as 
Bertrand Russell, to declare that the quest for causality was useless:

All philosophers, of every school, imagine that causation is one o f the fundamen
tal axioms or postulates o f science, yet, oddly enough, in advanced science such 
as gravitational astronomy, the word ‘cause’ never occurs . . . ,  To me it seems that 
philosophy ought not to assume such legislative functions, and that the reason why 
physics has ceased to look for causes is that, in fact, there arc no such things. The 
law o f causality, I believe, like much that passes muster among philosophers, is a 
relic of a bygone age, surviving like the monarchy only because it is erroneously 
supposed to do no harm. (Russell, 1913: 1)

This radical agnosticism about causality led to the search for alternatives, 
such as defining causality as a functional relation in the framework of the 
mathematical formalism. Russell's indignation was nevertheless understandable 
given the pervasiveness o f the mystified view that causality is restricted to 
positivist determinism, that causality equals one single and fully identified 
necessary condition for an event, an opinion that dominated science.

John Stuart Mill was one of the first economists to anticipate that opinion; 
from his writings on, the notions of invariance and contiguity of the cause-effect 
succession were an essential reference in economics. Applied to the domain of 
economic fluctuations, those definitions imply several criteria for the acceptability 
of theories. One of these influential criteria, that of Herbert Simon, defined the 
concept of causality as a logic of asymmetric relation between sentences: if 
A -Æ  but B does not-^ A, and it can be stated that A causes B (Simon, 1953: 
50-51). Causality is therefore a determination:

Wc will say that a set o f conditions (and a corresponding set o f laws) determines an 
atomic sentence a , if  (i) we have an empirical law for each condition in the set, and 
(ii) in the set o f tile states for which all those conditions are T [true], a( is cither 

always T or always F [false]. Wc define a complete set o f laws as one that determi
nes a unique conditional state-description —  that is, determines all the a’s. Given a 
complete set o f laws, wc will say that aj has causal precedence over a. if the minimal
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set o f laws determining the former is a proper subset o f the minimal set o f laws
determining the latter. (Simon, 1952:524)

This type of causally ordered structure is called by Simon ‘self-contained 
structure’, and a typical example of such a determination is the system of 
equations in the structural form whose coefficient matrix is triangular or nearly 
triangular (Simon, 1953: 63, 50). This is not by any means a general case, but 
the deductive concept o f causality was largely adopted in economics for 
decades, being slightly transformed in order to include a deterministic account 
of the distribution of probabilities of a variable.'*8

The neoclassical school, and essentially the New Classicals, challenged 
this strong deterministic condition. For the purpose of the Frischian paradigm 
and its empirical work, another and weaker concept was necessary to account 
for the relation between exogenous and endogenous variables, and to define a 
new type of causal ordering. Granger provided such a theory in a path breaking 
paper in 1969. Unlike Simon’s, his concept of causality is only relevant for 
stochastic processes, and is defined as a function o f the predictability of the 
time scries under observation: ‘Causality. If o*(XfU)<a2(Xf~U—Y)> we say that 
Yt is causing X(1 denoted by Yt—>Xf We say that Yt is causing Xt if we arc better 
able to predict Xt using all available information than if the information apart 
from Yt had been used’ (Granger, 1969:428; X)f £ / and^are stochastic proces
ses, ~y denotes now the past values of such series, a 2 is the variance o f the 
predicted error, and t / i s  all information accumulated in the universe since/-!). 
Linearity is assumed.

In this case, correlation is identified with causality, and spurious correlation 
can arise if the relevant data are not used in the regression (ibid.: 429; Vercelli, 
1990: 241). Furthermore, causality is again exclusively driven by exogenous 
variables (Granger, 1980: 350; Zellner, 1979: 10), which was the standard 
definition o f the Cowles program (Darnell and Evans, 1990:116), This definition 
provided a powerful tool for the development of econometric confirmation ism, 
but may lead to absurdities. Hendry gave the example of the explanation of 
the British inflation by the rates of dysentery in Scotland, since this variable 
has a better fit than the evolution of the supply of money (Hendry, 1980:390), or 
by the cumulative rainfall for the same reason (ibid.: 395). Sheehan and Grieves 
argued that some American macroeconomic time series can be proved to Granger- 
cause the sunspots, not the other way round as suggested once by Jevons 
(Sheehan and Grieves, 1982:776-7). In that case, spurious correlation would be 
treated as true causality. This type o f model of causality corresponds to Type I 
theories, according to this second criterion.

In hisTreatise on Probability, Keynes suggested another vision of causality, 
separating the causa essendi (ontological and deterministic cause) and the cau
sa cognoscendi (epistemic and probabilistic cause), the first being a limiting 
case for the second, which describes the natural state of a meaningful proposition

on causality. The causa essendi can be indicated, fol lowing \fercellt (1990: 234; 
the variables are as previously indicated) as Y( being a sufficient cause for Xt 
with information Ut iff P(Y(Af/f)>0 and/</', P(XJY a £/)=I and P(X./£ /)* ! . And 
the causa cogn oscen di of Xt relative to Ut ex ists  if f  P(Y(A£/f)> 0 , 
Y*(XJY^U^ViXJU f In this case, a rather general and non-deterministic concept 
of cause is involved.

The obvious difference with Granger causality was that for Keynes the 
causal relation should be established by the hypotheses, and not by the a 
posteriori verification of empirical correlations: the power of discrimination 
against spurious correlations lies in the theory and not in supposedly 
independent statistical procedures. Models proceeding in this way will be 
characterized as Type II theories.

10.1, C. The third criterion: the separability in the model
The third criterion encapsulates the debate on the decomposability o f trend and 
cycle. T y p e  I theories will be considered following the extreme assumption 
about a total distinction between growth and fluctuations. Type II theories are 
those considering the decomposition as arbitrary and irrelevant, and which study 
the cycles as the conditions and forms of growth. These theories get inspiration 
from Marx, Mitchell, Keynes, Harrod, Schumpeter, Goodwin or others.

10.2, The properties of the system of hypotheses

The three criteria above indicated describe the conceptualization of the model 
and provide a discrimination between types o f theories and their general 
assumptions. The next three turn to the properties of the model as such.

10.2, A. The fourth criterion: the nature of the variables
One of the more relevant reasons for the adoption of the Frischian paradigm, 
just when the econometric revolution was being developed, was that it provided 
a theoretical application and justification for the antinomy between exogenous 
and endogenous variables. This distinction is the basis for Type I theories, 
according to the present criterion of the nature of variables.

Several attempts were made in order to answer and to eliminate the practical 
difficulties imposed by this dichotomy. Christopher Sims suggested a statistical 
procedure, using Granger causality and VAR models, initially treating all 
variables as endogenous: the results of the estimation, and not the preconception 
of the hypotheses, should indicate the variables to be designated as exogenous. 
According to the author, the conclusion does not depend on the theory and the 
results are supposed to have useful descriptive capacities (Sims, 1980: 15, 30, 
32). Yet, they depend crucially on Granger’s measure of correlation and cannot 
establish the strong causal relation normally implied by the differentiation

New Criteria for the Classification of Theories 175



176 The Rocking Horse

between endogenous and exogenous variables. The neoclassical theory is based 
on this contradiction between a strong positivist requirement of a completely 
deterministic causality and the weaker and incomparable operational 
correlationist procedure used to confirm theories.

Another solution is suggested in this text, based on the development of the 
concept of semi-autonomous variables. The semi-autonomy indicates the nature 
of the variable: it represents social relations and movements which are not 
purely economic in a narrow sense and which are not strictly quantifiable, but 
which are meaningful if not decisive in the development of the economies. 
These variables are therefore essential to the desired linkage with historical 
analyses and other information outlining an evolutionary discussion of 
structural change. Type II theories are centred on this historical account.

10.2.2. The fifth criterion: the structure of the model
As previously indicated, equilibrium models depend on the postulates o f 
rationality, certainty —  or uncertainty reducible to some form of certainty —  
and stability, which summarize the whole method. This is Type I structuralist 
models. Type II are those models representing morphogenesis, including the 
evolution of parameters and changes in the structure of the system.

10.2.3. The sixth criterion: the functional specification of the relations 
The sixth criterion distinguishes among linear (Type I) and nonlinear models 
(Type II). Linearity is the normal specification for the mechanistic assumption 
of aggregative, perfectly determined and equilibrium models. As previously 
demonstrated, this is required by the distinction between growth and cycle, 
and undermines the epistemological status o f both theories, preventing them 
from producing meaningful statements —  since the explanation is centred on 
the unexplainable and limited to explain why is it prevented from explaining. 
To re-establish the full theoretical status of cycle theory, thus considering 
cycles not as residuals but as the forms of growth, a more realist departure is 
needed. There is nevertheless a price for this nonlinearity assumption, which 
many scientists are unwilling to pay. At the present state of knowledge, a 
multisectoral system with many dynamic equations can only be solved for line
ar specifications, and the hypothesis o f stability of the system is generally rejected 
in dimensions larger than two: consequently, there is a trade-off between 
computability and realism, between functional descriptions and semantic value. 
Evolution means complexity and complexity requires evolutionary and non- 
positivistic methods of inquiry.

The following table summarizes the six indicated criteria:
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Table IQ A Compared characteristics of the two paradigms

T>pc I theories Type II theories
i mechanical analogy evolutionary metaphor
2 correlationist causality probabilistic (quantifiable and non- 

quantifiable) causality; plurality of 
modes of determination

3 decomposition of trade and cycle cycles as the form of growth
4 endogenous-exogenous distinction semi-autonomous variables
5 structuralist equilibrium morphogenetic disequilibrium
6 linear specification and

aggregation properties complex system, holistic framework

These criteria will be applied now to some theories about growth and the cycle,

10.3. Theories and problems

The six criteria indicated in the previous chapter will be used to classify and 
discuss m odels o f  growth and/or cy c le s , in order to reconsider the 
methodological problems o f economic structural change. Once again, the 
survey is not exhaustive and intends to exemplify and discuss some o f the 
main arguments of this Part Two.

Five main families o f models are considered. The first is that o f endogenous 
models with a deterministic structure aimed at a description o f the actual 
paths o f the economies. The multiplier-accelerator models are the most relevant 
exam ple o f  that class. The second group is constituted by the early 
Institutionalist research program. The third group is that of the political business 
cycles (PBC), a literature originated in 1943 by Kalecki and representing for 
a long period an exception in what concerns the formal hypothesizing of 
relations between political movements and economic variables. The fourth is 
the larger group o f contemporary monocausal models, rcinvigorating the 
Walrasian agenda and maintaining the implausible assumptions about full 
information and rational expectations. They are largely based on exogenous 
and stochastic disturbances (EBC and RBC); these models are still dominant, 
but their realism has been questioned since it is rather difficult to accept the 
idea that small unidentifiable random shocks can explain the real historical 
evolution and directional structural change. The last group is the family of 
nonlinear models, which represent an alternative strategy since growth and cycle 
are supposed to be dimensions of an unseparable process.

Several models do not fit exactly in the opposheType I orTy pc II categories, 
and will show intermediate features which are most relevant to the present 
study. The order o f presentation is not chronological, but thematic.
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10.3.A. Endogenous growth theories
In the virtuous circle o f the classical growth theory, profit determines the 
behaviour of investment, which causes growth. In order to overcome this type 
of tautological explanation and to understand the contradictions of the growth 
process, Harrod and Domar developed new models in the 1930s and 1940s 
which remain as landmarks for the growth theory. Harrod’s system is a very 
simple multiplier-accelerator model in which savings was a constant percentage 
of the national income and equals investment, which was a part of the first 
difference of income (Harrod, 1939: 14 f.). The warranted rate of growth of 
output, Gw, was measured by the ratio of the average savings rate and the 
capital-output ratio, and indicated the ‘moving equilibrium o f advance’** (ibid.: 
15). Since Ch, could be different from the actual G, the verified rate o f growth of 
the economy, if the value o f capital-output ratio was different from the desired 
one, instability could occur: there is in the model an equilibrium situation, but 
unlikely to be attained, and unstable if attained. In particular, a cyclical behaviour 
is possible, since if G*>G there is a recession, whereas if Gw<G an expansion is 
generated (ibid.: 26). Moreover, the agents are induced to behave in order to 
produce cycles: ‘a condition of general overproduction is the consequence of 
producers in sum producing too little’ (ibid.: 24). In gen-eral, the fluctuation of 
investment was supposed to be inferior to the value required by the acceleration 
principle.

Domar developed a similar system, but the production function took the 
form Y~sK  or, differencing in relation to time, /  -  s-1 dY/dt, wheres stands for the 
realized investment productivity, or the reverse of the capital-output ratio (Domar, 
1946:137 f.). If the productivity of investment does not attain its potential optimum 
value, there is a process of junking and destruction of capital (ibid.: 144). As for 
Harrod’s model, Domar’s can generate four different regimes, resulting from 
combinations of oscillatory and non-oscillatory fluctuations with dampened 
and explosive fluctuations. Further assumptions about the value of the constants 
s , c or s , are needed in order to define each case, but the economic theory does 
not indicate any assumption about those values, besides some very general 
limits (the rate of savings cannot be negative). The system is unstable, and that 
is all that can be said. It is therefore a strict Type I theory from the point of view 
of the fourth criterion (endogenous and exogenous variables), but not so from 
the angle of the fifth (structural equilibrium is possible, although not probable).

Hansen argued for a model explaining cycles by the fluctuations in real 
investment, mainly autonomous and inventory investment in expansions 
(Hansen, 1941: 225; 317), and by the behaviour of consumption and investment 
in the contraction, in a cumulative process. Samuelson’s multiplier-accelerator 
corresponds to Hansen’s concepts, and it is a Type I model.

The most influential model developed in this framework was Kalecki’s, 
Kalecki reviewed Keynes’s General Theory as early as 1936, and criticized the
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very short term analysis which ignored the effect of investment decisions on 
expectations (Kalecki, 1936: 247 f.). If this was considered, no equilibrium 
would be possible since agents take autonomous ex-ante decisions, and their 
non-prcdictable effects act on real time and arc irreversible. In spite of this point, 
Kalecki was not able to formalize expectations in this wider sense, and in his 
models considered the future to be anticipated as the image of the recent past.

Furthermore, Kalecki also criticized the inadequacy of the accelerator, 
since it did not consider other determinations of investment, namely that 
represented by one of his semi-autonomous variables (Kalecki, 1966: 78 f.). 
His dynamic version was developed simultaneously and was indeed more 
complete than Keynes’s: Kalecki suggested instead a more sophisticated model 
incorporating a differential production and demand for capital goods, creating 
an overshooting situation and fluctuations in the degree of utilization of 
capacity; on the other hand, lags in the demand of investment goods could 
accentuate the cycle (Kalecki, 1970: 24 f.). The model included a notion of 
imperfect competition, and the effective demand principle led to two important 
conclusions: (i)it rejects the equilibrium paradigm; and (ii) it introduces a theory 
of distribution (Possas, 1987: 50, 92-93).

In particular, Kalecki was aware of the difficulty in the application of the 
model in order to analyse real series, namely of the problem of decomposition 
trend-cycle. The long-term trend was described as a succession of short-term 
situations, that is, as having *no independent reality’, so that ‘the two basic 
relations... should be formulated in such a way as to yield the trend cum business 
cycle phenomenon (.,.), the only key to the realistic analysis of the dynamics of 
a capitalist economy’ (Kalecki, 1971: 165). Kalecki went as far as recognizing 
that the decomposition procedure he used in previous works was responsible 
for the error of missing the impact of technological change (ibid.: 166) -— in 
fact, the productivity-investment relation, crucial for technical change, was 
represented by a semi-autonomous variable by the author. In this sense, the 
cycle is a property of the economic structure, while the trend represents the 
dynamics of its change and the variation of the parameters: causality is unified.

In spite o f that recognition, Kalecki could not avoid a tautological version 
of the decomposition, necessary for his formal models, where for instance 
investment was represented by the summation o f a trend and deviations from 
the trend (Kalecki, 1971: 177):

ft = Y,+(?r Y) (10.1)

Possas defends this strategy, arguing the trend can be assumed to be null so 
that the cycle be separately inspected: the ‘relative independence’ o f both 
components, and the ‘ basically distinct causality ’ permits this type of procedure 
(Possas, ibid.: 157, 162 n., 229; this is contradictory with the same author in p.
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17). Yet, this is also contradictory with Kalecki’s previous statements or with the 
concept of semi-autonomous variables relating trend and cycle. The problem 
remains and, in spite of not solving the decomposition problem, Kalecki 
criticized the equilibrium paradigm in the vein of Keynes and tried to model 
the intrinsic instability of the capitalist system, correcting or identifying some 
of the shortcomings of the Keynesian theory.

Pasinetti developed new models on the basis o f the principle o f effective 
demand, and argued that the theory should account for ‘a complex dynamic 
process of growth with periodic irregularities’ (Pasinetti, 1974: 54), that is, 
rejected decomposition. The inner relation between trend and cycle is described 
as a feature of an organic system:

With this integration, an economic system as a whole emerges not so much with 
the character of a rigid mechanism, but rather with that of a living organism, 
which continuously learns from past experience and continuously faces new 
problems to be solved, (ibid.: 71)

Pasinetti’s endogenous model of the cycle is a difference equations system  
which does not include random shocks: the economy may attain whatever 
path of exponential growth that is desired if  the entrepreneurs adapt their 
actions, but there is no endogenous way to force them to make such an 
adaptation. Like in Harrod's model, instability prevails.

The neoclassical authors opposed this vision. As is well known, Solow argued 
that the knife-edge stability of growth of the previous models depended on the 
assumption of a fixed combination of labour and capital, since the production 
function expresses the productive capacity as a constant proportion of the capi
tal stock (supposed to represent the factors) and ‘When the results o f a theory 
seem to flow specifically from a special crucial assumption, then if the 
assumption is dubious, the results are suspect’ (Solow, 1956: 65). Supposing a 
production function with possible substitution between the capital and labour 
factors under a Cobb-Douglas specification, Solow concluded that the demand 
and supply adjustment determines the equilibrium path of the economy. The 
capital-output ratio is then uniquely determined as the ratio between the 
propensity to save and the rate of growth of the labour force, which is the 
equilibrium value: stability prevails.

In a later extension, Solow introduced neutral shifts in the production function 
and considered different vintages of capital stock (Solow, 1959: 89 f,). The 
technical change factor is considered to grow exponentially through time at a 
constant rate, and to be independent from the other factors. Under these 
conditions, the rate of growth of output is exogenously given by the growth of 
the technical progress variable and the elasticities of output respect to capital 
and to labour (Phelps, 1962: 549). Finally, innovation is considered under the 
form of new vintages of capital goods, but every vintage is supposed to embody
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the last technology and to be unable to produce subsequent incremental 
progresses (ibid.: 552). In a word, instability is avoided since it is prevented in 
a model which postulates equilibrium.The same suspicion applied by Solow to 
Harrod’s model, that of depending crucially on one doubtful hypothesis, is now 
pertinent for his own case. These neoclassical models are T^pe I theories for all 
the indicated criteria.

The trend is therefore determined by exogenous conditions such as the 
technological externality and factor endowments —  which constitute an 
unscrutinizable black box. In the heuristic abstraction o f the aggregate 
production function, under a Cobb-Douglas specification and supposing that 
crt is the state o f knowledge, there is

( 10.2)

or in log terms and differencing in relation to time:

yr t = A + a ( k r l ) + r  (10.3)

where Â is of course d(lnA)/dr, If A —  a residual, not including the influence of 
knowledge —  is considered to be independent of time, then we simply have 
that the per capita growth of output is the summation of a{k- l ) t indicating the 
time shifts in the function, and r, indicating the time shifts of the function. The 
model is a Type I theory: Solow accepted that these notions depend heavily on 
the initial assumption of constant returns to scale and are another testemonium 
paupertatis of the theory:

it is true that the notion of time shifts in the function is a confession of ignorance 
rather than a claim of knowledge: they ought to be analysed further into such 
elements as improvements in the skill and quality of the labour force, returns to 
investment in research in education, improvements in the technique within 
industries, and changes in the industrial composition of input and output, etc. 
(Solow, 1959: 90)

The author considered this comment to be the starting point for the later new 
growth theories; it is indeed a generic and important insight, recognizing the 
inability o f traditional neoclassical models to analyse innovation.

Kaldor suggested a different agenda, since he claimed that the growth of 
knowledge is simply not quantifiable and that the production function is neither 
linear nor homogeneous. As a consequence, equilibrium cannot be assumed: 
income will not be distributed according to the marginal product of factors, 
increasing returns are pervasive and the study o f distribution is again the 
essential problem o f growth theory. According to the sixth criterion, Kaldor 
was suggesting a complex nonlinear Type II approach.
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10.3.B. Burns and Mitchell: the Institutionalist evolutionary analysis of cycles 
Mitchell’s definition of business cycles was for a long period the departing 
reference for every study on the matter and it is a representative of the second 
family o f theories:

Business cycles arc a type of fluctuation found in the aggregate economic activity of 
nations that organize their work mainly in business enterprises; a cycle consists of 
expansions occurring at about the same time in many economic activities, followed 
by similarly general recessions, contractions and revivals which merge into the 
expansion phase of the next cycle; this sequence of changes is recunent but not 
periodic; in duration business cycles vary from more than one year to ten or twelve 
years; they are not divisible into shorter cycles of similar character with amplitudes 
approximating their own. (Mitchell, 1927: 468)

Mitchell was aware of the heuristic function of his concept, and argued this to 
be an advantage.50 The trend was included, since there are economic and soci
al processes longer than the cycle,51 but it was referred only to those processes 
considered to be non influential on the cycle (Bums and Mitchell, 1946: 412- 
3). The careful treatment o f statistical evidence was essential, since aggregation 
obscures the evidence, for instance in expansions, when there are several 
movements at a time and not every industry is growing (Bums, 1969: 64), 
This conclusion echoes Schumpeter.

As for the causal structure, Mitchell and Bums suggested a combination 
of largely independent factors (Mitchell, 1927:419-20,461), the most important 
being the profit schedule —  the ‘clue to business fluctuations’ (ibid.: 105; 
also 183-184) — , the related movements of investment (ibid.: 182; Bums, 
1969: 34; 38) and the Schumpeterian ‘new combinations’. These authors 
acknowledged and praised the virtues o f the combination o f historical 
explanation with statistical evidence and mathematics: ‘Of course, there is no 
logical opposition between the theoretical and the historical viewpoints, any 
more than there is opposition between causation and analytical description. On 
the contrary, history and theory supplement each other’ (Mitchell, 1927: 57).

From this general point o f view, these authors defined an evolutionary 
approach to the cycle, and said so: the cycle is the consequence of a culture 
(Bums, 1952:25), the product of the institutions of capitalism (Sherman, 1991 : 
5), which can not be studied by the mechanical analogy. Processes are the cen
tral concept, and not equilibrium, stressing the ‘notion of a sequence, the concept 
of cumulative, consecutive growth, as opposed to the Newtonian concept of 
equilibrium’ (Mills, 1952: 119; also Homan, 1952: 179); causal relations arc 
treated as interactions, since causes become effects (Clark, 1952: 203). 
Schumpeter considered their analysis as the first step for a realist version of 
economics (Schumpeter, 1952: 327), even if he wrongly criticized Mitchell for 
ignoring the equilibrium concept. In a memorial article for Mitchell, the former
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NBER researcher and future Nobel prize winner Milton Friedman acknowledged 
this conception o f cycles as the outcome o f self generating institutional proces
ses under uncertainty (Friedman, 1952:274).

In other words, this is a Type II theory, producing explicit statements under 
criteria one (evolutionary metaphor), two (essential indecomposability of trend 
and cycle), and five (morphogenesis), and implicit statements under criterion 
three (nature of the variables).

10.3.C, Political Business Cycles theories
The first thorough argument about political business cycles (PBC) was presented 
by Kalccki in 1943, when he studied the reasons for the opposition of big business 
against a policy of full employment, even if profits could be higher in such a 
situation. The reasons were found to be political and determined by the social 
influence of business on the government and society as a whole: governmental 
interventionism could enlarge the sphere o f action o f the public powers, and 
furthermore the direction o f the intervention could eventually damage private 
business interests in the future and that is why it should be avoided; finally, a 
working class under full employment was considered to be less disciplined and 
fearful (Kalecki, 1943: 325).

Kalecki described the current policies o f  deficit spending in slumps, giving 
way to orthodox policies once the expansion took over, and opposed this sort 
of counter-cyclic policies, since they did not assure full employment and were 
oriented to limit spending and not to develop new consumption by rising 
pensions or reducing indirect taxation (ibid.: 330). Thus, PBC are a dear 
example of the second motivation for cycles —  or counter-cyclic interventions 
—  in the general linear model previously stated, the effect o f exogenous 
variables. Finally, these models introduced social classes into the analytical 
framework: the social instinct o f the capitalists was what prevented their 
acceptance of the higher profits situation under full employment (ibid.: 326).

Three decades afterwards, in another slump period, Nordhaus redefined the 
agenda for the PBC research. Assuming the postulate of rationality52 —  far 
away from Kalecki’s discussion about social conflict!ve behaviours —  Nordhaus 
suggested the possibility of an intertemporal trade-off and of a public choice 
between inflation and unemployment (Nordhaus, 1975: 169). In this context, 
the current government party should direct its efforts to maximize the vote 
function for the next elections, subject to the inflation and unemployment 
restrictions. So, a cyc lica l pattern is im posed not because o f  the 
unrepresentative ness o f the government as in Kalecki’s model —  the dependence 
of the government in relation to big business —  but as a consequence of the 
manipulation of the cycle for electoral purposes. No social differentiation is 
assumed and the government is representative, but the democratic choice is 
myopic (Moura, 1981: 268).
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Furthermore, Nordhaus assumes that the electorate has no memory about 
the past political choices: the successive events are independent (Nordhaus, 
1975: 185). Only the policy makers know the system, unlike the voters, and act 
accordingly; yet, the result is sub-optimum, with lower unemployment and higher 
inflation than in the optimum.5*1 The empirical test used to verify the model, with 
1947-1972 series, confirmed the hypotheses for three countries (Germany, New 
Zealand, United States), rejected it in four cases (Australia, Canada, Japan, 
United Kingdom) and was inconclusive in two others (France, Sweden). This is 
far from convincing evidence.

The whole procedure is relevant as a very specific attempt to challenge 
the borders o f criterion four, the endogenous-exogenous distinction: PBC 
models argue for the endogenization o f the policy making, but under the 
constraint of a given utility function of the government and rather implausible 
behavioural assumptions. The result proves that Type I theories under criteria 
one (mechanical analogies) and five (structural equilibrium) cannot proceed 
to the relaxation of the distinction between endogenous and exogenous variables 
(criterion four) except in an incomplete and therefore incoherent way,

10.3.D. Equilibrium (EBC) and Real Business Cycles (RBC) theories 
At the same time of the rebirth of a new interest in political business cycles, a 
new approach was suggested by the New Classicals. An influential paper by 
Lucas ( 1975) provided the first building block of this new concept in a rocking- 
horse framework. As in other types of models, Equilibrium Business Cycles 
(EBC) models describe a stationary process around a deterministic time trend 
indicating the ‘natural rate of growth’, in which serially correlated variations 
of the levels o f the economy motivated by exogenous random shocks create 
the cyclical properties. This model o f stochastic influences on structural 
relations is a trend-stationary model, based on the misperceptions o f  the 
unanticipated price signals. The exogenous shocks on the demand side have no 
permanent influence on the behaviour of the system. Decomposition is possible, 
and the residuals are the cycles.

The later Real Business Cycles (RBC) models are represented be stationary 
processes around a stochastic trend, and decomposition is only possible under 
the restrictions previously pointed out. The shocks are thus considered as real 
and persistent on the supply side; long run ‘innovations’ of the trend affect the 
short run cyclical behaviour of the system.

These models are briefly considered in this section.

J0.3.D J.E D C
Lucas’s model is an application of the Rational Expectations Hypothesis (REH), 
but considering that the agents have not and cannot have full information, 
since they only know the particular market where they act.54 In fact, the cycle is
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created by the asymmetric information o f the agents, who confuse movements 
of the aggregate price level with changes o f the relative prices of their products, 
and therefore increase supply.

In this case, the price at market z is:

Ff(z)= P , + Ff(z) 00.4)

where |i(z) is the random shocks component deviating price from its trend in 
market z. Its average is supposed to be zero and the variance is constant. 
Therefore, I/ [/?f(z)]=a°+(T!̂ , On the other hand, p = p + e t, where p  is the 
unobservable price movement.

So, the agents must estimate pf and will fit the regression:

p = a + p Pi(z)+Q}( (10.5)

where the random component is also assumed to have zero mean and constant 
variance. As a result, the agents’ estimation provides a guide for behaviour: if 
there is a constant inflation, a sudden change in the price level p fz )  will be 
interpreted as a change in the relative prices o f market z; if  the rate o f inflation 
is extremely variable, there will be no response. Total supply is:

y(0 = Py(+ b(l-B ) (prp) + M y ^ y J  (10.6)

that is, it is the sum of the permanent component, the price surprise weighted 
by the agents surprise, and the last period deviation o f output from the 
permanent component. If (10.6) is equated to the aggregate exogenous demand, 
the solution for the whole economy indicates the properties of the cyclical 
component, which is a sum o f the past random shocks deviating from the trend.

The behaviour o f the system depends crucially on the serial correlation of 
the cyclical component o f output. Barro provided an extension o f this model 
explaining the unanticipated demand shocks as changes in the growth rate of 
money supply, once again depending on the assumption of limited information 
of the agents but, as the cyclical component is not serially correlated in this 
case, there are no persistent cycles (Dore, 1993: 69). This is the common 
economic explanation for this type of model, but was soon abandoned by its 
authors (Stadler, 1990: 764 n.; Dore, 1993: 4-5), even if Barro maintained his 
scepticism about the alternative RBC models, which allegedly could not explain 
the dimension of the verified fluctuations in the economy (Barro, comment in 
Eichenbaum and Singleton, 1986: 136).

There are several important problems for the economic interpretation of 
this model. First, the information barrier is considered to be a short term 
phenomenon —  some months —  but it produces a persistent pattern o f cycles.
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Second, if the information barrier is the sole major explanation for cycles, there 
is no evident reason for preventing market or public provision of information 
to fill the gap and to react to the market opportunity, and such a measure could 
easily prevent the fluctuations. Finally, in the real world there are barriers to 
information but there are partial markets for information as well as public 
provision o f information; if this is so, the true reason for fluctuations may well 
be another one.

Here we have again the paradox o f mainstream epistem ology: the 
possibilities o f empirical corroboration are limited by the inclusion of 
nonobservable and non-testable vectors of information. Furthermore, these 
models imply an extreme form of instrumentalist and relativist epistemology, 
which is vindicated very clearly by Lucas, restricting the construction of a 
theory to the analogy with an artificial mechanism (Lucas, 1981: 272). In this 
sense, the study of macroeconomics is limited to the presentation o f its analytic 
models, and is based on a privileged way of theorizing by simulation and by 
analogy from toy-models,

10.3.D .2. RBC
By the eighties, these models were superseded by the RBC type of explanation. 
Instead of considering random exogenous shocks on the cyclical component 
ry(, the RBC models also considered shocks on pyf and its implications in the 
creation o f the cycle. The probability distribution of those shocks is supposedly 
known, so that a new certainty equivalent is introduced. Given that the 
methodology was previously discussed, only a short comment is needed now.

The model is developed in a New Classical and REH framework, and 
assumes that information is publicly and costlessly available, so that business 
cycles are Pareto optimal outcomes of the agents’ optimizing response to real 
variations in technology, productivity or tastes. The endogenous propagation 
mechanism is considered as the centrepiece o f the RBC explanation: the 
dynamics of adjustment costs or time-to-build capital goods determines the 
cyclical behaviour. The production function has the general form:

y, = K) f 10*7)

where h is the technological shock,

( 10.8)

where L and K  are the inputs, e(is white noise, and the equation is homogeneous 
of degree one. Then, the cyclical component, which is proved to be the sum of 
past random shocks (Dore, 1993: 83) is created by the assumed lag structure, 
the autoregressive process of the technological shocks. The effect of the shocks
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is permanent (King et al., 1987:4). Decomposition is still possible, even if the 
trend is assumed to be stochastic, if perfect correlation or perfect independence 
are assumed between the innovations o f the trend and of the cycle. Otherwise, 
it is not.

King ct al. provided in the same paper an extension of this model to the 
multivariate case, using cointegrated variables and the common trend approach 
previously developed by Watson and Clark, The exogenous shocks with zero 
mean and constant variance affect the total productivity factor;”  the production 
function is specified as a Cobb-Douglas, there is a representative agent and 
the most important origin o f the fluctuations in the system are changes in the 
trend, which are common for the relevant variables.

Stadler tried to synthesize EBC and RBC in a single model where 
endogenous technological change is allowed under the form of short term 
shocks, but which influence the long term behaviour. The production function 
of a firm i should be:

Ft (10.7')

where a is a constant, L is the input, F is a positive stochastic shock with a 
permanent and a cyclical component andZ is accumulated technical knowledge, 
a ‘kind o f capital’ (Stadler, 1990: 766), which is a function o f the previous 
period accumulated knowledge, the rate of productivity and the level of inputs. 
In these circumstances, a temporary change in productivity can generate 
changes in the accumulated knowledge, through leaming-by-doing or other 
processes, which imply a permanent change in output. Of course, all this 
specification depends on the stated properties of the ‘capital’. Furthermore, 
these families of models do not explain innovation as a real economic process 
or structural change as a process of growth:

a. They assume the possibility o f decomposition and, in order to obtain 
mathematically tractable models, they require strict hypotheses about the 
nature of the innovation, the exogenous stochastic shock: it must be 
uncorrelated with the permanent random element of the trend —  if the trend 
is specified as stochastic —  and its variance must be constant. But this refers 
to a non-existent world: new combinations of radical change cannot be 
conceived of under these assumptions.

b. All markets are always cleared, so there is a persistent state o f equilibrium 
or a strong convergence to it, and the only reason for fluctuations is the 
random appearance of shocks and the misperception due to asymmetric 
information (monetary business cycles) or to exogenously given changes 
in the technology (real business cycles). If it happens, change is neither 
explained nor explainable.
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c. Finally, these models use Granger correlationist causality as well as linear
specifications, and vindicate a strong concept of the endogenous-exogenous
dichotomy. Under the current classification, EBC and RBC are Type I theories.

10.3.E. Nonlinear models of cycles and growth
Early nonlinear models o f cycle inspired by the Keynesian tradition provided a 
different sort o f explanation: the cycles are endogenously created by combined 
propagation and impulse mechanisms. Hicks, Kaldor and Goodwin presented 
some of the first attempts to model cycles in this framework.

Hicks’s model (1950: 3) combined Keynes (the Savings and Investment 
functions), Harrod (the fluctuation around an expansion trend) and J.M. Clark 
(the acceleration principle); the accelerator was considered to be the main 
cause for the fluctuation, since it worked asymmetrically in expansions and 
contractions (ibid.: 37, 95, 101). When the accelerator exceeded unity, the 
equilibrium was unstable, and the model behaved as what Samuelson called a 
‘billiard table nonlinearity’, with a floor constituted by the non-negative values 
of consumption and investment and a ceiling constituted by the limit of full 
employment o f factors. The accelerator rules the expansion, which was 
amplified by induced investment, and the multiplier ruled the contraction; the 
cycle was self-perpetuating.

This approach constitutes an alternative to Frisch’s model, since the 
aggregate net effect of the random shocks should be very limited and unable 
to explain the amplitude or the persistence of the cycles. The model suggested 
that nonlinear relations could represent the complete mechanism for generating 
and maintaining the cycle.56

Kaldor (1954) presented a model with nonlinear investment and savings 
functions and thus several possible equilibria points. The economy was 
supposed to oscillate between two attractors, and to be adjusted cyclically by 
the behaviour of savings and investment. Only the market o f goods was 
considered. Benassy ( 1984) introduced non-Walrasian models with quantitative 
constraints and generating various regimes. The cycle is created by the switch 
of regimes and the economic response to the growth of aggregate demand 
produces the expansion o f output and the rise of wage costs, limiting the 
upper turning point; the following fall of output produces the decrease of 
wages and thus fuels a new expansion. The regimes are determined by the 
levels o f employment and sales; markets o f goods and labour are considered.

Nevertheless, there is a common problem with these models, which is the 
difficult incorporation of the trend. In the case o f Hicks’s model, the trend is 
exogenously given by the rate of growth o f the ceiling (the level o f full 
employment of resources), which is independent of the cycle. If the cycles 
occur around a constant level, there is no growth; if otherwise there is growth, 
it is not explained. Therefore, the integration of both concepts is not possible:
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‘Professor Hicks’ work provides a convincing demonstration o f the fact that in 
adapting Mr. Harrod’s theory to explain fluctuations we lose any explanation 
of the trend’ (Goodwin, 1982b: 115).

As an alternative, Goodwin suggested a powerful endogenously generated 
model accounting both for the growth and for the cycle in a nonlinear 
framework. In his works in the fifties, Goodwin had expressed his discontent 
with the previous multiplier-accelerator models, which lead to explosive or 
damping behaviour except in one very precise case of sustained oscillations, 
and argued for nonlinear m odels maintaining the oscillations and the 
asymmetry of expansions and contractions. In one word, only an evolutionary 
and not a stationary system is adequate to model the cycles (Goodwin, 1982: 
82). And since economic progress is considered not to be steady but to come 
in irregular but not random bursts —  occurring essentially in the boom which 
creates the trend —  Goodwin suggested a combination o f Keynes’s insights 
on aggregate demand and Schum peter’s on revolutionary innovations 
(Goodwin, 1982: 123). Growth was explained by innovations and shifts o f  
the productivity function, and the lower turning point was explained by the 
replacement o f  equipment goods, since the opportunity existed and there 
was much redundant capital (ibid.: 137).

In 1967, Goodwin presented a new model explaining growth and cycle. It 
assumes an exogenously given steady and disembodied technical progress, a 
steady growth o f the labour force, two factors, no prices, a constant capital- 
output ratio and a conflict between labour and capital for the determination 
of the level of employment and the respective shares in value added.57 In this 
model, there is a permanent and irregular growth of output, which is a function 
of the share of labour and the capital-output ratio; cycles are generated in 
analogy to the Voltcrra-Lotka predator-prey system. Goodwin presented the 
advantages of this sort of models as making possible the combination o f short 
cycles with long run growth and, since employment grows at the same rate of 
the labour force, the equilibrium values can be obtained:5* ‘Though the economy 
is never actually in equilibrium, it generates a long run constant growth rate 
and thus reconciles cycle theory with steady-state theory* (Goodwin and Punzo, 
1987: 108); the model is unstable. In later extensions, Goodwin suggested the 
adoption of chaotic orcatastrophc theory concepts to model the irrcgularburst 
of innovations (ibid.: 130, 144), departing from steady-growth theory.

Reviewing this model, Solow stressed its abilities as a device to train intuition 
and its pedagogic utility, but rejected it is an accurate description of reality, 
insisting on the defence of a Frischian framework: 'Perhaps the Goodwin growth 
cycle is not a model of the business cycle at all, at least not a model of the short 
run fluctuations in economic activity that the NBER dates and the financial 
press talks about. Those fluctuations really do seem to be dominated, usually, 
by exogenous and endogenous movements in aggregate demand’ (Solow, 1990:
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38). US data fitted by Solow indicate an evolution of the share of labour and the 
employment ratio which goes in the opposite direction as anticipated by 
Goodwin’s model.

In spite of its remarkable properties, this model is still not a satisfactory 
solution for the problem of growth and cycle. In its first form, it is irrelevant 
to look for empirical evidence or for computation of the parameters and it is 
a simple heuristic device. On the other hand, there is no co-movement of the 
main variables, and employment grows at an exogenously given rate; the 
model docs not provide a comprehensive explanation for these economic 
movements. Furthermore, the incorporation of exogenous technical change 
is a simplification which denies the Schumpeterian innovations framework.

Nevertheless, the inclusion of social conflict and the abandonment of the 
behavioural simplifications of an homogeneous society are great improvements. 
On the other hand, the combination of growth (determined by the evolution of 
the share of labour) and cycle, unlike in the previous nonlinear models, opens 
a new field of research: the cycle creates the trend, which is verified post 
faction . The criticism by Mullineaux and Peng (1993: 41) is excessive: the 
model docs not provide an integration of a single dynamic process as Marx, 
Schumpeter or Keynes could have conceived of, but it indicates one of the first 
tools in that way and eliminates some of the confusion resulting from decades 
of rocking-horse domination. Growth is the instrument of its own self
organization (Goodwin, 1991:139) and this auto-catalytic feature is the cornerstone 
of an evolutionist approach.

This is a Type II model, from the point o f view of the first, third and sixth 
criteria, although it is not emancipated from the characteristics o fiy p c  I models 
according to the fourth and fifth criteria.

10.3.F. Models compared
The presented models do not exhaust the main alternatives neither in the theory 
of growth nor in the study of the cycles. As stated in the introduction to this 
part, the single purpose of this limited survey is to check some attempts to deal 
simultaneously with cycle and growth, and thus to establish a coherent 
methodology to assess and to improve those efforts.

The consequences of the choice of one or another type o f model are 
substantial. The six indicated criteria for the classification of theories 
discriminate among important differences in the conception not only of the 
role of models, but also of the economy as a whole, its institutions and the 
relevance of the general paradigms in social sciences. The consequences, 
namely for policy choice, are also relevant: if random unpredictable and 
uncontrollable shocks explain the cycle, government activism is futile and 
may even be damaging or misleading. If, on the other hand, cycles are 
endogenously created or if the propagation mechanism is more relevant than
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the impulse system, then a stabilization policy is still possible even if, of course, 
its results can be no longer predicted by the model if nonlinearity is assumed. 
In that case, the impact of political decisions can only be tentatively anticipated 
on the basis o f previous experience.

The classification is summarized in Table 10,2, where the fact that some of 
the models do not fall under the strict dichotomy of Type I and II is indicated. 
The margins name some prototypes of these categories and the combined cases 
are placed inside the matrix. The mentioned six criteria for classification are 
grouped in some more general oppositions.The shadowed areas indicate logical 
impossibilities.

The localization of the models is chosen according to their main feature. 
Schumpeter appears in two capacities: as the supporter o f  equilibrium  
(Schumpeter A) and as an inspirer of the Type II theories (Schumpeter B); this 
will be discussed in some detail in Part Three. The development of Type II 
models defines the agenda for the evolutionary program.

Table 10.2 A classification o f growth and cycle models
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11. Conclusion of Part Two: Moving 
Away from the Perpetuum Mobile

Complexity is the main characteristic of social systems.
In fact, having abandoned the fictitious short term equilibrium and 

introduced historical evolution, there is no way back to the mechanistic 
metaphor. The illustration o f its internal contradictions was just given: the 
original Frischian type of model cannot establish a clear definition of causality 
as required by the positivist epistemology, since it depends simultaneously on 
exogenous factors which are not explained and on the propagation system 
which is passive —  but, still, it is this internal mechanism, the analogue for the 
clock, that represents convergence to equilibrium, the hallmark o f neoclassical 
economics. Furthermore, the decomposition procedure heroically supposes 
som e original superimposition o f  a fluctuation around a deterministic 
equilibrium trend, or at least that trend and cycle are independent of each 
other and that the relation between both is reduced to the postulated additivity 
of effects. If the trend is supposed to be stochastic and/or if it influences the 
cycle -— or, simply, if history is relevant —  then the decomposition is 
indeterminate. Hither ways, fluctuations arise from behavioural or information 
assumptions which are incoherent under the General Equilibrium paradigm 
and, if these hypotheses are followed, human agency is downgraded to the 
status o f the action of automata without consciousness or strategy. As a 
consequence, events are only considered if  the future is disciplined to repeat 
the past, without humanity and without time, which is reduced to a long term 
trajectory of optimization, thereby allowing for no choice, error or irregularity 
(Smale, 1980; 108). In one word, we have the resurrection of a Calvinist 
form of capitalism, with absolute predestination, but now praising the envy 
of profit. In that case, neoclassical equilibrium is triumphantly proved.

There arc then two main critiques to address to the General Equilibrium 
paradigm. One is its ideological character, which was stressed long time ago 
by Joan Robinson:59

The function of economic theory, as opposed to economic theology, is to set up 
hypotheses that can be tested. But if an hypothesis is framed in terms of the position 
of equilibrium that would be attained when all parties concerned had cortcct foresight,
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there is no point in testing it; we know in advance that it will not prove correct. The 
dominance of equilibrium was excused by the fact that it is excessively complicated 
to bring into a single model both movements of the whole through time and the 
detailed interactions of the parts. It was necessary for purely intellectual reasons to 
choose between a simple dynamic model and an elaborate static one. But it was no 
accident that the static one was chosen: the soothing harmonies of equilibrium supported 
laisser-fairc ideology and the elaboration of the argument kept us all too busy to have 
any time for dangerous thoughts. (Robinson, 1962: 71-2)

And the second critique follows from this: the General Equilibrium paradigm 
has been one of the main obstacles for the development of an empirical based 
economic science. Indeed, the paradigm has been accepted for ideological 
reasons but also for very practical ones: it allowed for computability, 
quantification being considered in positivism the condition for the production 
of meaningful propositions. The success of the rocking horse was obviously the 
immediate consequence of that need to simulate in social sciences the environment 
of natural sciences and to adapt the techniques of the fashionable bodies of physics. 
The rocking-horse, discriminating between stimuli and responses, provided the 
justification and the operational analogy for the laboratory experiments applied to 
the research on cycles and yet maintaining the equilibrium axiom. The quest for 
the perpetuum mobile was resumed: the immutability of the equilibrating 
mechanism was the main course in explanation, and some loosely defined external 
events were supposed to contribute to the causation of the cycle.

Of course, if this decomposition corresponded to real facts, the method 
should be welcomed. However, its mechanical application for the sake of  
statistical methods designed in laboratory tests —  where the available series 
are samples from the repeatable experiment —  required the acceptance of 
assumptions including the axioms of equilibrium, which require the axiom 
of rationality, which requires the axiom of certainty or a certainty equivalent, 
which requires the rejection of the time dimension. The acceptance of those 
postulates implied the rejection of falsifiability, which was at the same time 
defined as the most com prehensive and promising epistem ology. As a 
consequence, the practical application o f the methods and the empirical content 
of the research program were reduced to simulation methods, to toy-models, to 
statistical bric-à-brac and to theoretical playometrics. Complexity cannot be 
avoided if the theory is supposed to produce propositions about reality.

Two other and more relevant strategies to deal with complexity were 
presented. The first is the program defined by Mitchell in order to study 
historical, quantitative and qualitative data on cycles. The statistical procedure 
thus developed is very limited —  the intra-cycle trend —  but openly avoided 
the myths o f equilibrium and certainty. Therefore, it challenged the behavioural 
assumptions of maximization or the natural rates o f growth, the Panglossian 
variations of neoclassical economics.

The second strategy is built in the nonlinear models, and draws from a new
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body o f physical and organic metaphors where complexity is understood as 
the possibility of creation of information and order in disequilibrium, as opposed 
to the traditional concept of the inevitability of creation of disorder if we 
abandon the safe ground of the First Law. This also implies a new lecture of 
the Second Law of Thermodynamics: instead o f an ultimate destiny o f heat 
death, the entropie curse o f Maxwell, entropy and negentropy are understood 
as having a constructive role in dissipative structures and self-organized systems 
—  disorder may create order.

Complexity appears from this point of view as more general than quantum 
uncertainty, since quantum fluctuations are small and tend to cancel each other, 
while in organic and complex structures there is another source of fluctuations 
and change which is the impact of small events on the macroscopic level, as well 
as self-generated changes which dominate the dynamics of the system.

The theories of complexity are now discussed from the point o f view of 
this strategy; the topic will be extensively reconsidered in Part Four. The self- 
organization capacity of these systems is stressed, since for economics the 
current situation to be modelled is the interaction of several interdependent 
factors or agents, capable o f complex indeterminate behaviour. This conceptual 
universe includes reversible and irreversible processes, stable states and 
bifurcations, order and disorder, fluctuations and stability in a global program 
for a reconstruction o f science (Prigogine, 1986: 496).

If this is an adequate framework to d iscu ss evo lu tion , then a 
reconceptualization o f economics is also required. ‘Chaos’ implies that there 
is a completely internal set of variables in the system which are able to create 
irregular fluctuations exhibiting a random appearance and creating irreversible 
evolution. The law of motion has the general form:

y „ rf (y )  O L D

where y t has a finite dimension and the trajectory is the map [f: y^>y(y()}. 
Furthermore, this type of motion implies extreme sensitivity to the initial 
conditions and non-periodicity (or the existence of cycles o f every order). 
Equilibrium accounts of chaotic systems will be presented in section one and 
disequilibrium concepts will be discussed in section two. A more general 
category o f complex models, including intrinsic and extrinsic randomness, 
endogenous and exogenous factors, will be also presented.

II.1. Mechanistic determinism: the last dream of Laplace

The first models in economic literature to apply chaos were closely related to 
the classical or neoclassical tradition. In 1983, Day suggested that chaotic 
fluctuations could emerge in economic models not from myopia of agents but
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from the endogenous interplay of technological, preference and behavioural 
rules —  and therefore be compatible with the RE hypothesis. He presented the 
example o f the Malthusian population theory for an agrarian economy with 
two attractors, defined as two different regimes (Day, 1983: 201).

Day also suggested a modification to Solow’s 1956 model, in order to 
describe capital accumulation (k) as a function o f an exogenous population 
rate#, variable savings and a pollution effect, with a Cobb-Douglas production 
function. In that case, the accumulation path will exhibit a chaotic behaviour 
for some range of the parameters. But Boldrin and Woodford argue that the 
result is not compatible with the utility maximization behaviour (Boldrin and 
Woodford, 1990; 191 f.). These authors suggested chaotic formulations of 
overlapping generations models, exhibiting perfect foresight but whose solution 
is indeterminate (Mullincaux, Peng, 1993: 57).

Baumol and Quandt suggested an economic interpretation to the common 
logistic equation for the case of a single firm;

= w y f (l-y() (11.2)

The authors consider the following relations: the advertising budget o f the 
following period is a proportion of the profit (y,^~bp) which is a function of 
the advertising of the current period ip -a y ^  1 -y()). If ah=0), then we have (11.3). 
For values of co below 3.5, there is a stable limit cycle, but for superior values 
there is a chaotic behaviour (Baumol and Quandt, 1985:7). Within these values 
of the parameter, cycles become so long, irregular and superimposed that they 
are confused with random fluctuations.

Brock and Sayers suggested a deterministic chaotic explanation to be 
extended to the RBC models, if  these are corrected for asymmetric costs of 
addition of productive capacity in expansion and contractions (Brock, Sayers, 
1988: 87). But in that case there is no point to explain the cycle, since it is 
already implicit in the assumptions about the asymmetry o f the phases.

These models constitute an attempt to overcome the neoclassical legacy of 
the dichotomic distinction between endogenous and exogenous variables and 
between trend and cycle, stating a completely endogenous system able to 
generate irregular and apparently random cycles.60 But, first, the results are not 
robust in the sense that the behaviour of the system depends on a certain range of 
values of the parameters and, second, the economic interpretations finally depend 
also on the definition of rationality. The previous conclusion stands: all claim of 
complete and perfect endogenization is either trivial or false.

Moreover, as previously indicated, the generalization o f the concept of 
attractor implies the collapse o f the notion o f  a determinate and stable 
equilibrium. Even if utility maximization and rational intertemporal choice is 
assumed, complexity may arise from the factor substitution in models of
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technological structures o f production (Boldrin, 1988: 69) or even from the 
coupling o f perfectly stable sub-systems (Ruelle, 1988: 199). Coevolution 
generally produces complexity.

Guesncrie and Woodford reviewed two types of dynamical systems: (i) 
optimal growth models with permanent equilibrium, determined by the initial 
conditions; and (ii) indeterminate equilibrium models, where there are genuinely 
stochastic equilibria —  sunspot equilibria, the state o f the system being 
determined by the expectations on its future state; this is the case of chaotic 
specifications of overlapping-generations models (Guesncrie and Woodford, 
1992:291-2), The prophecies o f the agents believing in sunspot-type o f evolution 
are therefore self-fulfilling (Grandmont and Malgrange, 1986: 4). There are 
rational expectations, but also an extrinsic form of uncertainty, which appears 
to act just like an exogenous source of fluctuations and is even compared to the 
Keynesian volatile animal spirits (ibid.: 4; Guesnerie and Woodford, 1992:292). 
The perverse conclusion is that even under the assumption o f optimizing 
behaviour and rational expectations, multiple equilibria become possible in a 
chaotic system and unpredictability becomes the rule61 and rationality and perfect 
foresight are inconsequential.62 If this is the case, the law o f motion takes the 
form o f the models o f  complexity:

=f(y,<e)  (■ i.n

where et are exogenous shocks or some other form of extrinsic uncertainty. In the 
general class o f models of complexity, the requirement of a perfectly deterministic 
system is dropped: the deterministic characteristic of the chaotic regimes and a 
fortiori the features o f complex regimes are unable to save the equilibrium paradigm, 
since the mode of determination is not known and is not knowable.

Anyway, for the moment, the empirical results obtained in the investigation 
about complexity in economic series are scarce and contradictory. In 1986, 
Brock studied the series of real US GNP and gross private domestic investment, 
and found no evidence to reject a null hypothesis of the generation o f the 
series by an AR(2) model (Brock, 1986: 168 f.).The methods employed in this 
study, the computation o f the correlation dimension and the largest Lyapunov 
exponent,63 were later on developed by the author. In 1988, Barnett and Chen 
accepted that the hypothesis o f  some monetary aggregate series being generated 
by a chaotic system was plausible (Barnett and Chen, 1988: 201). The results 
were in fact somewhat inconclusive, since eight series o f Divisia monetary 
aggregates were studied, and clear evidence for complexity was obtained in 
two o f them, while for three others the result indicated a possible combination 
of white noise and complexity, and no evidence was found in the last three.

Brock and Sayers investigated the US aggregate data on pig iron production, 
unemployment, industrial production and also sunspots, finding weak evidence
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for chaos (Brock and Sayers, 1988:72). Scheinkman and LeBaron inquired the 
U.S. quarterly 1947-1985 GNP and the hypothesis ofa  AR(2) process could not 
be rejected, but some evidence for chaos was found in series of stock returns, 
unemployment, gold and silver returns and Divisia monetary aggregates 
(Scheinkman and LeBaron, 1989: 214).

11.2. Second stage indeterminism

The balance sheet o f cycle theory is quite inconclusive: orthodox models built 
on the probabilistic revolution and the first generation of indeterminism still 
rule. Not because their premises proved to be adequate or their axioms resisted 
the devastating assaults of epistemological realism, but simply because the 
alternatives are insufficiently developed.Thc alternative first models o f cycle 
and growth were nonlinear, and therefore only tractable in very simple forms 
and low dimensions. But Slutsky’s argument, plus its generalization by Frisch, 
plus the good fit the auto-regressive models can normally generate, provided 
a powerful alternative of stable low-order linear stochastic difference equations 
accounting for the fluctuations.

The revival o f nonlinear models, later on, introduced a new dimension in 
the theoretical debate: the traditional antinomies between trend and cycle and 
endogenous and exogenous variables were questioned. The attempts to 
incorporate chaotic systems in the framework o f the neoclassical paradigm, 
as just reviewed, were unsuccessful since the surviving concept of equilibrium 
is indeterminate and represents a further dissolution of the General Equilibrium 
metaphor. The two essential reasons for this implication are now discussed.

11.2. A, The butterfly effect
The claim that the detection of complexity implies the possibility o f control 
and prediction is a current basis for the deterministic interpretations o f complex 
systems. This interpretation is nevertheless contradicted by one of the essential 
features o f chaotic regimes: the sensitivity to the initial conditions, the 
‘butterfly’s wings effect’ —  a very small change in the parameters or the 
initial conditions implies exponential divergence of nearby orbits, and therefore 
unpredictable changes in the system. In other words, if the true equations of 
the process were known (which is not possible), even so the ignorance o f the 
precise initial conditions would imply unpredictability.

One economic illustration o f this sort o f process was the interpretation of 
the New York Times about the 1987 stock crash, which is supposed to have 
been triggered by a fifteen minutes discussion in the House of Representatives 
Ways and Means Committee about a raise o f 400 million dollars in the tax 
on corporate take-overs, an insignificant value when compared to the loss 
of stock values (NYT, 31 Oct. 1987, p. 17). True or false this particular
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allegation may be, the butterfly effect im plies that the m ovem ent of 
variables generated by chaotic equations is really unpredictable. The basic 
devices for forecasting, extrapolation and estimation o f a linear structural 
model will fail under these circumstances (Baumol and Benhabib, 1989: 79).

And, since it is not possible to monitor the wings of all butterflies in the 
world, this means that the economic interactions are also unforecastable.64 
The Newtonian universe collapses and the Laplaccan dream —  give me the 
initial conditions and I will give you the past and the future —  is dissolved as 
futile vanity. Deterministic complexity is still an anti-determinism since non- 
dctcmiinablc. And if otherwise complexity is defined as a synonymous of 
sensitivity to initial conditions ( l 1.1*) as Ruelle suggests, then traditional 
determinism is proscribed in all this class of models.

11.2.B. The Sahel effect
The second reason is the more substantial for the present case: sensitivity to 
initial conditions —  dependence on history —  creates the random appearance 
of the process and this behaviour may be modelled as a succession of 
nonperiodic jumps between different attractors. The temperature of the Sahel 
desert is the example used in a paper by Peixoto (1993: 2), who suggests a 
concrete form for the previous (11.1'):

dyldt=f(y,g) +F(t) (lU " )

where f(.) represents the nonlinear dynamics, and F(.) the random process. In 
the case of the Sahel temperature, for small values of F the system is kept 
oscillating around one o f the two attractors; when the barrier is broken by a 
larger random impact, the system will eventually stabilize around the other 
attractor. Thus, the random process is considered to be responsible for the 
abrupt switch of regimes of the endogenously generated evolution.

A general category o f processes including random influences and nonlinear 
systems is needed for several reasons. First, it is not credible that strictly 
deterministic phenomena explain social complexity. This point was made by 
Scheinkman:

It is extremely unlikely that macroeconomic fluctuations could ever be explained 
by a purely deterministic model with a manageable number of variables. There 
are even theoretical reasons to support this view. The same property that makes 
chaotic systems look as if they were random — their sensitivity to initial conditions 
— makes it difficult to forecast future values of the variables that the agents take as 
exogenous. (Scheinkman, 1990: 37)

Second, the endogenous chaotic system is not identifiable by the current 
mathematical techniques. Therefore, the agents behave as if some of the
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observable variables were in fact generated by a truly random process, which 
means that for practical purposes the combined system o f chaotic noise is 
relevant. From this point of view, chaos can be seen as a deterministic and 
indetermined origin for randomness, that is, of intrinsic randomness.

Bak and Chen suggested the concept of ‘self-organized criticality* based on 
the metaphor of a sandpilc,63 a composite system which can develop from one 
mctastable critical state to another—  like Sahel’s attractors —  by the influence 
of minor events starting a chain of reactions and interactions (Bak and Chen, 1991 : 
26). In this context, the system has not a white noise component with no memory 
of past events (cov(t’f,e )= 0, for AAv) but has instead a long memory noise variable. 
This is the condition for self-organized criticality. Scheinkman and Woodford 
constructed a model based on this sandpile metaphor, where macro instability is 
generated in an industry by small exogenous changes in demand, which do not 
conceal each other since the structure is nonlinear, and which propagate through 
an inventory dynamics to create unpredictable fluctuations (Scheinkman and 
Woodford, 1994:419). Large scale fluctuations are to be expected even if there is 
no apparent systemic reason for it (Bak and Chen, 1991: 33).

These models do not replace the linear and general equilibrium alternative, 
since their hypotheses and conjectures are not easily tested against empirical 
evidence; yet, they explore the promising avenue of the realistic assumption 
of a combined system of stochastic and nonlinear complex processes. The 
concept allowing for an economic interpretation of that type o f system is that 
of semi-autonomous variable in a non-mechanistic world.

11.2.C, The lung quest for indeterminism
For a long time, the arguments about the presence o f complexity and long 
memory effects in economic series were depreciated. In fact, some of the first 
developments o f complexity theory, Mandelbrot’s analysis of cotton prices 
and stock market series in the early 60s, were com pletely ignored by 
mainstream economics. The ‘Premature Fractal Manifesto’ (1964) was the 
result o f that investigation (Mandelbrot, 1987: 117 f.).

The first stage of indeterminism is described by Mandelbrot as the 
overcoming o f the Laplacean inheritance: Laplace described astronomy as 
the model for exact sciences since unconditional prediction was possible, but 
accepted probabilistic estimation in other sciences, as a consequence of their 
underdevelopment. Quantum physics generalized the new epistemology of 
the ‘first stage indeterminism’: instead of probabilities being conceived as the 
admission of a state of ignorance, they were viewed as a legitimate description 
of the universe —  multiple negligible or concealing causes allowed for a certainty 
equivalent in a broad version of the stochastic processes, given the paired 
assumptions of legal atomism and limited independent variety (ibid.: 121).

Mandelbrot challenged this approach. Economic and social changes and
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fluctuations cannot be compared to the mildness and predictability of the 
oscillations in the state of a gas, he argued: a second-stage indeterminism is 
needed. The failure of the first stage indeterminism is inscribed in its 
dependency on Gaussianity (ibid.: 118): supposedly independent variables 
are aggregated according to the Central Limit Theorem, and randomness is 
thought as the result of the action of millions of arbitraging agents.

But Mandelbrot argued the Central Limit Theorem may fail, even if the 
variables are independent but their distribution is excessively ‘long-tailed’, a 
situation of kurtosis where there is a large probability of Yf being large. In this 
case, the variance of the scries becomes infinite if the random variable Y has 
increasingly fat tails (ibid.: 121): as a consequence, the sample mean fails to 
converge. On the other hand, first-stage indeterminism also fails even if the 
distribution of Y is short-tailed but the covariance of Yt and T(tr decreases very 
slowly with time. Mandelbrot adds that this mathematical pathology was 
already discussed by Cauchy in 1853 (ibid.: 121). And, of course, the theorem 
is not valid if the variables are inter-dependent, a general feature in economics.

The price movements studied by Mandelbrot showed this type of behaviour: 
the variance of the series changed with the samples and increased with the sample 
size, rather than being constant. If this is the case, the series is either a nonstationary 
Gaussian process or a stationary non-Gaussian process and this is therefore 
compatible with the hypothesis of the series being a fractal object, Mandelbrot 
oriented his research in this direction, which is the hardcore of the second stage 
indeterminism. The method he suggested will be used later on in Part Four in 
order to detect evidence of nonlinearity and complexity in historical series.

So did Goodwin, with his early adoption of Thom’s concept of catastrophes 
for the analysis of morphogenetic changes (Goodwin and Punzo, 1987: 144). 
Jenner suggests instead a dissipative structures approach to innovation, defined 
as new combinations in a dynamical evolution (Jenner, 1994:127).The example 
is very appropriate: innovations, the search processes and the discontinuous 
shifts creating new varieties of methods or goods and transforming the 
organization of the economy, closely correspond to the concept of the catalytic 
action in dissipative structures, the anti-entropic movement which explains 
important features of the history of capitalism. Moreover, if firms, industries, 
social groups and human beings arc connected by so complex feed-back 
relations, this approach is more adequate and promising. It defines the research 
described in Part Four of the book.

11.2,D. From free to forced oscillations
The critique of the rocking-horse paradigm emphasized both the inconvenience 
of the assumption of the equilibrating propagation system and the ambiguous 
status o f the impulse system: this Slutsky system of free movements of random 
particles in the economic space is irrelevant for the explanation of organized
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complexity, the social interaction o f economic agents. The reason for the 
inconsistency was already noted by Marshall, who pointed out that most 
economic processes are comparable to forced and irregular oscillations.

An admirer of Darwin and Spencer, Marshall noted that two different 
concepts of equilibrium were possible: the mechanical —  which he used in 
partial equilibrium analyses —  and the biological one, related to the history 
of growth and decay. In fact, Marshall did not use the biological metaphor, 
the Mecca o f the economists, and restrained his work to the mechanical 
systems. Against J.B, Clark, he insisted that static processes did not accurately 
describe a part of reality; as Clark, he thought that a new step in the direction 
of genuinely dynamical systems was essential; as Clark, he never took that 
step. But he understood, better than any of the founders of the marginalist 
revolution, the intrinsic limit of the endeavour. One o f the most evident proofs 
is that when considering the industrial cycles, Marshall confronted the 
mechanical metaphor with realistic assumptions, in order to conclude that 
the equilibrium notions were non-operational:

But in the real life such oscillations are seldom as rhythmical as those of a stone 
hanging freely from a string; the comparison would be more exact if the string 
were supposed to hang in the troubled waters of a millracc, whose stream was at 
one lime cut off. Nor arc these complexities sufficient to illustrate all the 
disturbances with which the economist and the merchant alike arc forced to concern 
themselves. If the person holding the string swings his hand with movements, 
partly rhythmical and partly arbitrary, the illustration will not outrun the difficulties 
of some very real and practical problems of value. (Marshall, 1890: 346)

Now, if  these partly arbitrary and partly rhythmical movements are compared 
to the water deposit and pendulum of Frisch’s metaphor, the conclusion is 
obvious: Frisch described an abstract experiment in order to highlight the 
regularities created by free particles impinging on the system, while Marshall 
argued that those regularities arc irrelevant from the point of view o f real 
systems.6* Once again, purposefulness is the distinction between the laboratory 
experiments and the real life events.

*

Com plex mathematics is still in its infancy, and so do its econom ic  
applications, but constitutes a resourceful program. First, it implies the whole 
reconccptualization of randomevents.no longer defined as errors or unexplainable 
perturbations, but as being generated by the very system as unique and unpredictable 
changes as well as by external influences, in such conditions that both origins are 
virtually indistinguishable: contingency and necessity arc inseparable. Second, it 
assumes real agents and social forces interacting in a complex world, no longer
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defined as optimising automata. Third, it introduces multiple feedbacks and 
loops and therefore challenges the linear aggregation theoretical framework. 
So, this is an adequate context for the explanation o f dynamical stability and 
morphogenetic change which define capitalism.

Some o f the shortcomings o f chaotic models have been presented and 
can be addressed in theory. Sensitivity to initial conditions has a difficult 
econom ic interpretation which can be solved only if a realist interpretation 
is adopted, based on the dominance of cumulative and sequential causation 
which generates change to be described by the formation o f new conditions. 
The irregular orbit generated by the system may be considered as the 
analogical representation of the historical and irreversible path followed  
by the economy. But as there arc changes o f regimes and bifurcation points 
—  thus making possible meaningful choice —  and since the origin o f these 
changes varies, the models o f complexity are adequate to explain several 
concurring forms o f change in a structure. The evident example is once 
again the process o f  paradigmatic change in an industrial and social 
structure: the techno-econom ic paradigm dominant in each historical 
period may be considered as the attractor of all nearby orbits, selecting  
the forms o f coupling o f oscillations and filtering the disturbances.

The superimposition and recursive symmetry of cycles of several scales, 
firstly stated by Feigenbaum, presents the same sort of difficulty. The literature 
on cycles indicates in fact several possible modes o f fluctuation —  NBER 
business cycles, Juglar, Kitchin, building cycles, Kondratiev, long cycles —  
but the epistemic status of those theories is not comparable and their existence 
and eventual articulation is an unsettled matter.

The nonlinear and indeterminist approach provides many interesting 
insights about the evolution of real life economies. But its techniques are 
still very limited. The detection o f  complexity in time series is based on 
methods which demand detrending the series in order to avoid monotonicaliy 
increasing processes —-and the current procedures of detrending series were 
previously charged of theoretical inconsistency and mathematical imprecision, 
and furthermore the very concept of the separation o f trend and cycle is 
unacceptable. So, a new procedure is needed, following Mitchell’s advice: a 
coherent explanation is preferable to a better statistical fit supported by an 
obscure or ad hoc theory.

The essential limitation o f  this new approach is nevertheless the fact 
that no reconstruction of the true law is now possible, and may never be, 
and there are no available direct tests to check models of noisy chaos. This 
lim itation is obviously condemned in a positivist world, but must be 
accepted here as the condition for realism in an alternative epistemology: 
it is always preferable to have a science which knows less, but still that 
knows about reality, than that which knows much about a comfortable
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fiction. Furthermore, one o f the most important and apparently most ignored 
consequences of the adoption o f a complexity approach in econom ic theory 
is that the very role o f models in science is modified: a concrete model 
cannot prove a theory, since it is no more than a limited metaphor in the 
theoretical construction and since no reasoning can be proved by simple 
extension o f  analogies, even if it can produce progresses in knowledge 
and in the discussion o f old and new conjectures.

The subject of such a program is the unpredictable and complex economy 
moved by quantifiable and nonquantifiable processes o f structural change. 
In this context, no positivist knowledge is attainable. Therefore, another form 
of cognition is suggested, based on description and theoretical hypotheses, 
using the combination of historical perspective, statistical evidence, local 
models and a global vision exploring creative processes in real life economics. 
The paradigmatic shift is enormous: the quest for certainty must be replaced 
by the quest for wisdom, as once put by Rorty. This is a fair definition o f a 
research program for evolutionary economics.

11.3. Metaphors, again

The precedent argument established a large number o f examples o f  the 
incorporation o f the physical metaphor into economics, namely the energetic 
concepts o f the 1840s into the marginalist revolution and the neoclassical 
program defined since the 1870s. This has been established as the dominant 
paradigm in economics for a very long period, a normal science orienting the 
study of any economic problem, including growth and fluctuations, defining 
the legitimate forms o f causality and proof, confirming the central idea of 
order in the society and defining the behavioural rules o f the homo economicus. 
Its core concept, equilibrium, is the analogue for the Newtonian version of the 
mechanics o f the closed Solar system.

Several economists challenged this approach. Marx presented crises as 
deviations from equilibrium and considered the manifold o f social institutions 
of power conditioning the reproduction o f the relations o f production. Since 
the crises may lead to the restoration o f equilibrium or else to its break and 
therefore to social change, Marx, after Sismondi, relaunched the historicist 
critique of Ricardian economics and argued for a new science closer to the 
Darwinian metaphor of evolution and change. So did Marshall, who considered 
that in the long run ‘organic growth’ and non-quantifiable factors and changes 
should be taken into account, and that ‘static equilibrium* was irrelevant in 
order to understand such processes (Marshall, 1890: 461).

The organic metaphor has three central characteristics which are decisive 
for this application:
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a. First, organic systems are open systems, since they are in permanent exchange 
with the environment and as a consequence may prevent the entropie evolution. 
As a consequence for the economic analogue, events and facts matter, no 
single social process can explain or represent the evolution of the system: the 
optimization of a function under constraints is a formalism restricted to the 
universe of closed systems and rejected in the case of the biological metaphor. 
Optimality is irrelevant in biology, since the possible range of genotypic 
variation is unknowable. Teleology is therefore rejected,67

b. But the biological metaphor does not ignore equilibrium , although the 
concept is corrected. Several definitions are possible, as Lotka registered 
already in 1925: the stationary state concept o f  equilibrium, moving 
equilibrium, kinetic equilibrium (velocities tend to zero), dynamic 
equilibrium (forces are balanced), energetic equilibrium (virtual work tends 
to zero; Rosser, 1992: 201), Bertalanffy’s equifinality68 and ecological 
equilibrium should also be added (equilibrated change o f  energy). In par
ticular, equilibrium in Darwinian biology describes several different pro
cesses: there is a phenotypic equilibrium  if a constancy in the gene ratios 
of several generations is attained (under the assumption of the existence 
of a large population and no mutations or changes in the environment), 
but there is a simultaneous genotypic disequilibrium  which is the condition 
for the creation o f new forms and species. Equilibrium is not a deus ex 
machina as in the mechanical metaphor.

c. Optimality and equilibrium are sometimes stated as general features of the 
organic evolution, partially given the cultural influence of the positivist 
paradigm and partially because those characteristics are confused with 
the real stabilizing properties o f organisms. In particular, natural selection 
eliminates the most structurally unstable life forms and tends to increase 
the degree of structural stability of the other forms, although the complete 
elimination of instability is impossible and even undesirable (Vercelli, 1982: 
Î79). In organisms, like in all dissipative structures, the principle o f  
homeostasis —  the chemical balances maintained by the cells —  is the 
stabilizing property which explains the maintenance o f  life. It is not derived 
from and it is not an analogue for mechanical equilibrium, since there is 
evolution, life and death; but still it is a form of stability, since the structure 
and its hierarchical organization are protected.

Cdrdon suggested three levels o f energetic-material integration o f live reality: 
the protoplasmic, the cells and the animals, each level being derived from the 
evolution of the previous ones (Côrdon, 1982: 30, 32). General laws can be 
established from the internal movement and coherence of each level, and 
analogies can be drawn across species, since the microstructure and 
metabolism of ceils of different organisms is similar, but new properties are
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revealed at each level (Gaill, 1987: 246; Waldrop, 1992: 82; Davies, 1989: 
149). As a whole, this picture presents the dynamism, integration and 
evolutionary history of hierarchical systems.

The incorporation of the evolutionist metaphor is therefore an effective  
instrument in order to eliminate strict determinism, to consider mutation 
and history or com plexity and qualitative factors. In organisms, as in all 
dissipative system s, disequilibrium is the condition for events; so  it is in 
econom ics. Moreover, the dissipative structures approach challenges one 
of the cornerstones o f the equilibrium paradigm defined for econom ics 
since the Fable of the Bees: equilibrium, which means total order and the 
Paretian satisfaction of all agents in econom ics, means destruction o f life 
in organic and thermodynamic system s. Convergence towards stability, 
the desired evolution in orthodox econom ics, means the entropie failure 
in dissipative structures.

In this sense, the dissipative systems approach suggests a new interpretation 
for complexity in societies, claiming that this is the most general case, since 
no complex system is permanently stable. In complex systems, disequilibrium 
and change arc the conditions for the creation of new forms of order, and 
economic systems are no exception.

If the concept of equilibrium is metaphorized as in biology (phenotypic 
equilibrium in genotypic disequilibrium) or in thermodynamics (order out of 
chaos), it should be better replaced in economics by those concepts of order 
or coordination , which are the analogues for the homeostasis principle. 
Coordination is defined as the function of institutional and social structures 
which organize and bound the evolution of societies: history is back,

11.4. Coordination: the creative properties of stability and instability

As referred to throughout the last chapters, the concept o f equilibrium was defined 
by several different authors in complementary but also in contradictory ways: as 
a measure of the state of two inter-related variables in a system, as a method for the 
analysis o f the properties of the evolution of a system, as the historical feature of 
market economies, as a value judgement. In other words, equilibrium was defined 
in strictly fictional terms just as it was presented as a description of real processes 
or as a prescription; it was defined in normative as well as in positive economics, 
and this pervasiveness has been a major source of confusion.

In the analytical context, the strongest and most common in instrumentalist 
mainstream theories, equilibrium is defined as the propriety of a model. 
Existence, uniqueness and stability must define such a system so that equilibrium 
be meaningfully interpretable. Now, these properties can never be simultaneously 
met in the reality of economic evolution.

Nevertheless, there are social and institutional properties accounting for
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some ‘gravitational’ effect (Stengers, 1987b: 344) or, borrowing a metaphor 
from Waddington, some form of chreodic canalization of development that 
indicates stability characteristics. Several economists noted these features. 
Marx argued that social equilibrium was restored after the crises. Schumpeter 
argued that new forms of stable equilibrium emerged in the depression phase 
of the cycle. And Keynes argued that capitalism was a self-adjusting process 
to under-employment equilibria, and that no explosive fluctuations appeared 
to dominate; ‘it is an outstanding characteristic o f the economic system in 
which we live that, whilst it is subject to severe fluctuations in respect to 
output and employment, it is not violently unstable. Indeed it seems capable 
of remaining in a chronic situation of subnormal activity for a considerable 
period without any marked tendency either towards recovery or towards com
plete collapse’ (Keynes, GT: 249), In particular, in Keynesian theory, only 
dynamics can account for the tendencies and counter-tendencies for change, 
as Robinson69 or Pasinetti70 argued.

Before dealing with the problem of structural stability and instability in 
econom ics, the argument must be presented in the general framework of 
dissipative systems. As previously, structural stability is defined as the property 
such that a perturbed system is topologically isomorphic to the unperturbed 
one; in open economic systems, perturbations may frequently arise either from 
exogenous forces which are pervasive or from the internal organization of the 
system itself, which includes variables representing many different agents 
endowed with capacities of choice and decision. The plurality of interdependent 
agents is by itself a route for chaos; the classical case of the three-body system 
in mechanics proves that complexity may arise from rather simple interactions 
in these conditions (Xia, 1994: 289 f.). Furthermore, if humanity and choice 
are considered, complexity is established also at a second level, that of 
purposeful and strategic action: it is organized complexity.

In ecological systems, coevolution of several different species in the same 
niche implies that the system tends auto-catalytically towards complexity. 
Moreover, as each single adaptive or selective change in one species may affect 
all the other species as well as the fitness landscape of the niche, the chaotic 
outcome is rather general. The pertinent question is why are not the ecological 
systems driven to de-regulation and explosion. Kauffman answered that the reason 
is the weak connectivity between species, that is, that the system by itself, and 
not only each species, has self-sustaining and self-generating autocatalytic 
properties (Kauffman, 1988: 137). In other words, the coordination of the system 
is embedded in its functioning so that complexity does not destroy the niche.

In fact, one of the striking facts of many dissipative systems is that complexity 
is compatible with stability, and even that greater complexity is associated with 
greater stability:
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In short, complexity and population stability may well be associated, but no causal 
arrow need point from complexity to stability: to the contrary, if there is a 
generalization, it could be that stability permits complexity, (May, 1973: 76)

In particular, according to May, increased trophic complexity is parallel to 
increased community stability. Several reasons may explain this outstanding 
fact. One is that the natural systems arc not arbitrary complex systems, but 
those selected by a long process, which excludes the most unstable forms 
(ibid.: 3-4). A second reason is that the coevolution may select those narrow 
regions of space where there is relative stability or the weak connectivity 
property pointed out by Kauffman. In other words, the complex systems may 
frequently be at that region o f the edge o f chaos or o f turbulence: ‘Instead, 
all these complex systems have somehow acquired the ability to bring order 
and chaos in a special kind o f balance. This balance point —  often called the 
edge of chaos —  is where the components of a system never quite lock into 
place, and yet never quite dissolve into turbulence, either’ (Waldrop, 1992: 12).

In social systems, there is still a further major reason for expecting such 
related complexity and stability properties o f the system, which is social 
coordination: the institutional system is designed to minimize the effects and 
costs o f change and yet to produce change —  each innovation in sem i
conductors does not require an entirely new generation o f computers; each 
change in law does not alter the process of selection of judges or the functioning 
of courts, and it does not necessarily question the legitimacy of the justice 
system. Coordination acts as a purposeful system actively maintaining the stability 
of the economies and societies, managing the weak connectivity between some 
of its components and implying restrictions on the behaviour of others.

This general feature of social complex systems was previously described 
as the dynamic stability (convergence) and simultaneous structural instability 
(divergence if some bounds are surpassed) properties: the systems may tend 
to the gravitational centre which has been called equilibrium in simple models, 
but are also able to change topologically, creating new orders out of equilibrium. 
The social coordination process, which is associated to a system of power, is 
designed to maximize the conditions for dynamic stability and to minimize 
the conditions for structural instability. O f course, there are bounds in the 
technological, economics or social possibilities open to each system at each 
time, so that coordination is in fact limited to driving the system across a 
limited number o f possible bifurcations.

The regions of structural stability and instability are therefore the main 
features to be analysed in complex systems. History indicates that major changes 
are possible and indeed occurred in the past —  the Industrial Revolution, the 
electricity revolution, the microelectronic revolution —  and change is 
pemianent even in socially coordinated systems. For a given society, structural 
change without coordination is dangerously damaging; coordination without
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change is doomed to fail.
This approach is taking momentum in economics. In the discussions o f the 

1987 inaugural meeting of the Santa Fé Institute, one o f the working groups 
concluded that the ‘remarkable stability properties’ o f capitalist economies 
may be more apparent than real, since every business cycle crisis had different 
features and led to new situations (Anderson et ah, 1988:248). In other words, 
history really matters. The conclusion is that the social and historical proces
ses are more complex than complex systems in formal models: in simple 
mathematical models representing the interaction o f  several oscillations, 
complexity may easily arise, but the ecological or economic evolution proved 
that there are complementary factors —  the coordination processes — that 
account for weak or selective connectivity so that complexity and stability are 
simultaneously created. On the other hand, structural change is a permanent 
process in real economies and societies, although the meta-structure is only 
altered from time to time: complex evolution is bounded by the coordinated 
parameter setting most of the time, but the changes may cumulatively lead to 
a major and revolutionary shift in the global structures and the very mode o f  
coordination. These qualitative and cumulative changes have been inappropriately 
described in economics as cycle and trend, while they are intertwined modes of 
oscillation generated by a single historical complex phenomenon.

This suggests an alternative to the orthodox account of the equilibrium 
behaviour of the systems, based on an adaptive dynamics o f self-organizing 
systems. Alternatively to the Frischian paradigm, in this evolutionary paradigm 
the propagation system is creative since it generates changes from its complex 
relations, and the impulse system is semi-autonomous and not completely 
exogenous. Turbulence, self-organization and coordination are one and the 
same process in economic systems.

The metaphor o f self-organization is a powerful one and attracted the 
attention o f many different economists, from Arrow (1988: 281) to Goodwin 
(1990; 45). It is potentially a new way out o f the ideological bias o f  the nor
mal science in economic: it is time to move away from the perpetuum mobile, 
and such a rupture is the theoretical condition for the study of the historical 
processes in economics. Two authors, Schumpeter and Keynes, discussed those 

new avenues.

Notes of Part Tv/o
l David Hume, a friend and correspondent of Smith, wrote him once about the cyclical 

desecration of concrete people: ‘V>e are here in a very' melancholy Situation. Continental
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Révisai of any Chapters?’ (letter dated 27 June 1772, quoted in Mirowski, 1985: 18). 
Apparently, the chapters were not revised.

2 The difference between Malthus and Ricardo was also a matter of methodology and of definition 
of the vciy purpose of political economy. In a letter of January 1817 to Malthus, Ricardo 
argued that ‘It appears to me that one great cause of our difference in opinion on the subjects 
wc have so often discussed failure in "elTectual demand" is that you have always in your inind 
(he immediate and temporary effects of particular changes, whereas I put these immediate and 
temporary effects quite aside, and fix my whole attention on the permanent slate of things 
which will result from them.'The answer by Malthus, two days later, was highly indicative: *1 
certainly am disposed to refer frequently to things as they arc, as the only way of thinking of 
making one’s writings practically useful to society .... Besides 1 really think that progress of 
society consists of irregular movements, and that to omit tire consideration of causes which for 
eight or ten years will give a great stimulus to production and population ora great check to 
them is to omit the causes of the wealth and poverty of nations — the grand object of all 
enquiries in Political Economy* (quoted in Skidelsky, 1992:419).

3 ‘The essential character of the Trade Cycle and, specially, the regularity of time sequence and 
duration which justifies us calling it a cycle, is mainly due to the way in which the marginal 
efficiency of capital fluctuates’ (Keynes, GT: 301, also 299), Other factors considered by Keynes 
were states of uncertainty (influencing the preference for liquidity), the useful life of durable 
goods or the disproportion in the production of capital and consumer goods.

4 Some different endogenous but nonlinear models were also developed in the Keynesian tradition 
by Hicks, Kaldor or Goodwin. But, as they implied the rejection of the maximization and 
‘rationality’ hypotheses, they were not incorporated in the mainstream. They will be presented 
and discussed later on.

5 Pigou preceded Frisch in the separation of initiating impulses and the ‘mechanics of the cycle’ 
(Schumpeter, 1927: 291). But Frisch provided the first systematic econometric and theoretical 
development of the impulse-propagation theory of the cycle. Tinbergen also shared this 
conception about the cycle: '1 think the general econometric view now is to state that the 
phenomenon of the rather irregular movements we are accustomed to call business cycle must 
be understood as the cooperation of essentially two elements, both relevant to the explanation, 
viz, a mechanism capable of performing characteristic cyclical movements ... and exogenous 
"shocks" as initial movers'(Tinbergen, 1951: 59).

6 Yule previously used the example of a pendulum, pelted with peas in order to simulate the 
cyclic movements: random events maintained the oscillation (Morgan, 1990; 82). Jevons 
referred to a vibrating ship hit by waves (ibid.: 93).

7 The authors discussed the matter at least since 1931, as their correspondence shows, and 
Schumpeter accepted his friend’s version, although expressing some doubts which were quite 
revealing of his discomfort (Lauçâ, 1997a).

8 There an implicit explanation for Schumpeter’s acceptance of Frisch’s model, when he compared 
his own sharp remarks against Kalecki’s model with Frisch’s: ‘If this [the 1933 Frisch’s) model 
had been associated by its author with a claim to representing the cyclical process, objections 
m utaiis m utandis to those formulated above against Kalccki would again have to be urged. But 
since it is not intended to be another perpetuum mobile theory of business cycle but the 
presentation of a piece of mechanism, we can not only enjoy its simplicity, but also use it to 
demonstrate the possibility of a distinct type of oscillation* (BC: 189). Of course, this is not 
accurate: Frisch’s model was in fact similar in conception to Kalccki %  and the same comments 
would apply. The fact that it is a ‘toy* model is certainly less important than the friendship 
between Schumpeter and Frisch, which prevented any criticism and recommended the 
agreement. Indeed, this is not the single case of Schumpeter’s bias towards his friends’theories, 
Spiethoff being another example. In the case of Frisch, it is known that Schumpeter even 
envisaged to leam Norwegian to correspond directly with his colleague in his own language 
(10 May 1935 letter by Schumpeter, in Frisch Archives, University of Oslo Library).

9 Knight wrote in 1921 a powerful book against the epistemology of the mechanical metaphor, 
arguing that the concept of equilibrium implied that the causal relations be representable by a 
system of simultaneous equation in analogy to equations of motion. Since such analogy is 
nuocvme, the equilibrium concept is misleading and there is no real tendency towards
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equilibrium (Knight, 1921: xxü-xxiii; or 1935: 161-2, 166). Furthermore, in mechanics the 
equilibrating forces arc concrete, while in economics they are abstract and impossible to 
verify. The conclusion is obvious: 'Our general conclusion must be that in the field of economic 
progress the notion of a tendency towards equilibrium is definitively inapplicable to particu
lar elements of growth and with reference to progress as a unitary process or system of 
interconnected changes is of such limited and partial application as to be misleading radier 
than helpful. ... Probably we must go further and reject entirely the use of the mechanical 
analogy, the categories of force, resistance, and movement, in discussing basic historical 
changes’ (Knight, 1935: 184; also 1921: 201). Knight's main argument about the specificity 
of economics was the purposeful character — therefore, intrinsically non-mcchanic — of 
human and social actions and choices. If that is the case, economics cannot accept any 
analogue for the First Law of Thermodynamics, and the stability properties of a system are 
nothing more than theoretical conventions, rejected in the framework of genetic-historical 
methods and in evolutionary accounts (Knight, 1956: 25). These elements of critique were 
later developed by Keynes, Shackle and Robinson, some years later on.

10 Slutsky was a researcher at the Conjuncture Institute, directed by Kondratiev, and a teacher 
at Moscow University. Unlike Kondratiev, he was not repressed and kept his post until his 
death in 1948 (Allen, 1950:209; Morgan, 1990:66-7). His 1927 paper, with a large summary 
in English, was quickly circulated in the West and had a large impact (Hendry and Morgan, 
1995: 15).

11 The reduced form is a second order linear difference equation. The general solution is the sum 
of a particular solution and the general solution of the homogenous system: the first representing 
the equilibrium path and the second the disturbances.

12 The argument was enthroned for instance by the paper of the Adclmans, ‘proving’in the context 
of a Klein-Gold berger model of the American economy that it was dynamically stable, and 
that fluctuations should be imposed from the exterior in order to mimic the cyclic behaviour 
(Adelman and Adelman, 1959:596 f.). Both types of variables and of causation should therefore 
be included in order to explain reality, according to this view.

13 ‘What reassurance could be gained from knowing the economy was “stable” if the economy 
was being defined as a small, passive (and ultimately insignificant for the question of stability) 
fraction of the social existence? What is a “stable economy”, if all macroeconomic fluctuation 
comes from outside the economy’ (Mirowski, 1985: 69).

14 For the Keynesians, the impulse is created by investment, while for the Monetarists the 
investment is considered to be part of the propagation mechanism of autonomous monetary 
impulses.

15 This is not a trivial definition, since it permits the inclusion of subjective expectations and it 
implies general consistency of social action: ‘A market is in equilibrium, statically considered, 
if every person is acting in such a way as to reach his most preferred position, subject to the 
opportunities open to him. This implies that the actions of different persons trading must be 
consistent’ (Hicks, 1939: 58).

16 'The presence and persistence of cyclical fluctuations in the economy as a whole of irregular 
timing and amplitude are not consistent with a view that an economy returns to equilibrium 
stales after any disturbance’ (Arrow, 1988: 278; also 1994), Arrow suggests the return to 
Keynesian insights and the development of nonlinear dynamics,

17 The term was coined by Schumpeter (HEA: 1000 n.).
18 In his major 1927 book, Mitchell declared emphatically: 'Nor can the idea presented in many 

theories that business cycles represent alternate rupture and restoration of economic equilibrium 
be included in our working construction. Men who lake as their point of departure the theorem 
that economic forces tend to establish a stable equilibrium may conceive the main problem 
to be how this fundamental tendency is overcome at times and how it presently reasserts 
itself. I have not chosen that point of departure. Hence it is no part of my task to determine 
how the fact of cyclical oscillations in economic activity can be reconciled with the general 
theory of equilibrium, or how this theory can be reconciled with facts' (Mitchell, 1927: 462).

19 Schumpeter’s argument, in a book organized as a tribute to Mitchell’s memory, was presented 
in a very vivid manner, from a concrete discussion between the two: ‘He never would listen to 
the argument that rational schemata aim at describing the logic of certain forms of behaviour
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that prevail in every economy geared to the quest of pecuniary gains — a concept he understood 
so well — and do not at all imply that the subjects of this rationalistic description feci or act 
rationally themselves. And I shall never forget his speechless surprise when I tried to show him 
that his great book of 1913, so far as the bare bones of its argument arc concerned, was an 
exercise in the dynamic theory of cquilibrium’; and, more precisely, in a note to the same page: 
'For what else arc his "recurring readjustments of prices” to which he relumed again and again 
but imperfect movements of the economic system in the direction of the state of equilibrium?' 
(Schumpeter, 1952: 329; 329 n.).

20 This is why Keynesianism is not considered as an Equilibrium research program by the Ncw- 
Ctassicals. This psychological motivation of the economic behaviour is not compatible with 
the equilibrium assumption and the aggregation procedure (Barro, comment in Eichcnbaum 
and Singleton, 1986: 136). Barro is of course right.

21 Mini makes very strongly this case: ’There is no concept of equilibrium in Keynes because his 
framework of analysis rests on facts, and on the fact par excellence: the ignorance that pervades 
decision-making. If the very actors of economic life are ignorant, it ill befits the student of this 
aspect to be dogmatic' (Mini, 1974: 255-6). And also: ‘And if the price to pay for attaining 
the truth is the abandonment of that "peace of soul and pleasure" that rationalism gives, Keynes 
leaves no doubt as to his preference. For the mechanistic characteristics of his predecessors he 
substitutes an economics more consonant to that “instability due to the characteristics of human 
nature” (from the G eneral T h e o r y ] (ibid.: 260).

22 Keynes wrote in his letter: *1 found it very interesting and really have next to nothing to say by 
way of criticism’. But he added then: ‘In the case of inducement to invest, expected income for 
the period of investment is the relevant variable. This 1 have attempted to take account of in the 
definition of the marginal efficiency of capital. As soon as the prospective yields have been 
determined, account has been implicitly taken of income, actual and expected’ (letter of 31 
March 1937, xiv: 79). So, even when approving Hicks’s summary, Keynes maintained his 
uncertainty approach. Some days later, he wrote another letter to Hicks: ‘1 do not really 
understand how you mean interest to be determined by saving and investment...' (ibid.: 83). 
It should be also noted that Keynes, normally very attentive to his correspondence, took five 
months and an half to comment on Hicks's schemes, indicating at least that he did not rate the 
matter very highly in his scale of priorities. In that he was wrong.

Joan Robinson wrote: 'J.R. Hicks was one of the first, with his IS-LM, to try to reduce 
the GT to a system of equilibrium. This had a wide success and has distorted teaching for 
many generations of students. J.R, Hicks used to be found of quoting a letter from Keynes 
which, because of its friendly tone, seemed to approve of IS-LM, but it contained a clear 
objection to a system that leaves out expectations of the future inducement to invest’ (Robinson, 
1973: 79). Of course, the IS-LM interpretation is the prototype of what Robinson called 
‘bastard Keynesianism’.

23 Skidclsky argues that most of the Keynesians, such as Hicks, Meade, Hansen and Hareod, 
invented or accepted this version since it cleared the ground for (he priority of policy discussions 
(Skidclsky, 1992: 538). This is certainly accurate, but it is still true that Keynes sometimes 
resisted against those attempts of transformation of his theory, namely when be warned Harrod:
‘I am frightfully afraid of the tendency, of which I sec signs in you, to appear to accept my 
constructive part and to find some accommodation between this and deeply cherished views 
which would in fact be only possible if my constructive part had been partially misunderstood’ 
(letter to Harrod, xiii: 548). The enigma is then why was he frightfully afraid of those versions 
but did not react to Hicks’. Of course, Keynes did not consider very highly Hicks’s work, and 
that may indicate an explanation (about his reaction to the ‘emptiest platitudes’of Value and  
C apital, see Moggridge, 1992: 553).

24 According to Hicks, the IS-LM ‘reduces the GT to equilibrium economics; it is not really in 
lime. That, of course, is why it has done so well' (Hicks, 1976: 141). Here is how Mini 
summarizes his case: ’The LM curve resembles Keynes’s treatment of the Financial aspects 
of capitalism os Apollo resembles a satyr. For the LM curve rc-cnthrones, as geometry always 
must, naive calculation and stability where neither exists' (Mini, 1974: 252).

25 Fasinciti argued that 'The Hicks reinterpretation also helps to illustrate how the replacement of 
causality ordered relations with a system of simultaneous equations is not used only as a purely
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found device but as a medium to reintroduce a basically different interpretative model of 
economic reality’ (Pasinctti, 1974; 47),

26 ‘Even if the “catastrophe theory” of Keynes is totally different from the one of Marx, both 
have in common an important characteristic: in both the catastrophe is motivated by inherent 
causes of the functioning of the capitalist system, not by the action of external factors* 
(Schumpeter, TGE: 382),

27 ‘If one maintains the fundamentally individualistic approach to constructing economic 
models no amount of attention to the walls will prevent the citadel from being empty’ 
(Kirman, 1989: 126),

28 Several programs try to address these limitations of the concept of rationality in neoclassical 
economics. Game theory formulates rationality as opposing strategics under well-defined roles, 
that is, abandoning five self-sufficient homo economicus, but still some contradictory results 
may emerge from those roles, such as a conflict between the rational choices of agents and the 
optimal situation. Experimental economics argues for the ‘deepening’ of the concept of 
rationality (Vcmon Smith, 1991: 878). The results are mitigated.

29 Keynes, in a letter to Towshend: ’Generally speaking, in making a decision wc have before us 
a large number of alternatives, none of which is demonstrably more ‘rational’ than the other, in 
the same sense that we can arrange in order of merit the sum of aggregate benefits obtainable 
from lire complete consequences of each. To avoid being in the position of the Buridan's ass, 
we fall back, therefore, and necessarily do so, on motives of another kind, which are not 
"rational” in the sense of being concerned with the evaluation of consequences, but arc decided 
by habit, instinct, preference, desire, will, etc.’ (Keynes, xxix: 294). Decision following the 
habit was particularly stressed by Keynes.

30 ‘The fatal defect of the older conception was its assumption that men possess adequate 
knowledge, that they can act in the light of reason fully supplied with its necessary data. But 
this assumption is contrary to all experience. It is the false analogy from celestial mechanics, 
the unconsciously wrong and misleading interpretation of the word "equilibrium"’ (Shackle, 
1967: 136). Shackle named that period of controversy against the ’older’conception the ‘years 
of high theory’.

3! Einstein, in a 1921 lecture to the Prussian Academy, stated that‘In so far as geometry is certain, 
it says nothing about the actual world, and in so far as it says something about our experience, 
it is uncertain’ (Einstein, quoted in Mini, 1974: 21-2). How powerful was the positivist 
scientism so that this sort of realist and prudent assessment was despised for so long!

32 Hicks accepted long ago that if expectations are to be considered, then the stability condition 
would be severely weakened or denied (Hicks, 1939: 256), and Hahn accepted that no 
equilibrating forces exist in the dynamic systems: ‘The main conclusion is rather pessimistic: 
we have no good reason to suppose that there are forces which lead the economy to an 
equilibrium. By that I mean that wc have no good theory’ (Hahn, 1984: 11).

33 Structurally stable models may be defined as Varian: ‘Let / :  X -$ N  define a vector field on 
some state space X . Then, roughly speaking, this system is structurally stable if small 
perturbations in the function o f/d o  not change the topological structure of the vector field 
dx/r/r=/(jt)* (Varian, 1981: 107; or Smalc, 1980: 88; Gabisch and Lorenz, 1989: 162; 

.Gandolfo, 1980: 403). Obviously, Samuclson’s multiplier-accelerator model is 
structurally unstable.

34 ‘An equilibrium path is a path along which, if individuals have given expectations with respect 
to, for instance, relative prices, etc,, in the future, and they act according to those expectations, 
those expectations are in fact fulfilled. A disequilibrium path is a path along which people 
behave according to certain expectations, but those expectations are not (in general) fulfilled' 
(Stiglilz and Uzawa: 1969: 6).

35 ‘The amount of information one needs to gather about the initial conditions increases 
exponentially with time’, and so docs uncertainty (Bak and Chen, 1991: 31).

36 ‘The issue is slightly confused by the fact that ‘'equilibrium" as understood by economists 
does allow for time dependence in the form of anticipation of the future. Here, however, we 
question the standard economic assumptions and specifically the perfect “foresight" of 
economic agents in the presence of sensitive dependence on the initial conditions' (Ruelle, 
1988: 199). In the same meeting. Palmer summarized his questions to the economists under
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three topics: why do economists downgrade the psychological, political and social forces? 
why do they keep the rational expectations hypothesis even if it is obviously wrong? 
and how can they model innovation with formal models of a fixed number of variables? 
(Palmer, 1988: 258 f.). Brock answered that the rationality postulate should be used 
since it leads to equilibrium (Brock, 1991: 127), that is, the means are justified by the 
ends.

37 ‘The trends which promise the most important additions to our knowledge arc those which 
correspond to rational hypothesis, although they may not "fit the data" so well as empirical 
constructions which arc difficult to interpret* (Mitchell, 1927: 230).

38 Other authors arc critical of this choice: for cases in which there is a strong permanent 
component, the fact that in each subsamplc the value is below average at the beginning and 
above at the end can create some spurious correlations between variables (Blanchard, Watson, 
1986: 139-40).

39 The mutual dependence of trend and cycle is strongly argued by Goodwin: 'When output is 
falling it is falling, and that is alt there is to say. There is no such thing as a trend factor which 
continues to rise right through the depression’(Goodwin, 1982b: 117), Nevertheless, the author 
presents some distinct versions of such mutual dependence: ‘the cycle could exist without 
the trend but not vice-versa’ (ibid.: 118), but also stresses that the cycles could not exist 
without growth and that ‘technological progress, constructing a trend, produces booms 
and depressions ... [being] one and the same phenomenon* (ibid.: 123, also 112). The 
last insight is the essential point.

40 In his classical paper about growth, Harrod argued that ‘Moreover it is possible, and this the 
following arguments seek to establish, that the trend of growth may itself generate forces making 
for oscillation' (Harrod, 1939: 15). Or, much later, Zamowitz; ‘In the present context, the 
critical question concerns the slalionariiy and predictability of lire process observed during the 
business cycle. Their recurrent and sequential nature is indeed well established, but so is their 
lack of periodicity and the large inter-cycle differences in duration and amplitudes. The 
separability of business cycles from tbc long trends can by no means be taken for granted. 
These are arguments against the applicability of the Rational Expectations methods. In a 
nonslationary world with a mixture of random and serially correlated disturbances, uncertainty 
in the sense of Knight and Keynes is pervasive, even under the (empirically dubious) premises 
of no structural change and stable policy regimes’ (Zamowitz, 1985: 560).

41 Sec the following example from Zamowitz: 'In reality, of course, the economy is always 
influenced by outside factors (for example, weatber), so that a comprehensive explanation of 
its motion cannot be purely endogenous. But no outside influences can by themselves produce 
the recurrent sequence of expansion and contractions; in the first place, this presumably requires 
the particular dynamics of an interdependent economic system. A really satisfactory theory, 
therefore, should explain how business cycles arc generated by the internal mechanism of the 
economy exposed to the impact of a great many potentially relevant external events. What 
matters, then, is the relative role of the inside and outside factors, not the extreme cases' 
(Zamowitz, 1985: 544). No realist explanation of the cycles can avoid the consideration of 
both types of factors: the arbitrariness resides in their mechanical distinction.

42 'I would seem a better idea to redefine the role of exogenous phenomena as influences impinging 
upon the macro-economy which fall outside of the project of developing a model, but do not 
exist beyond the pale of explanation by economists ... , Non reversible and unique cYcnls 
which constitute the march of history should be included in explanations of macroeconomic 
instability ...’ (Mirowski, 1985: 149).

43 Some decades ago, many economists would argue that governmental intervention and fiscal 
policies were not a matter for economics, but for law. But their incorporation in economic 
models is common-sense since the development of Keynesianism,

44 It is generally accepted that in a long run perspective variables of change and co-movement 
between tastes, technologies, social relations, etc., should necessarily be considered, which is 
rarely the case for short term analyses.

45 ‘With Marx he had one thing in common: a type of vision of tlic economic process ... one 
pure theory of economic change not merely supported in external factors to explain the transition 
of economic systems from one equilibrium situation to another. ... In effect, his conception
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{Marx's] of the economic evolution of a differentiated process and created by the 
economic system itself is precisely what distinguishes from the economists of his time, 
as well as those who preceded him* (Elizabeth Schumpeter, in Schumpeter, TGE: 9). 
This is not quite correct about Marx, since he interpreted transitions between equilibria 
as a non-mechanic or non-dclerministic process, but is certainly a fair although partial 
description of Schumpeter's ideas.

46 Kregci indicates that in an early draft of the GT, Keynes considered an explicit variable E in 
the consumption and investment functions, in order to represent the state of long run 
cxpccunions, so that a stochastic change in E could change the behaviour of the function 
(Krcgcf, 1976: 210-11). The fact that Keynes wisely decided not to formalize the concept is 
rather indicative of its nature.

47 Previous concepts o f‘autonomous variables’ by Frisch and his disciple Haavclmo, implying 
exogeneity in the relation (Frisch, 1948: 368-9; Schumpeter, HEA: 1182 n.; Aldrich, 1989: 
30). In later works, ‘autonomous functions’ have been defined as independent from time 
(Lorenz, 1989: 183; Medio, 1992: 27n,). A later concept of *semi-indcpcndenl variables’, 
quite similar although independent from that of Kaleckt, was developed by Mandel (1985; 
see Louçâ, 1997b).

48 ‘In quantum mechanics and thermodynamics, and in many social science models, expressions 
in terms of probabilities have taken the place ofcomplelcly deterministic differential equations 
in the relationship connecting the variables. However, if we adopt this viewpoint, we can replace 
the causal ordering of the variables in the deterministic model by the assumption that the 
realized value of certain variables at one point or period in time determine the probability 
distribution of certain variables at later points or periods' (Simon, 1953: 50).

49 Shackle criticized the ‘Newtonian calculus’ of Harrod, ‘derived by analogy from physical 
mechanics’ (Shackle, 1967: 251. 267), and ignoring some of the main insights from Keynes, 
namely the dependence of c, the capital-output ratio, on the rate of interest, which did not exist 
in Harrod’s model (ibid.: 254; 1968: 115). Apparently, Shackle ignored that Hanod tried to 
prove the likelihood of instability and not the drive to stability.

50 ‘Statistics provide no direct evidence of the existence of “the" business cycle; what they provide 
is evidence ofcyclical fluctuations in hundreds of time scries. Indeed, it is difficult to construct 
from the data, or even to conceive of constructing any single index of the “general trend” in 
business activity. Bui the more thoroughly investigators anatomize the business cycle, the 
more they need a general term to designate the whole’ (Mitchell, 1927: 454).

51 ‘We conceive of secular trends as drifts toward higher of tower levels that persist in a given 
direction for periods long in relation to business cycle’ (Burns and Mitchcil, 1946: 57),

52 This implies, for instance, that households have a maximizing behaviour and that the matrix 
of adjustment coefficients to the changes in conjuncture is the same for all agents, so that 
aggregation be possible (ibid. 174). This is quite unreasonable.

53 If, alternatively, the objective function is not the maximization of the vote but the maximization 
of the time of control of the government, then the result is closer to the optimum, as in the 
model of Frey and Ramser, The myopic result depends on the utility function of the party in 
government (Moura, 1981: 269).

54- This is, again, the reason why this type of model is not fully coherent General Equilibrium; if 
information is asymmetric and limited, there arc transactions costs, and there should be a 
market for information. The supply in market z is in log terms: y((z) = py,+'y,(z), whereby, is 
the permanent component andry(is the cyclical component. Since the trader in market z has 
lagged information about the whole economy, the cyclical deviations from trend are 
fy(=bj/j((z)-E[pJ/,(z)]}+A fy t r  where b>0 and 0< I d ,  I,(z)=${p,(z), /MJ. The deviation 
from trend is a weighted sum of the differences of prices of market i  to ihc general price 
based on available information in z at time f, and the previous cyclical component, 
Therefore, the cyclical component is serially correlated.

55 The total productivity factor is In A, = g+ In A(J+ <p(, where <pt are the technological shocks, 
and g is the average growth rate. The logarithms of the (cointcgralcd) variables are considered 
to be the sum of a permanent component, a random walk, and a stationary serially correlated 
series (King et a)., 1987: 11). Decomposition is therefore possible since the sources of the 
innovations are considered to be completely separate; the stochastic trend explains most of
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the fluctuations, even in the short term (ibid.: 30).
56 Blalt proved that a series generated by this model, if analysed by the traditional tools of 

econometrics, would be easily confused with a stable linear model, with a very good fit and a 
correct Durbin-Watson statistics (Blalt, 1978: 294), concluding that the usual rejection 
of the nonlinear models and the persistent use of linear specifications is derived not 
from the empirical data but rather from the methods used to scrutinize the data (ibid.: 
300). The question will be reconsidered in Part Four.

57 The evolution of the employment ratio is (dv/d t)/v  = [(l-H)/<j-a-p) and the evolution of
the share of labour in the added value is (du/dOfu -  -(a-y)+ pv, where a  and P arc the 
growth rales of technical progress and the labour force, u is the share of capital, o is the 
capital-output ratio, /(v)=y+pv. Time is eliminated dividing both equations, and they arc 
integrated. The result is; A f = u  e ^  A lt where A, and A } are integration
constants.
The graphical solution was suggested byVaitcna, who studied a similar model for the evolution 
of the populations of predator and prey fishes in the Adriatic.

58 This is a characteristic of the cunent model rather than a desired quality of the theory. Goodwin 
stresses in the same volume that capitalism is inherently unstable and subject to morphological 
change, and not to steady growth (Goodwin, Punzo, 1987: 4). Therefore, the existence of the 
limit cycle as a form of equilibrium is also a (provisional) simplification: ‘It is of use to know 
that an equilibrium solution exists, even if the system never gels there, but it is of limited use' 
(Goodwin and Punzo, 1987: 13; 108).

59 So did Rosenberg: ’But at last now we can understand why economists continue to lavish 
attention on general equilibrium theory. It is not because they think it can be improved in the 
direction of a descriptively and predictively accurate explanation of economic activity, but 
because they believe it is already part of the best contractarian argument for the adoption of the 
market as a social institution ...’ (Rosenberg, 1992: 220).

60 In deterministic chaos, ‘all sources of the system’s dynamics are endogenized, so that the 
system itself produces its own dynamics’ (Barnett and Chen, 1988: 201). 'Deterministic 
chaos’ and ’chaos’ are synonymous.

61 ‘The foregoing discussion shows that there is generally a large multiplicity of intertemporal 
equilibria with self-fulfilling expectations, in particular stochastic business cycles driven by 
expectations. And that we should expect a free market economy to perform rather badly under 
a laisser-faire’ (Grandmont and Malgrange, 1986: 4),

62 ‘The difficulty of forecasting future values of a variable generated by chaotic systems seems to 
make necessary weakening the notion of perfect foresight’(Scheinkman, 1990:38). Or, in the 
same sense, Jarsutic: ‘the presence of chaos in perfect foresight equilibrium models raises an 
important philosophical question. As has been pointed out, chaotic systems exhibit sensitive 
dependence on initial conditions; and this means unpredictability in the face of measurement 
error. Since it is unlikely that anyone could maintain error-free measurement and expect to be 
taken seriously, what can perfect foresight mean? Chaos inducing nonlincarilics appear to 
make the concept of perfect foresight a self-contradictory one’ (Jarsulic, 1993: 359),

63 There arc several methods to detect chaos and complexity in time series, Barnett and Chen list 
eight: (i) spectral analysis; (ii) Poincaré sectioning; (iii) subharmonic stroboscopy; and for 
scries with less than 1000 observations; (iv) estimation of the maximum Lyapunov exponent; 
(v) inspection of the phase portraits; or (vi) of the auto-correlation functions; (vü) other time 
scries frequency domain techniques, such as the bispectral test; and (viii) dimensionality 
measures (Barnett, Chen, 1988: 207 f,). The methods predominantly used in the papers here 
reviewed arc (iv), (v) and (vin),

64 The economic interpretation of this condition is not obvious. No economic system can be 
conceived of as having so strict a dependence on initial (when is the beginning?) conditions; 
Schumpeter bitterly criticized Kalecki’s model for its memory, so that something happening 
‘in the gardens of Paradise’ could still influence our lives. But initial conditions must be 
conceptualized as the set of conditions which results from any significative change: as changes 
in parameters arc possible and so is the change of the system itself, in a realist evolutionary 
context the initial conditions date from the last change occurring in the system. Furthermore, 
their influence depends also on the current slate of the system: an appropriate metaphor is the
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Freudian concept of childhood traumas: initial conditions realty influence the adult's 
behaviour, but the conditions, relevance and evolution of this influence is also filtered, 
rationalized and submitted to change and is not strictly deterministic.

65 The authors arc apparently unaware of the of the existence of a distinguished predecessor in 
1882, Maxwell discussed that class of phenomena such that a spark kindles a forest, a 
rock creates an avalanche or a word prevents an action (Maxwell, 1876: 443),

66 As proved by Dore, a large category of nonlinear models of cycles share this metaphor 
of forced oscillations, as represented by a Liénard-typc of equation: that is the case of 
the models by Hicks, Bcnassy, Kaldor and Goodwin (Dore, 1993: 144 f.).

67 Darwin did not reject all teleological definitions. In one of the concluding pages o f  The O rigin  
o f  Species he wrote: ‘Hence we may look with some confidence to a secure future of equally 
inappreciable length. And as natural selection works solely by and for the good of each being, 
all corporeal and mental endowments will tend to progress towards perfection’ (Darwin, 1859: 
205). This may be understood as a purely rhetorical argument, in order to answer to the 
theological critiques which surrounded the scandalous publication of the book, since the whole 
natural selection process is indeterminate and therefore non-teleological in Darwin's work.

68 BcrtalanfTy defined his ‘equi finality principle* as the equilibrium properly of living systems 
which are able to contradict the second Law of Thermodynamics: 'A few main characteristics 
of open as compared to closed systems are in the fact that, appropriate conditions presupposed, 
an open system will attain a steady state in which its composition remains constant, but in 
contrast to conventional equilibria, this constancy is maintained in a continuous exchange and 
(low of component material. This steady state of open systems is characterized by the principle 
ofequifinality; that is, in contrast to equilibrium states in closed systems, the open system may 
attain a time-independent slate independent of initial conditions and determined only by the 
system parameters. Furthermore, open systems show thermodynamic characteristics which 
arc apparently paradoxical and contradictory to the second principle’ (BcrtalanfTy, 1962 : 7).

69 ‘Furthermore, the concept of stability, based on a mechanical analogy, is inappropriate in 
economic analysis. For mechanical movements in space, there is no distinction between 
approaching equilibrium from an arbitrary initial position and a perturbation due to displacement 
from an equilibrium that has long been established. In economic life, in which decisions arc 
guided by expectations about the future, these two types of movements are totally different’ 
(Robinson, 1979a: 49).

70 ‘In traditional analysis, one may enquire info whether an equilibrium exists, is unique, is stable; 
and then the matter rests. The achievement of an equilibrium is the end of the story, In Keynesian 
analysis the opposite is the case. The achievement of full employment requires that a certain 
amount of net investment is undertaken so as to bring total effective demand to the level of full 
capacity utilization. But the very fact that the appropriate amount of new investment is 
undertaken comes to change the objective situation (that is, the existing productive capacity) 
on which equilibrium is based, In Keynesian analysis, therefore, the very achievement of 
equilibrium at one particular lime, far horn being the end of the story, opens up a whole new 
series of questions on how equilibrium is going to be maintained in the following period, A 
dynamic analysis becomes inevitable’ (Pasinetti, 1974: 93).

PART THREE

Bounded Heresies

T h e  p s e u d o -a n a lo g y  w ith  th e  p h y s ic a l  s c ie n c e s  le a d s  d ir e c t ly  c o u n te r  to  th e  h a b i t  
o f  m in d  w h ic h  i s  m o s t im p o r ta n t  f o r  a n  e c o n o m is t  p r o p e r  to  a c q u ir e . I  a ls o  w a n t to  
e m p h a s is e  s tr o n g ly  th e  p o in t  a b o u t  e c o n o m ic s  b e in g  a  m o r a l  s c ie n c e . /  m e n tio n e d  
b e fo r e  th a t it d e a ls  w ith  in tr o s p e c tio n  a n d  w ith  v a lu e s . I  m ig h t  h a v e  a d d e d  th a t it 

d e a ls  w i th  m o t iv e s ,  e x p e c ta t io n , p s y c h o l o g i c a l  u n c e r ta in t i e s .  O n e  h a s  to  b e  
c o n s ta n tly  o n  g u a r d  a g a in s t  tr e a tin g  th e  m a te r ia l  a s  c o n s ta n t  a n d  h o m o g e n e o u s .  
I t  is  a s  th o u g h  th e  f a l l  o f  th e  a p p le  to  th e  g r o u n d  d e p e n d e d  o n  th e  a p p le 's  m o tiv e s ,  
o n  w h e th e r  i t  i s  w o r th  w h ile  fa l l i n g  to  th e  g r o u n d , a n d  w h e th e r  th e  g r o u n d  w a n te d  
th e  a p p le  to  f a l l , a n d  o n  m is ta k e n  c a lc u la t io n s  o n  th e  p a r t  o f  th e  a p p le  a s  to  h o w  

f a r  i t  w a s  f r o m  th e  c e n tr e  o f  th e  e a r th .

Keynes, xiv: 300



12. Introduction to Part Three: 
Disputed Interpretations

After the previous digression on business cycles theories and methods, Part 
Three returns to some of those themes by reassessing Schumpeter’s writings on 
economic change and comparing his research program with Keynes’s. In fact, 
Schumpeter presented the most systematic and extensive early work on the 
innovative creation and destruction under capitalism, and Keynes provided the 
first influential challenge of orthodox economics in the twentieth century. Both 
discussed thoroughly the place of metaphor in the scientific endeavour, and 
both commented on the constructive role of the metaphors from physics and 
biology. Equilibrium, certainty, rationality and expectations were discussed both 
by Schumpeter and by Keynes. One and the other presented their views on organic 
unity and evolution. And both argued about the cycle and the trend, the 
decomposition problem, the econometric procedures and the epistemology of 
economics and history. Therefore, the interpretation and evaluation of their works 
is an essential building block for the definition of modem evolutionary economics.

Keynes and Schumpeter are indeed at the roots o f the contemporaneous 
critique of orthodoxy, although the impact of their contributions was quite 
different. The publication of Keynes’s General Theory was immediately 
considered as a major scientific revolution in economics, and its incorporation 
in mainstream economics required drastic changes as those previously discussed 
about the IS-LM formalization; but Schumpeter’s work, although widely known, 
did not have the same impact. The next chapters reassess those contributions in 
order to discuss the relation of both authors to the methodological problems 
previously identified.

The revival of interest in Schumpeter’s contribution to economic theory, 
the first to be discussed in the next pages, was naturally followed by an intense 
dispute on classification and interpretation. Besides the strictly hermeneutic aspect 
of such debates, they still touch some decisive points for modem economics, namely 
its method and the identification of variables and processes of change.

The evaluation of such a contribution is controversial, and four main different 
interpretations are in dispute. The first, which is not considered now, is what 
can loosely and somewhat contradictorily be called 'Neoclassical evolutionism’
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—  the work relating the paradigm of neoclassical equilibrium to the study of 
economic change (for example Grossman and Helpman, 1991). The second and 
the third interpretations are discussed in the following pages: the second is 
defined by Neo-Schumpclcrian contributions (for example Rosenberg, 1994; 
Andersen, 1994) and the third is constituted by the Institutionalist criticism of 
Schumpeter (for example, Hodgson, 1993; Mirowski, 1994). These debates are 
the subject of the next chapter.

The difference can be summarized along the following lines. While some 
Nco-Schumpeterians downgrade the contradiction between the Walrasian model, 
which was vindicated by Schumpeter during all his life and work, and the 
economics of change and mutation he argued for, the Institutionalist critique 
argues that Schumpeter was not able to emancipate from the neoclassical 
program, that is search for the rationale o f change was condemned by internal 
contradictions and was therefore self-defeating. The first argument strongly 
denies the paradox (Rosenberg, 1994) or presents it as an exaggeration 
(Goodwin, 1982b: ix-x). Still, a somewhat more accurate version recognizes 
the paradoxical evolution of his thought towards a ‘final thesis’ to be reached a 
short time before the end of his paradoxical life1 and defining a ‘punctuated 
evolutionary’ process which is historical by nature (Andersen, 1994: x, 1 ,3 , 
40). The short periods of stasis in this punctuated evolution cannot therefore be 
confused with the Walrasian state, and history is considered as the main analytical 
tool for the study of change.

Hodgson presented an opposite argument: ‘Schumpeter’s theory is more 
close to that of Léon Walras than is often perceived’ (Hodgson, 1993: 139) and 
‘Contrary to many admirers, however, Schumpeter provides neither a systematic 
theory nor an ideal epitome for a new evolutionary economics, if that is to be a 
precise and meaningful term’ (ibid.: 151). Supporting his claims, the author 
presents several quotations of Schumpeter’s texts idealizing physics as a model 
for science and lessening the role o f biological analogies. But this entire 
assessment depends crucially on the assumption that evolutionism must be 
defined by the incorporation of the biological metaphor into economics (ibid.: 
vii) and on a somewhat unilateral reading of Schumpeter,

In the next chapters, the extreme version o f the Neo-Schumpeterian 
interpretation will be rejected, as well as the strong version of the Institutionalist 
critique. Finally, a fourth interpretation of Schumpeter’s work is that by his 
biographers, Allen and Swedberg, who devoted their work to the contradiction 
of a research defined in the framework o f the dominant paradigm but 
permanently challenging its boundaries and even its metaphysics.

The next chapter is devoted to the discussion of such a paradox: the relation 
between Schumpeter’s thought and the Walrasian system is investigated, namely 
in the framework o f his deficient definitions of static and dynamics and, 
consequently, o f equilibrium. The origin of Schumpeter’s first theoretical
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sketches are then traced to two fundamental roots: (i) the first was the work by 
J.B. Clark, who was deeply aware but also unable to overcome the limits of the 
static equilibrium analysis: Schumpeter inherited his research program, 
developed it throughout his life, but was also unable to solve the enigma; and 
(ii) the second major influence on Schumpeter’s theoretical evolution was the 
Methodenstreit debate, and the growing importance accorded to Schmoller’s 
historieist arguments. Both these influences helped to establish a research 
program at the margin o f the equilibrium paradigm.

The following chapter will then turn to the paradigmatic influences of 
physics and biology, defining Schumpeter’s evolutionism. Chapter 15 will com
pare it to the development o f the Keynesian theory. This procedure is essential 
to stress the difficulties of the two main research programs outside neoclassical 
economics in the first half of the century, in order to understand their compared 
achievements and failures. Such a comparison is natural and useful, given the 
fact that Keynes and Schumpeter had the same age, lived the same epoch, 
confronted similar problems even if they never really dialogued, and influenced 
generations of economists.



13. Schumpeter’s Paradox

The present chapter discusses the place o f Walras in the evolution of 
Schumpeter’s thought, and consequently explores this relationship in more 
analytical grounds, namely in the framework o f the central concepts o f statics, 
dynamics, and equilibrium. The interpretation according to which the use and 
systematic reference to Walras was a mere academic strategy by Schumpeter is 
rejected, as well as the alternative presentation of his evolutionism as a mcr t a d  
hoc continuation of the general equilibrium paradigm.

Rosenberg argued that Schumpeter was the ‘most radical scholar in the dis
cipline of economics in the twentieth century’ since ‘he urged the rejection of 
the most central and precious tenets o f neoclassical theory’ (Rosenberg, 1994: 
41). The author is very emphatic: ‘Indeed, I want to insist that very little of the 
complex edifice of neoclassical economics, as it existed in the late 1930 and 
1940s, survived the sweep o f Schumpeter’s devastating assaults’ (ibid.). Based 
essentially on Capitalism, Socialism and Democracy (1942) and on the preface 
to the Japanese edition ( 1937) of Theory o f Economic Development, Rosenberg 
identifies the alleged devastating assaults by Schumpeter against the neoclassical 
paradigm: since change is the decisive feature of capitalism and it means a 
permanent tendency to disruption, and since equilibrium has no welfare 
advantage because it means no progress, innovation is alien to rational- 
equilibrating decision making; in this context, the ‘circular flow* described 
capitalism deprived of the essential movements o f change and was therefore 
merely a simplification; as a consequence, Schumpeter committed himself to 
the. historical analysis o f this process o f  mutation as an alternative to the 
equilibrium paradigm (ibid.: 44-5 ,48 , 50, 56). But the whole case is based on 
partial and circumstantial evidence, given the fact that the same Schumpeter 
denied ail these claims in other moments, including in posterior writings.

Certainly, one very essential point is clear: Schumpeter was opposed to the 
neoclassical in the very definition of the research program— his explanandum 
was technological and institutional change, and these features are ignored and 
annihilated in the orthodox view by the ceteris paribus conditions (ibid,: 50-1). 
As a consequence, the real problem for the interpretation of Schumpeter is why 
did he not break with the neoclassical paradigm he could not use or follow.
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Indeed, he held to the framework o f the equilibrium paradigm through all his 
scientific writings. This paradox, not recognized by Rosenberg in his radical 
remarks, is the essential question or, as Allen puts it in the most complete and 
authoritative biography of Schumpeter:

Paradox, failure, disaster, and disappointment were the keynotes of Schumpeter’s 
life and work. He lived a paradoxical life and had a paradoxical career. He thought 
paradoxical ideas and wrote paradoxical books. Time and time again he failed as 
a scientist, scholar, politician, businessman, and even as a human being. ... Yet, 
paradoxically this career of failure was, in its totality, a success, (Allen, 1991-1: 4)

This paradox is never clearer than in regard to the Walrasian grandiose schema 
of general equilibrium.

13.1. Walras

Schumpeter’s first book, Das Wesen und der Hauptinthali der Theoretischen 
Nationalokonomik, was published in 1908 when he was 25 years old,2 and it 
included a long appreciation of the Mcthodenstreit, the intense debate on method 
which opposed the Austrians theorists (Menger) and the German Historical 
School (Schmoller), between the 1890s and the 1910s. Although expressing his 
concern about the artificial separation between theoretical and historical methods, 
Schumpeter took sides with Menger, under whose influence he had studied at 
the University o f Vienna. By that time, he was a supporter o f the marginalist 
school and mainly of the Walrasian approach.3 The book dealt with the general 
equilibrium and static analysis:

In the centre of the book stands the problem of equilibrium, the importance of 
which is only slight from the viewpoint of practical applications of theory, but 
which is nevertheless fundamental for science.... The theory of exchange, price and 
money, and (...) the exact theory of distribution arc based on i t .... (DW, quoted in 
Allen, 1991-1:61-2)

This presentation is very curious, since it indicates the limitation o f the 
equilibrium analysis —  its near irrelevancy for practical applications —  but, in 
spite o f it, its central status in the ‘pure’ theory, describing the ‘changeless 
order and system in which everything fils together perfectly’ (quoted in Allen, 
ibid.: 81 ). This is a precocious statement o f the paradox, and indeed Schumpeter 
maintained the same attitude through all his life.

Both his general equilibrium framework and his doubts about its applicability 
were present in his discussion with Walras. In 1909, Schumpeter travelled to 
Switzerland and visited the ageing Walras, who received and praised the book that 
he considered a fair presentation of his own theories —  although he thought until 
the very end of the interview that it was Schumpeter’s father’s (Swedberg, 1991:
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31, Allen, 1991-1:84). This visit was described by Schumpeter only in 1937, in the 
Japanese preface to TED,4 according to whom Walras argued

that of course economic life is essentially passive and merely adapts itself to the 
natural and social influences which arc acting on it, so that the theory of a stationary 
process constitutes really the whole of theoretical economics and that as economic 
theorists we cannot say much about the factors that account for historical change, but 
must simply register them.... I fell very strongly that this was wrong and that there was 
a source of energy within the economic system which would of itself disrupt any 
equilibrium that might be attained. (Schumpeter, 1937: 159-60, his emphasis)

There are substantial reasons for accepting this account,5 First, it corresponds 
to Walras’s approach of economic fluctuations, namely to his metaphor of the 
economy as the surface of a lake, permanently disturbed but always getting 
back to equilibrium (Walras, 1883: 207-8; Schumpeter, HEA: 999). Second, 
and much more relevant to the present purpose, it indicates the nature of the 
questions asked by Schumpeter to Walras and his rejection o f the general 
equilibrium solution for those questions. Although this did not affect the 
reverence of Schumpeter towards Walras, it certainly suggested that the Walrasian 
scheme should be completed and that otherwise it would be wrong.

The following book, The Theory of Economic Development, published two 
years after the visit to Switzerland, presented his agenda for the study of 
development and change. As Schumpeter himself stressed in another preface to 
the English edition ofTED, the ideas of this book were wholly formed in 1907- 
1909 (Schumpeter, 1935:5), before the meeting with Walras, and did not change 
afterwards (Schumpeter, 1927: 289): the contrast between their theories is 
obvious and will be explored in a while. And the continuity in Schumpeter’s 
own thought and writings was successively emphasized by the author: in 1941, 
in the Spanish preface to TED, Schumpeter argued that there was no change in 
his genera! vision of the capitalist economy from the first edition o f that book 
(Schumpeter, 1941, in 1911:9).

Yet, this consolidated theory of economic mutation did not challenge the eminent 
place of Walras in Schumpeter's Olympus. In 1910, Schumpeter published a 
biographic article on Walras, later reproduced in TGE: the general equilibrium 
theory was praised as being able to ‘illuminate’ the purely economic relations by 
‘one single fundamental principle’ (TGE: 112), and the author was presented as 
‘an enthusiastic admirer of Walras’ (ibid.: 140), ‘the greatest of all theoreticians’ 
(ibid.: 139), who defined ‘the only truly general theory to be fonnulated in the 
whole history of economics’ (ibid.: 442 n.). In 1935, Schumpeter stressed again 
his acceptance of the Walrasian concept of equilibrium (Schumpeter, 1935: 4); 
tliis was once more repeated in ! 939 (BC: 45). In 1942, CSD presented the Walrasian 
system —  and no longer the Physiocratic, as in EDM —  as the foundation of 
economics. In HEA, he still stressed the General Equilibrium paradigm as the
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‘Magna Carta of ex act economics’(HE A: 968) and presented Walras as the ‘greatest 
of all economists’ (ibid.: 827).

This clearly indicates the onesidedness of the previous argument by 
Rosenberg and constitutes the first approach to the paradox: Schumpeter formed 
a very early global sketch of his own theory, published and argued for it, 
acknowledging that the Walrasian system of stationary processes and static 
analysis was ‘wrong’ since incomplete and unable to deal with change and 
development. But, even so, he still considered Walras as the main modem 
econom ic theorist, the only one to create a science comparable to the 
achievements o f physics and exact sciences. The compatibility of both sides of 
the story is the subject for the next pages.

13.2. Statics versus dynamics: positivist evolutionism

As previously indicated, the main reason for Schumpeter’s feelings about the 
utility of the Walrasian system was its static nature, described as the first rigorous 
and yet partial analysis of the economy. This was considered rather a limitation 
than a mistake, since the dynamic side could always be added to this first picture 
of the theoretical system, as the ‘classics’ intended to do:

The main concern of the classical system is to determine these constant rates, in 
other words to investigate the political economy in a slate of equilibrium .... Yet this 
did not mean that the ‘classics’ followed the natural sciences cither in form or in 
content. Thus they intended at first to present the 'static view’ of the economy to 
which were later added certain statements about evolutionary tendencies— a ‘dynamic 
view’. These expressions, as well as the actual separation of the two views, were 
introduced into economics by John Stuart Mill who derived the former from Comte. 
(EDM, 1914: 94)

All through his work, Schumpeter developed the same argument: since Stuart 
Mill took from Comte the distinction between statics and dynamics, and Comte 
was inspired by the zoologist De Blainville, the ultimate source of this metaphor 
was zoology and not mechanics. This was his argument in 1914, as indicated, 
but also in 1935 (Schumpeter, 1935: 6), in 1939 (BC: 37) and still in his last 
writings, in HEA:

Adopting, as he [Comte] tells us, the terminology of the zoologist H. de Blainville, 
he called the former [phenomenal Statics and the latter Dynamics. J.S. Mill, the 
author who introduced these terms into economic theory, was well acquainted 
with Comte’s thought, and it is natural to assume that he took them from Comte, 
though he did not say so. If this was the case, then Mill was wrong in speaking of 
a 'happy generalisation’ of a ‘mathematical phrase’. Since many people who failed to 
appreciate the importance of that distinction have tried to stigmatise it as an illegitimate 
derivative of a mechanistic way of thinking, it is time to state the fact that, so far as
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there is sense at all in talking about borrowing — as regards to words that is, not as
regards (he distinction itself which forces itself upon us in any case — the ultimate
lender was not mechanics but zoology. (HEA: 417)

This argument is historically imprecise, theoretically misleading and therefore 
wrong.

13.2,A. Comte and Dc Blainville
Tire relationship between Comte and Blainville was complex and discontinuous. 
Comte attended a course on general physiology, by ‘his friend’ Blainville, at 
the Faculty of Sciences in Paris, from 1829 to 1832 (Comte, 1839, CW, Hi: 209). 
Blainville was by then the main disciple and successor of Lamarck, and his work 
was well known, even if it did not make any impression on the future development 
of biology. Yet, it is very probable that it did influence the preparation of Comte’s 
Cours de Philosophie Positive, which was to be published seven years after the 
end o f that course on physiology. But shortly afterwards there was a violent 
rupture between the two men: Comte accused Blainville o f ‘brusque decadence’ 
and ‘fall’CComte, 1854,CW, vii; 571; also 665), since he subordinated his vision 
of organic evolution to a theological principle. By that time, M ill’s Principles 
had already been published (1848) and the correspondence with Comte developed 
fora long period (the first letter by Mill was sent in November 1841 ; Mill, CW, xiii: 
488).

It is certain that the distinction between statics and dynamics was central to 
Comte’s work, and Blainville might have had some influence on it. But this 
influence was probably felt mainly as a confirmation of Comte’s vision, which 
was by itself defined according to the new trends o f the science of the time and 
quite well established. Comte argued precisely this point, saying that both he 
and Blainville were inspired by D ’Alembert, who treated mathematically the 
problem of reducing dynamics and statics to the same status (Comte, 1854, 
CW, viii; 442). And this was certainly the conception inherited by Comte, who 
argued that progress should be subordinated to the static conception of order, 
abstracting from time and representing the ‘fundamental unit toward which tends 
our nature’fi(Comte, 1854,CW,iv: 3).

As Comte argued extensively in the book which was so influential in M ill’s 
work, he derived his concepts of statics and dynamics from ‘rational mechanics’, 
treating the static case as a particular form of the dynamic one (Comte, 1839, 
CW, i: 480,482,491,565). Of course, the physical metaphor makes possible this 
derivation of a static system as a particular case of the dynamic one but the 
biological metaphor does not, this crucial difference separating the concrete 
use of both inspirations.

From this conception followed that the ‘social organism’ was to be treated 
simultaneously from the point of view of statics (the fundamental nature) and 
dynamics (its evolution; ibid., iv: 430, 498; viii: 1). Anyway, progress should
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be subordinated to order and dynamics to statics (ibid., viii: 2; ix: 3). Blain ville’s 
and Lamarck’s general views of zoological evolution supported this approach, 
since they were characterized by a strictly gradualist and therefore mechanical 
evolution through a defined and teleological scale o f animals: the ‘natural’ 
evolution of the animal world is precisely the analogue of Comte’s account of 
the stages of thought (theological, metaphysical, scientific), which was the 
basis o f his theory o f history.

The conclusion is by now obvious: the Comtian connection o f M ill’s 
distinction between statics and dynamics did not lead to any evolutionary 
conception but at most to a pre-evolutionary mechanical and teleological 
zoology or more exactly to the generally admitted scientism of the epoch, 
which was confirmed by the teleological version of zoology. Furthermore, 
this leads to a conception o f the relation between dynamics and statics which 
states that both processes exist in nature and are closely related: in spite of 
Schumpeter’s claims, mechanics was already ruling in economics by that time.

In this sense, the ‘classical’ program, formulated by Schumpeter and 
consisting of static analysis to which dynamical tools should be added later on, 
closely corresponded to Comte’s program. Schumpeter himself accepted this 
program, and this was the substantial reason for his high praise of Walras. In 
this sense, lie could not emancipate from positivism.

13.2.B. John Stuart Mill
Comte strongly influenced the evolution of John Stuart Mill, and this was 
indeed the main reason for the latter’s rupture with the Benthamite School 
(Mill, CW, xiii: 488). It was in fact from Comte that Mill drew the distinction 
between statics and dynamics, the first being the study of the 'conditions of 
existence o f the society’ or the ‘stationary society’ and the second the study of 
‘the laws of its continuous movement’ or the ‘progressive state of wealth’ 
(M ill, 1848, CW: xiii; 695-6; 1865: 88-9). Both types o f analyses were 
considered to correspond to real processes, in this sense to ‘natural’ processes 
(ibid.: 100). In other words, Mill interpreted the Comtian conceptions of statics 
and dynamics as two simultaneous approaches to reality, order which subsumes 
motion and dynamics which includes statics: the progression of wealth should 
also lead to a final stationary society (1848:746 f.).

But, as Mill argued in his Autobiography, the acceptance o f Comte’s 
gradualist law o f social evolution was compatible with the pervasive and 
dominant scientism and with his own previous vision, which was inspired by 
physics7 and not by biology:*

This doctrine harmonised with my existing notions, to which it seemed to give a 
scientific shape. 1 already regarded the methods of physical science as the proper 
models.... (Mill, CW, i: 173; also 75).
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It is very important to note that Schumpeter acknowledged and stressed himself 
this passage in HEA, in order to underrate it and to defend his previous 
interpretation:

Thus, most economists, J.B. Say and J.S. Mill in particular, thought altogether too 
much of the analogy with the physical sciences, which the latter declared to be the 
‘proper model’ for economic theory — a point for critics to fasten on but actually 
irrelevant, since no practical use was made of it. ...We have already observed that the 
introduction of the terms Statics and Dynamics docs not involve any such use, that 
is, any borrowing of a method from any physical science. Nor do economists borrow 
from mechanics when they employ the term equilibrium any more than docs a bookkeeper 
who ‘balances' an account. (Schumpeter, HEA: 537 and n.)

The nature of the physical metaphor is to be delt with later on, just like the new 
paradox introduced by this insistent argument about the ‘zoological missing 
link’ o f the concepts —  since Schumpeter did not hide in the same HEA his 
consideration of physics as the most exact and developed of all sciences and his 
lack o f interest in the biological metaphor. What is essential for the moment is 
that this argument is wrong: the ultimate inspiration for Mill’s distinction between 
Statics and Dynamics was not zoology but an extreme positivist version of 
nineteenth-century scientism, inspired by mechanics and which considered 
evolution as a special case of a gradualist and deterministic process. Mill, the 
‘classics’ and Schumpeter received and accepted the vision that both static and 
dynamic processes are to be found in nature and that statics is a special case of 
dynamics. This argument is crucial to the comprehension of Schumpeter’s 
acceptance and reverence of Walras, and in fact to the definition of his own research 
program with the aim of completing or constructing the dynamic side of Walras.

14. From Evolution to Evolutionism

Two instances were presented up to now of Sehumpcter’s relation to the physical 
and the biological metaphor. In the first, he insisted all through his work that 
the concepts of dynamics and statics he was endorsing were ultimately traceable 
to zoology and not to mechanics, in spite of the evidence and namely of the 
declarations o f their creators.The second is a major case in the opposite sense: 
after acknowledging Jugiar's role in the definition of a theory of the cycle, he 
concluded that

And so wc have reached a stage, perhaps for the first time, where facts and problems 
arc before all of us in a clear and in the same light, and where analysis and 
description can cooperate in something like the spirit of physical science. 
(Schumpeter, 1927: 287, his emphasis)

The following pages are concerned with this obvious contradiction between the 
definition of physics as the authoritative model for sciences and the attempt to 
deny the incorporation of mechanicist influences into the province of economics.

14.1. Physics as the model science

For Schumpeter, Walras was certainly the major protagonist in the development of 
economics in the direction of the rigour of physics. His theoretical system of gen
eral equilibrium, the simultaneous system of equations determining all prices and 
quantities, was described as the perfect analogue for the exact features of physics:

Walras is in my opinion the greatest of all economists. His system of economic 
equilibrium, uniting, as it does, the quality of ‘revolutionary’ creativeness with the 
quality of classical synthesis, is the only work by an economist that will stand 
comparison with the achievements of theoretical physics. (HEA: 827)

Physics was described as a paradigm for sciences in no other than in HEA, the last 
greattext of Schumpeter, on which he worked for the last years of his life. Nowhere 
in his work was another indication of a different science having this central 
epistemological role. And physics was also mentioned when Schumpeter needed 
to present an argument of authority: since his critiques did not accept his views on
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the clusters of innovation, he argued in 1935 that these were postulated by the 
theory, just like hypotheses were formulated in physics, ‘irrespective of what 
might be adduced for or against their objective truth’ (Schumpeter, 1935:6).

Finally, physics was also mentioned in order to present new methods (for 
example, being impossible to isolate a phenomenon, the simulation from a model 
in order to compare the result to the observation, ibid.: 3; or the use of simplifying 
schemata, HEA: 14) or to create or to incorporate analogies (BC: 12,41).

These three types of instances —  physics as the general paradigm, as the 
authority in science and as the source of pertinent analogies —  were present in 
the whole work of Schumpeter. But this did not prevent him stressing several 
times what he considered the misleading character of the physical metaphor: 
‘Analogy with the entirely different problems of physics is much more apt to 
be misleading than helpful* (BC: 32).

In the same vein, he criticized Mitchell for his alleged overstatement of 
experimental procedures under the influence of the early physicist epistemology,9 
or Pareto for his illusions about the application of the method of physics (TGE: 
189-90). He stressed the differences between the field of economics and that of 
physics, since the first is more complex, there is no possibility of experiments,111 
includes interpretative variables and the scientist is under pressure to get socially 
useful results (ibid.: 149, 189-90).

Schumpeter knew that this paradigm dominated the main works of the 
neoclassical, from Walras to Pareto and from Edgeworth to Fisher, and that it 
defined the contours of the marginalist revolution, with the sole and relevant 
exception of his own teacher, Monger. This is why Schumpeter dealt with this 
point from the opening pages of HEA, considering the general criticism of 
Hayek —  a representative Austrian —  of ‘scientism’, that ‘uncritical copying 
of the methods of mathematical physics in the equally uncritical belief that 
these methods are of universal application and the peerless example of all 
scientific activity to follow’ (HEA: 17). Along his discussion about this point, 
Schumpeter was ready to accept Hayek’s argument against the incorporation of 
such a ‘scientist bias’, but argued that this was not a general case in economics 
and that only words were being transferred from physics,11 On the other hand, 
following Schumpeter’s argument, there were two essential reasons why physical 
concepts —  ‘borrowing words and nothing else’ —  made their appearance in 
economics: first, mathematics was developed sooner in physics and exact 
sciences12 and, second, the analogies were supposedly very useful for teaching 
since students understand a physical analogy more easily than its economic 
counterpart. The final argument by Schumpeter was that the presence of common 
concepts and methods only testified that economists and physicists have the 
same type of brains and act similarly faced with theoretical problems (HEA: 
18), and consequently:

From Evolution to Evolutionism 231

This does not involve any mcchanistie, deterministic or other ‘-istic* errors, or any 
neglect of the truth that ‘to explain’ means something different in the natural and in 
the social sciences, or finally any denial of the implications of the historical character 
of our subject matter. (HEA: 18)

The whole passage indicates very clearly that, while accepting the general 
scientific paradigm of positivism and consequently the role of physics both as 
forerunner of scientific rigour and as a model for pedagogic analogies, Schumpeter 
resisted the idea that economic concepts and methods were derived from physics. 
He did so because of the Austrian influence still present in his thought, because 
he was certainly aware of the uncritical exaggeration of the neoclassical tradition, 
namely by Fisher, and possibly because his own research indicated that the available 
physical concepts were unable to encapsulate the economic reality of movement 
and change. But the author also accepted important exceptions, since some concepts 
and not only mere words (‘equilibrium’, ‘potential’) were incorporated under 
autonomous contents for each science.

This interpretation accounts for all the instances previously identified: in the 
general epistemological stance, Schumpeter certainly praised the authority and 
clarity of physics; but when concrete economic concepts were at stake, he denied 
any significant influence from physics — even when such a claim was wrong, as 
the case of the Comttan definition of statics and dynamics exuberantly proves.

The argument about the concept of equilibrium is again very useful to 
illustrate this point. Schumpeter defined equilibrium by the twin properties of 
existence and stability: ‘If the relations... are such as to determine a set of values 
of the variables that will display no tendency to vary under the sole influence of 
the facts included in those relations perse, we speak of equilibrium’ (HEA: 969). 
Schumpeter immediately denied that this definition was related to physics in 
any way (ibid.: 970). His definition of equilibrium was also presented as the core 
of the economic science:

For our system is logically self-contained only if this is the case [being totally 
endogenously determined]: we can be sure that we understand the nature of 
economic phenomena only if it is possible to deduce prices and quantities from 
the data by means of those relations and to prove that no other set of prices and 
physical quantities is compatible with both the data and the relations. The proof 
that this is so is the Magna Carta of economic theory as an autonomous science, 
assuring us that its object is a cosmos and not a chaos. (BC: 41)

In other words, economics became a science after establishing its Magna Carta 
—  the Walrasian system —  but, what is still more relevant to the present purpose, 
equilibrium was defined as the creation of order, derived from a set of variables 
which exhibit no tendency to create change. Of course, if this was really a ‘self- 
contained process’, then the Law of Conservation o f Energy could easily be 
translated into the system and we arrive in the wonderful world o f marginalist
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economics, where all relevant information is included in the system itself. But 
then Schumpeter added that there was something else, since this real process 
was nevertheless incomplete; the main argument o f BC was that there was 
also another set of endogenous variables, the innovative processes, that added 
movement and mutation to this orderly picture, in one word, we have two 
classes o f endogenous variables, those that are well-behaved and those that 
are unpredictable, which create irreversible processes of change. Equilibrium 
exists, and so docs disequilibrium: the system is intrinsically morphogenetic.

This is why Schumpeter did not follow the entire physical metaphor, although 
his determination to safeguard the notion of Walrasian equilibrium in the new 
synthesis also prevented him from avoiding or rejecting this metaphor. As a 
consequence, Schumpeter defined the two separate theoretical domains, one where 
the equilibrium paradigm was used and another where it was not relevant.

14.2. Biology and dilettantism

With his detailed discussion of the analogy with physics, Schumpeter proved to be 
awareof the importance and problems of the metaphoric redescription.This section 
deals with a second body of analogies used in Schumpeter’s work, the biological 
concepts, which appear in two different frameworks: in the general sense of the 
development process and in the concrete sense of the analysis of the circular flow. 
They are obviously very different in nature and in scope.

In TED, Schumpeter commented on two comparisons, one with the circular 
flow and the other with development, and rejected both. First, the circular flow 
could be conceived o f as the process of blood circulation, but no growth and 
decline was allowed in the case of circular flow, unlike the case of the organism 
(TED: 45). Nevertheless, three years later he came back to this topic, acknowledging 
that even for Quesnay —  a physician —  the process of circular flow could not 
exactly repeat itself every time, since there is a relation between society and the 
incorporation of energy and materials from Nature: ‘This point of departure was 
in itself an obvious one, it was bound to be specially familiar to Quesnay because 
of the analogy to the nutritional process of organic bodies’ (EDM: 54-5).

In Schumpeter’s system, the analogue for this nutritional process was growth, 
under the impulsion of capital accumulation and population increase. The 
equilibrium can therefore be considered either as a stationary process or as an 
organic adaptive process (BC: 35), but does not explain the cycle.

Second, Schumpeter argued that the process of development is different 
from the growth of a tree, since it is not continuous (ibid.: 144; the tree metaphor 
was associated with Smith, Mill and Marshall, and rejected by Schumpeter, 
1951: 233). The cycle —  and the whole ‘organic’ process o f capitalist 
development13 —  should be explained by another phenomenon,
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industrial mutation— if I may use the biological term — that incessantly revolutionizes 
the economic structure from within, incessantly destroying the old one, incessantly 
creating a new one. This process of Creative Destruction is the essential fact about 
capitalism. (CSD: 83)

This is indeed a rather exceptional statement14 since, as a genera! case, 
Schumpeter rejected in the strongest terms any attempt to incorporate a biological 
metaphor into economics. In 1911, he wrote:

Here [in the class of ‘metaphysical’ tendencies!, too, belong all kinds of evolutionary 
thought that centre in Darwin — at least if this means no more than reasoning by 
analogy.... But the evolutionary idea is now discredited in our field, especially with 
historians and ethnologists, for still another reason. To the reproach of unscientific 
and extra-scientific mysticism that now surrounds the ‘evolutionary’ ideas, is added 
that of dilettantism. With all the hasty generalisations in which the word ‘evolution’ plays 
a part, many of us lost patience. We must get away from such things. (TED: 43)

Almost forty years later, Schumpeter still held the same opinion and expressed 
it in the same terms. Writing in HEA about the 1870-1914 period, he 
emphatically described biological evolutionism  as ‘a field infected by 
ideological bias and by dilettantism to an extent that surpasses anything that 
even we economists are accustomed to’ (HEA: 788). In spite o f it, Schumpeter 
considered Darwin’s Origin as an important scientific achievement, comparable 
to the definition of the heliocentric system (ibid.: 4 4 5 ,445n.) and his historical 
sketch o f the previous biological theories as a crucial piece for the sociology 
of science, but did not indicate any possible kind of influence of theses texts 
on social sciences: his sympathetic references were probably mainly due to 
ceremonial reasons. Nevertheless, it is clear that his purpose was to attack the 
influential and wide-spread Spencerian type of evolutionism, which combined 
‘naive laissez-faire’ with a simplified version o f Darwinism, leading to 
conclusions such as the ‘silly’ suggestion for the abandonment of sanitary 
regulations or public systems of education and health (ibid.: 773). Schumpeter 
also cared to inform the reader from the introduction to BC that his assumption 
about the organicity o f economic processes did not at all imply being a supporter 
of laissez-faire (BC: vi). Therefore, the concept of ‘industrial mutation’ was 
carefully chosen in order to emphasize the non-equilibrium properties o f 
development and evolution. In this, Schumpeter was indeed closer to Marx 
than to Walras.15

14,3. Schum peter’s evulutionism

Schumpeter’s evolutionism was not based on Darwinism or, in general, in the 
biological metaphor, which only played a minor role, if any, in his system. But 
it was still an evolutionary conception, since it was based upon two central
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concepts: first, the economy was defined as an 'organic’16 whole, propelled by 
a process of development with mutations and, second, this defined a non- 
mechanistic and historical view of capitalism as creation and destruction. Since 
the concept of ‘mutation*, that change arising from innovation in the core of 
the system, was previously discussed, this section will now tum to the concept 
of the organic system.

Here is how Schumpeter presented the concept, criticizing the biological 
analogy:

In the first place, wc notice the idea that society, being an ‘organic1 system and not a 
‘mechanical’ one, can be fruitfully analysed in terms of an analogy with biological 
organisms such as the human body.... But the obvious puerility of this idea must not 
blind us to the fact that emphasis upon the ‘organic nature’ of the economic process 
may be but the means of conveying an eminently sound methodological principle — 
as it was, for instance, with Marshall. Theorists— specially of the ‘planning’ type — 
often indulge in the deplorable practice of deriving ’practical’ results from a few 
functional relations between a few economic aggregates in utter disregard of the fact 
that such analytical set-ups arc congenitally incapable of taking account of deeper 
things, the more subtle relations that cannot be weighted and measured.... ‘Organic’ 
considerations arc perhaps the most obvious antidote— though in themselves hardly 
an adequate one — against such uncivilised procedure. (HEA: 788-9)

Besides the polemic bias —  the ‘theorists o f the planning type’ could be easily 
replaced by the ‘theorists o f the marginalise type’, and the whole paragraph 
would keep its sense —  this is a clear indication of the nature of Schumpeter’s 
thought: organic considerations were supposed to be essential in order to avoid 
the useless biological analogies and hence to provide an overall method for 
the economic inquiry: the solution of a system o f equations was unable to 
represent complex or ‘more subtle’ relations. This explains his approach to 
causality in economics (BC: 7) and to the analysis o f its features (Schumpeter, 
1949: 313). Evolutionism, then, was for Schumpeter simply the consideration of 
organic evolution in real time, or of historical and irreversible processes of change:

Social phenomena constitute a unique process in historic time, and incessant and 
irreversible changes are their most obvious characteristic. If by Evolutionism we 
mean not more than recognition of this fact, then all reasoning about social 
phenomena must be cither evolutionary in itself or else bear upon evolution. Here, 
however, evolutionism is to mean more than this. One may recognize the fact 
without making it the pivot of one’s thought and the guiding principle of one’s 
method.... (James Mill’s] various systems were not evolutionary in the sense that 
his thought in any of those fields turned upon evolution. And it is this that shall be 
the criterion of evolutionism for us, both as regards philosophy... and as regards any 
‘scientific field’. (HEA: 435-6)

It is possible to conclude that Schumpeter defined the social process as an 
intrinsic dynamic disturbance of equilibrium through the creation o f novelty

From Evolution to Evolutionism 235

—  the innovative mutation —  and this was precisely what defined his 
evolutionary framework. It included stationary processes of equilibrium, the 
place of Walras, but also forces and processes moving towards disequilibrium, 
the place of Marx. And it was organic, since both processes were considered to 
be compatible and since all the relevant variables were considered to be 
endogenous to the system, which generates itself movement and change. 
Moreover, this particular combination was the very specificity of economics, and 
so Schumpeter believed that his general and historical approach was the only one 
able to integrate both the statics of general equilibrium and the dynamics of 
disequilibrating forces: in a superior synthesis, the unscientific bias of the physical 
and the biological analogies should be prevented, since those analogies took the 
part as the whole and thus developed dilettante or simplistic views.

14.4. Flirting with heresy

As previously indicated, Schumpeter considered that his own views were 
substantially unchanged from his first writings.This is why his early work is so 
important in order to understand the formation of the theory. In 1906, he prepared 
a review of J.B. Clark’s The Distribution o f Wealth (1899), generally considered 
as one of the important building blocks of neoclassical economics.17 This was 
one of the first two papers Schumpeter published after concluding his studies at 
the university. Previous authors have indicated the influence o f Clark’s 
economics in Schumpeter (Streissler, 1994: 33), but the crucial aspect has not 
been acknowledged: it was from J.B. Clark that Schumpeter took the inspiration 
for his own definition o f statics and dynamics, the first insights on the 
entrepreneur, the central concept o f innovations as new combinations and, 
indeed, a whole theoretical program to be followed during the next decades. In 
fact, Clark’s book represented a critical tradition within orthodoxy, since he 
was aware of the limitations of the static equilibrium approach and intended to 
overcome it: that was the aim and the proclaimed objective of the 1899 book, 
which was to be followed by another and more complete dynamic version. But 
the project failed, since the following 1907 book by Clark, The Essentials o f  
Economic Theory, was merely a study on comparative statics.

Schumpeter’s review was a short paper presented as a mere summary, 
‘abstaining from any criticism’ (Schumpeter, 1906: 325). In fact, some of the 
main theses were presented without any detailed discussion: the ‘natural’ 
character of economic laws, the sea and tempest analogy for the equilibrium 
state and real economic processes, the social judgement implicit in the marginalist 
theory o f distribution,1" the concept of capital and the organic nature of social 
life. In general terms, the review was very limited and partial, and the book was 
clearly more influential on Schumpeter than his own text suggests —  one of 
the crucial examples is the non-reference to Clark’s treatment of the entrepreneur.
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Hive main influences will be now indicated, proving the importance o f Clark’s 
book in the formation of Schumpeter’s research program, 

v Although concerned with standard marginalist theory, and therefore with 
static systems, Clark’s book lengthily discussed the problem of the status of 
statics and dynamics, expressing the author’s intention to develop in the future 
a new branch of dynamical economics. This was the first essential influence on 
Schumpeter’s agenda: for Clark, the only real world was dcscribablc by dynamics 
—  and this was a major departure from traditional marginalist theory, indicating 
how the young Schumpeter could have felt three years later when visiting Walras. 
But statics was ‘imaginary’ not because it did not describe real trends but because 
it was incomplete:

Ail natural societies arc dynamic .... In the actual world unceasing changes thrust 
labour and capital, from time to lime, out of one occupation and into another. In 
each industry they change, again and again, the modes of production and the kinds 
and quantities of the goods produced. Yet this does not invalidate the conclusions 
of a static theory; for static laws are nevertheless real laws. The forces that would 
work in a world (hat should be held in a fixed shape and made to act forever in a 
fixed manner still operate in a changing world of reality. (Clark, 1899: 30)

As economics was supposed to deal with this particular combination of static 
and dynamic phenomena, the author discussed carefully how do they match. 
Clark indicated that there are dynamical forces tending to change the whole 
society, ’changes that alter the mode of production and act on the very structure 
of the society itself’ (ibid.: 31), but that the purely static state still describes a 
part of reality: ‘The description of the purely static state, in fact, deals with 
realities. It is imaginary only by its omissions; for it presents an essential part of 
the forces that act in the real, dynamic world’ (ibid.: 401).

Since ‘all real knowledge of the laws of movement depends upon an adequate 
knowledge of the laws of rest’ (ibid,: 442), the economy could be modelled as a 
set of forces o f ‘organization’, defining the equilibrium prices and quantities, and 
of ‘progress’, impelling the system towards a new level of equilibrium (ibid,: 30, 
32,429). This was the second dominant influence of Clark’s theory: after all, the 
tendency towards equilibrium still prevailed.This implied an important conclusion: 
statics was defined as a particular case of dynamics but, what is still more significant, 
it was supposed that dynamic processes converged towards equilibrium. In other 
words, equilibrium was supposed to be the final state of the system and, as a 
consequence, dynamics was reduced to statics. This crucial conclusion, which 
was opposed by Marshall and, later on, by John Maurice Clark,'9 was at the very 
centre of Schumpeter’s paradoxical heritage.

T h e  th ir d  i r d l u e r c e  : : c > ; e ” e d  th e  Z cv .rr t i t*- t t  *h«t i -. h ' . i r  it
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service, and new raw materials are used. Population increases and migrates, taking 
with it some of the increase of its wealth. Large industries grow up and crowd 
small ones out of the field, (ibid.: 31)

Those forces were distinguished in five categories: (i) increases in population; 
(ii) increases in capital; (iii) improvements in methods of production; (iv) 
organizational changes in firms; and (v) changes in the preferences of the 
consumers (ibid,: 56), Both (i) and (ii) were later classified by Schumpeter as 
the elements of growth, and indeed even Clark separated them from the others, 
since they were supposed to account for steady variations (ibid.: 416); the other 
factors were later on at the core of Schumpeter’s concept of new combinations 
implying the displacement of the production function. Five years after his review, 
when wrilingTED, Schumpeter reconsidered those elements and explained the 
evolution of population and capital and even the changes in tastes as mere 
dements of perturbation, while the analysis o f the changes in techniques and 
organization procedures required ‘a new conception of the economic process’ 
(TED: 45), which was the purpose of the book. The convergence but also the 
difference with Clark’s definitions is obvious: while Clark studied the effect of 
a perturbation and the reestablishment of equilibrium, Schumpeter’s main 
concern was the theory o f the causes of perturbations, defining the ‘new 
combinations’ and the innovative processes as the motive power o f capitalist 
development (ibid.: 48).

As a consequence came the fourth main influence by Clark: the notion of 
the role of the entrepreneur, since the ‘mechanical inventions’ imply ‘new kinds 
of goods [and] call for new industrial groups to make them’ (Clark, ibid.: 61). 
Entrepreneurship, as a function distinct from the ones of capital and labour, 
once again related dynamics to statics:

Dynamic science deals with profits in their original state, as normally created by 
improvements in industry, in the proceeds of which the entrepreneurs have a 
share; while static science deals with them in their later and permanent state, as 
they are transmuted into increments of wages and interest. (...) Dynamic theory 
has to account for the whole of that friction of which the entrepreneur’s share 
depends .... (ibid.: 410)

Later on, in HEA, Schumpeter emphasized this central contribution, which is 
completely ignored in his 1906 review: ‘he made a great stride toward a 
satisfactory theory o f the entrepreneur’s function and the entrepreneur’s gain 
and, in connection with this, another great stride toward clarification of all 
economic problems that must result from a clear distinction between stationary 
and evolutionary stales.... If his achievement fell short of Bohm Bawerk, Marshall
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interest (and rent) with the successful introduction into the economic process 
of technological, commercial or organizationalimprovements’ (ibid.: 894). Clark 
—  who was not one of the 'ten great economists’ —  was presented in HEA as 
the ‘architect of one of the marginalist analysis’ most significant theoretical 
structures’ (ibid.: 868).

Last but not least, there was a fifth major influence: economic theory was 
really about the rate of progress induced by entrepreneurs through the profit 
obtained from innovations (ibid.: 411). This implied a specific scientific research 
program introducing history into econom ics —  the conclusion which  
Schumpeter supported forty years after his paper on Clark. As Clark put it:

Economic dynamics has a striking relation to those recent historical economic 
studies which have been so attractive and fruitful.... Economic dynamics will, in its 
entirety, incorporate into itself historical dy namics.The changes that are going on in the 
world will in future be studied inductively as well as deductively; and it is the inductive 
part of the work that falls to the historical economist. (Clark, ibid.: 73-4)

These five influences synthesize the essential impact of the work of Clark on 
Schumpeter’s future research: all the major questions were indeed present in 
this rough sketch by Clark, including an anticipation of the idea of long waves 
of approximately forty five years as specific periods of development of the 
dynamic forces of capitalism (ibid.: 429).

Schumpetcracknowledged explicitly some of these influences and, in general, 
presented a very positive appraisal o f Clark’s contribution to economics, 
although he never explicitly recognized the dimension of this global theoretical 
debt. Namely, Schumpeter indicated in HEA the relevance of Clark’s contribution 
to the theory of the entrepreneur, comparing it to the presumed inferior notion 
of Marshall (HEA: 868, 894), and to the distinction between statics and 
dynamics, interpreted as descriptions of stationary and evolutionary states, 
but did not go farther. In reality, the review of Clark’s work was the essential 
step for the early definition of Schumpeter’s research program and he followed 
that agenda for all his life.

Although respected and recognized, Clark’s work did not have the desired 
impact and the equilibrium paradigm developed along Walrasian lines. But his 
attempt drew the attention of some heterodox authors: Veblen’s review of The 
Distribution o f Wealth, written shortly after Schumpeter’s, strongly opposed 
his ‘hedonist’ program and therefore the concepts of utility or the marginalist 
methodology, and namely challenged his equilibrium metaphysics, themes that 
did not provoke any opposition from Schumpeter. According toVcblen, Clark’s 
book was just another effort in order to reduce dynamics to statics (Veblen, 
1908: 189). From that point of view, Veblen argued that Clark’s effort was a 
failure: ‘All that it covers Clark’s concept of dynamics is a speculative inquiry 
as to how the equilibrium restablishes itself when one or more of the quantities
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involved increases or decreases’ (ibid,: 188).
Furthermore, according to Veblen, Clark limited the scope of his research to a 

trivial organicist conception (the economy was defined as an ‘organism’, Clark, 
1899: 196), unable to account for change and mutation, that is, for dynamics:

Economics of ihc line represented at its best by Mr. Clark has never entered this 
field of cumulative change. U docs not approach questions of the class which 
occupy the modern sciences — that is to say, questions of genesis, growth, 
variation, process (in short, questions of a dynamic import) — but confines its 
interest to the definition and classification of a mechanically limited range of 
phenomena. (Veblen, ibid.: 192).

What Veblen charged Clark with was his adherence to the mechanical metaphor; 
once again, that did not affect Schumpeter, since he classified Clark’s concepts 
of forces, equilibrium and statics as mere and inconsequential borrowing of 
words. Schumpeter fully accepted and followed, for all his life, Clark’s program, 
which was at the same time criticized by Marshall and rejected by Veblen. In 
doing so, Schumpeter was exploring the boundaries o f the orthodox paradigm 
and defining the daring —  and impossible —  task of completing Walras’s general 
theory in order to include ail phenomena, namely dynamics; as Clark, he did not 
want to abandon the general equilibrium paradigm — that was his bounded heresy.

*

The last sections followed the trajectory of Schumpeter’s thought in two main 
directions: the definitions of statics, dynamics and equilibrium, and then the 
role and influence of the physical and biological metaphors in his definition of 
evolutionism. In both instances, the stability of Schumpeter’s main concerns 
and definitions was acknowledged.

The following sections develop another aspect of Schumpeter’s evolution, 
namely the important changes in his approach on the roles of theory and history 
in economics.This is the appropriate introduction to a comparison with Keynes, 
since the substantive difference between both authors was essentially one of 
philosophical stance.

14.5. From the Mcthodcnstreit to the Sozialokonomie

The first book by Schumpeter (DW) was actually a large dissertation on the 
methodological debate opposing Mengcr and Schmoller, the ‘theorists' and the 
‘historical school’.20 Schumpeter, who entered the Vienna University just after 
the retirement o f Menger and studied under the supervision of Mengcr’s 
successor, Wieser, supported the ‘theoretical’ side of the MethodenstreU and 
praised the importance of the abstract and naturalistic approach in economics;
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‘From a methodological and epistemological viewpoint, pure economics is a 
"natural science" and its theorems are laws of nature' (DW, quoted in Swedberg, 
1991: 28), having nothing to learn from biology (ibid.: 27).

Schumpeter was at the time considered to be a faithful supporter of the 
Mengerian side, although with strong Walrasian intonations: Hildebrand opposed 
in 1911 his appointment as teacher in Graz, because he did not want the 
University to be occupied by anti-‘historians\ Later on, after the failure of his 
political career —  as Minister of Finance in the republican government of Karl 
Renner from March to October 1919 —  as well as of his banking career in 
Austria, the fame of the marginalist 'theorist' would precede him to Germany, 
the stronghold of the Historical School. Only the influence of his friend SpiethofF, 
a disciple of Schmoller, assured him a badly needed appointment at Bonn 
University (Swedberg, 1991: 69-70). Schumpeter considered himself as a 
marginalist by that time: in a note în HEA, he presented his positions as of a 
‘strong partisan of economic theory’, just like Wieser (HEA: 819 n.). He was 
also, as throughout his life, an extreme positivist, supporting a strong demarcation 
between positive science and normative intervention. Under the influence of 
logical positivism, then dominant in Vienna, Schumpeter always defended this 
form o f ‘therapeutical nihilism’.

But his balance-sheet of the Methodenstreit changed during the years, and 
that was already obvious when, three years after the publication of TED, Schumpeter 
discussed again the problem in his EDM. By that time, his position was much 
more careful, even though still supporting the marginalist side: the whole debate 
was considered useless and exaggerated, and he presented ‘an explanation for the 
controversy: it was a struggle between two methods of work, between people of 
different mental habits, who fought for elbow room or for domination’ (EDM, 
1914: 167).2' It is hard to consider this as a compliment for either side.

The book was careful to insist on the elements of synthesis, namely on 
Schmoller’s alleged acceptance of the similarity of the causal nexus in social 
and natural sciences and of the definition of laws as the aim of science (ibid.: 
170). Schumpeter even argued that one of his main previous criticisms of 
Schmoller’s insistence on reform policies could be dropped since the latter had 
changed his mind (ibid.: 175) —  which was not at all evident.

Schumpeter indicated the six major innovative elements of Schmoiler’s 
contribution as the following concepts: (i) the relativity of theory; (ii) the unity 
of social life; (iii) anti-rationalism, which Schmoller was supposed to have 
abandoned; (iv) the evolution and the role of history, to be compared to Marx; 
(v) the affirmation of complexity; and (vi) the organic conception, as an analogy 
of society with a body (ibid.: 175 f.). The striking fact is that Schumpeter 
incorporated many of these features into his own research, namely ii, iv, v and 
vi,even if by the time of publishing EDM he was still fascinated by the marginalist 
revolution, a ‘purer economics’, ‘incommcnsurably more firmly founded’, ‘more
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correct’, ‘simpler’ and‘more general’ (ibid.: 181 f.; 189-90).
But the very conception of EDM deserves some attention. The essay was 

prepared for Max Weber’s Gnmdrisse der Sozialokonomie, a handbook which 
was intended to present a new methodology for a transdisciplinary social science. 
Weberwas strongly opposed to the Methodenstreit, which he accused of having 
led to an artificial polarization of the statistical and theoretical methods against 
the historical method. The influence of this conception22 on Schumpeter’s 
thought was a lasting one.

In 1926, after a long period without any theoretical intervention, Schumpeter 
came back to the discussion of Sehmoller’s theories in an essay, Gustav von 
Schmoller and the Problems of Today, which represented a major turn, in the 
sense that it was a very positive assessment o f the author and a formal 
endorsement of the Sozialokonomie, arguing for a fruitful combination of theory, 
statistics, history and sociology as the basis for a new economics. And this 
remained his consistent opinion from then on, insisting on the role of history 
for the understanding o f capitalism.23 In the opening of Business Cycles this 
was clearly stated: history has the ‘most important contribution to the 
understanding of our problem’(BC: 13), This book is certainly a major piece of 
economic historical analysis.

And no other than his magisterial History o f Economic Analysis is the most 
complete statement of the program of Sozialokonomie: the main techniques 
indicated for the research in economics are history, ‘by far the most important* 
since ‘the subject matter is essentially a unique process in historic time’, then 
statistics, then theory and finally economic sociology (HEA: 12).

This methodological indication, combined with the definition of economics 
as the study of irreversible processes of change, plus the organic vision of 
evolutionary societies, defines the main conclusion o f this section: since 
Schumpeter incorporated some essential traits of the Historical School in a very 
distinctive framework and since he invaded the new territory o f historical 
mutation in the economies, Schumpeter was not a neoclassical economist, but 
at the same time he was not able to cease considering himself to be one since he 
did not wholly reject, and even tried to incorporate the paradigm of equilibrium 
along with the historical forces of mutation. This is more than the simple 
restatement of the Paradox, as it was met in the previous discussion about the 
role of the Walrasian system in Schumpeter’s economics: it is also a programmatic 
conclusion, since the scientific viability of the modem evolutionary program 
depends crucially on the rejection of the Schumpeterian compromise.

This dilemma was obvious on several occasions in Schumpeter’s work. The 
cold reception of BC in the scientific community was certainly one of the 
indications of the increasing difficulty for Schumpeter to maintain his profile 
as a mainstream economist while developing what was considered as an 
extravagant or esoteric research. As Kuznets put it, cycles are a quantitative
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phenomenon and should therefore be dealt with by statistical methods and not 
as a qualitative phenomenon as Schumpeter implied. Since Schumpeter had 
been the chairman of the founding meeting of the Econometric Society, he was 
at the time of the publication of BC its vice-president and was to become its 
president the next year, he was as a consequence expected to contribute to 
quantitative economics and to the mathematical formalism he praised so often. 
He did not and, in fact, in the whole scientific community only Frisch received 
the book with enthusiasm {Swedberg, 1991: 271 n,).

This contradiction was again evident in one of the last important scientific 
meetings attended by Schumpeter, the 1949 NBER Conference on Business 
Cycles. At this Conference, where ‘historians’ (the NBER researchers) and 
‘statisticians’ (the Cowles Commission staff) collided, Schumpeter undertook 
the task of arguing for the historical method and to represent Mitchell, who had 
recently passed away. In his double and uncomfortable condition as the author 
of Business Cycles and as a distinguished member of the Econometric Society, 
Schumpeter began with a defensive declaration: ‘I have no wish to advocate 
the historical approach to the phenomenon of the business cycle at the expense, 
still less to the exclusion, of theoretical or statistical work upon it’ (Schumpeter, 
1949:308). But he then repeated his main definition: ‘Economic life is a unique 
process that goes on in historical time and in a disturbed environment’ (ibid.).

History is needed for the inquiry on exogenous, occasional events, but also 
and essentially on the very organism of the cycle:

For historical research is not only required in order to elucidate the nature and importance 
of the non-essentials dealt with so far, but also in order to elucidate the underlying cyclical 
process itself.... But it would not be quite correct to say that historical analysis gives 
information as regards impulses and dynamic [theoretical] models as regards the mechanism 
by which the impulses are propagated.... Very roughly this is so and 1 should be quite 
content if my audience accepts the thesis that the role of the econometric model... is to 
implement the results of historical analysis of the phenomenon and to render the 
indispensable service for describing the mechanics of aggregates. But the econometric 
models do more than this— they ‘explain’ situations which in turn ‘explain’ or help to 
‘explain’ impulses. And the reverse is also true, (ibid.: 311-3)

This is a notorious argument, not only by its search for an incisive counter- 
logic pedagogy —  the listeners should be driven to accept the historical method 
for the precise reason they were opposing it —  or by the acceptance o f some 
sort of Frischian formalism of cycles, but also because it indicates how far was 
Schumpeter engaged in the defence of the role of historical research and qualitative 
methods. And certainly the final advice by Schumpeter did surprise his audience:

To let the murder out and to start my final thesis, what is really required is a large 
collection of industrial and locational monographs... [including the historical change 
and the ‘behaviour of leading personnel’], (ibid.: 314)
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It is well known that his arguments did not change the course of history, and 
that the econometric revolution was already very well in its way. But his 
arguments surprised some of his colleagues —  Samuelson24 and Goodwin (‘it 
was a great shock to me’, in Swedberg, 1991: 176) —  but neither did they stop 
the attacks by the econometricians against the historical method (Gordon, 1986: 
27), nor could they prevent the rise of the new breath of equilibrium economics.25 
Schumpeter could not prevent it, tuid in fact could not challenge it, since it was too 
late and loo little: he was not ready to emancipate from the equilibrium paradigm.

14.6, Equilibrium and the Cycle

In 1910, while preparing TED, Schumpeter summarized his own views in some 
short theses:

First, the economic processes divide into two different and also in practice clearly 
discernible classes: static and dynamic. Second, the latter constitutes the pure 
economic evolution, that is, those changes in the model of the economy which 
arise from itself. Third, the economic evolution is essentially a disturbance of the 
static equilibrium of the economy. Fourth, this disturbance provokes a reaction in 
the static masses of the economy, namely a movement towards a new state of 
equilibrium. (Schumpeter, 1910, quoted in Andersen, 1994:41)

For the current purposes, it is essential to emphasize that Schumpeter 
distinguished between statics and dynamics, as Mill previously did, as two real 
processes, related by the conception that without disturbances the system would 
be ‘static’26 but that those disturbances arise from inside the system itself. In 
1908, Schumpeter argued that the central question for ‘pure’ economics was 
statics and equilibrium —  which surely deserved the approval of Walras —  and 
considered dynamics as a marginal phenomenon (DW, quoted in Bottomore, 
1992: 171), despite some rhetorical declarations about dynamics as ‘the land of 
the future’ (DW, quoted in Swedberg, 1991:29-30). But he quickly changed his 
opinion, as indicated by the 1910 thesis.

It is also certain that the 1908 book already presented some clues for the future 
discussion about the entrepreneur. Schumpeter was influenced by an economist of 
the early nineteenth century, Riedel, who stressed the role of innovations in 
economic life, by the previous work on the entrepreneur by Thuenen or Bohm 
Bawcrk and particularly by his teacher, Wieser, under the ultra-romantic influence 
so important in Germany at the time: a figure of a ‘great man’ and some ‘heroic 
individualism’ was defined in economics, just like Spencer did in sociology and 
Nietzsche in philosophy (Streissler, 1994: 19 f., 34; Allen, ibid.: 107) and J.B. 
Clark in economics. Entrepreneurship was interpreted in 1908 as the function 
of carrying the adventuresome innovation (Allen, ibid.: 47).

In 1911, in TED, Schumpeter presented these conclusions as the distinction
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between the 'circular flow’ and ‘development’, the main economic processes 
in action (TED: 145).The circular flow, the ‘missing link’ in economic causality 
(EDM: 43 f.) supposedly discovered by the physiocrats, described

how each economic period becomes the basis for the subsequent one, not only in 
a technical sense but also in the sense that it produces exactly such results as 
induce and enable the members of the economic community to repeat the same 
process in the same form in the next economic period; how economic production 
comes about as a social process, how it determines the consumption of every indivi
dual and how the latter in its turn determines further production .... (EDM: 43)

In other words, this is the stationary process or the condition for equilibrium, which 
are analytically equivalent (BC: 42 n.; also 68). On the other hand, development 
was defined as a quantum jump in the social conditions of the system, ‘that kind of 
change arising from within the system which so displaces its equilibrium point 
that the new one cannot be reached from the old one by infinitesimal steps’ (TED: 
47 n,). But the ‘static conditions’ exclude the cycle but not growth: in fact, ‘growth’, 
defined as the combination of the evolution of capital accumulation27 from savings 
and of the population, was included in the notion of static equilibrium (Schumpeter, 
1927: 289f.). Equilibrium was thus defined as a ‘shifting centre of gravitation’ 
in a system which also generates the internal impulse for change, that is, for the 
rupture of the equilibrium conditions. While development accounted for the 
nature of the change (BC: 560 n.), equilibrium described the absorption of change 
(Schumpeter, 1937: 159), that is, was defined as the stability property of the 
system. This topic will be discussed further.

The real economic system cannot be understood without the integration of 
both processes: in fact, even if Schumpeter sometimes indicated that ‘perfect’ 
equilibrium was never really present (BC: 52) and that it was a ‘methodological 
fiction’ (ibid.: 964) or if he criticized Walras’s and Clark’s presentation o f real 
prices oscillating around equilibrium (HEA: 999,1000 n.), his general approach 
was to argue for an integrated account o f the development process as including 
both change and equilibrium. In his ‘first approximation’ to the theory of the 
business cycle, equilibrium existed at the end of tire depression and before the prosperity. 
In the 'second approximation’, when the ‘secondary wave’ was considered and the 
cycle was described in four phases, equilibrium conditions were met at two of the 
inflection points,21* namely when the recession leads to depression and when the 
revival leads to prosperity and a new cycle is supposed to begin.

Three main points should be emphasized. First, this schema considered the 
stationary process or the equilibrium conditions to be a special case of the dynamic 
movement, specifically that corresponding to the discrete points where the 
movement is null (BC: 70-1,963). This quite closely matches with the mechanical 
Mill-Comte definition of the distinction between ‘statics’ and ‘dynamics’ and 
namely of the possibility of conducting a static analysis, the ‘bare bones of
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economic logic’, ‘cleaning the ground for rigorous analysis’ (BC: 68).
Second, the existence of equilibrium was stated and its stability was defined 

as the real processes o f absorption of change and of disturbance:

The thing that matters to us is nevertheless this tendency [towards equilibrium] 
considered ns an actual force, and not the mere existence of ideal equilibrium points 
of reference.... Wc wish to distinguish definite periods in which the system embarks 
upon an excursion away from equilibrium and equally definite periods in which it 
draws towards equilibrium. (BC: 69-70)

Or also, without room for doubt:

Common sense tells us that this mechanism for establishing or re-establishing 
equilibrium is not a figment devised as an exercise in the pure logic of economics 
but actually operative in the reality around us. (BC: 47)

In this sense, the mechanism of equilibration provided the resistance to change 
in the economic system, namely the defence o f established business and 
institutional traditions: it was the creation of order subsuming the creation of 
novelty,2y namely imitation restoring equilibrium after innovation. Equilibrium 
or order would be the moment of the formation of prices, while development or 
disorder is the evolutionary process: in Schum peter’s emphatic words, 
‘fluctuations must be fluctuations around something’ (BC: 69).

Third, this did not imply that equilibrium was considered to be the desirable 
situation. In the first approximation, it was considered to be the situation where 
the promises o f the boom were fulfilled, that is, where the availability of 
consumption goods increased for the whole community (TED: 161). But in the 
second approximation this was certainly not accurate, since the system was 
described as in permanent turmoil, and its change —  the disequilibrium pro
cesses —  was the only form of progress. From this point of view, Schumpeter 
clearly opposed the ‘classics’ and the general equilibrium paradigm, and even 
condemned their incapacity to incorporate real economic evolution: as he 
stressed in EDM, at the very same time that the first modem industrial crises 
were exploding, the ‘c la ssica l’ still argued for Say’s Law and rejected the 
theoretical possibility of disequilibrium, against all easily available evidence 
(EDM: 150). The main achievement of Juglar, by contrast, was precisely to 
define a new agenda for a research indicating the problem, describing it 
empirically and presenting an explanation (Schumpeter, 1927; 287). In other 
words, the drive to novelty which moves the economic system forward depends 
on the ability of the entrepreneur to challenge equilibrium:

What a miserable figure he is, this economic subject who is always looking so 
anxiously for an equilibrium. He has no ambition and no entrepreneurial spirit; in 
brief, he is without force and life, (DW, quoted in Swcdbcrg, 1991: 29)
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With these qualifications, Schumpeter’s theory of the cycle can now be 
reassessed. The motion o f the system was analysed under a steady state 
representation, then the possibility o f change was introduced as an independent 
and separable dimension, since both correspond to social processes that can be 
isolated. In other words, Walras indicated a convenient approach to discussing 
one o f the processes (BC: 47), but this was not enough, since evolution should 
also be explained; for Walras the needs were given, while for Schumpeter the 
real economic processes created new needs and lead to deep transformations. 
The Schumpeterian research program consisted of the bold task of providing 
thedynamic counterpart of the Walrasian schema, aimed at a truly general theory.

This implied that some sort of logical separability was possible between the 
problems of growth and cycle, since growth was reduced to the monotonie 
trend of capital accumulation through savings and to population increase, both 
being added to an equilibrating process. Of course, this did not solve the statistical 
problem of the assessment of the trend and cycle, since there was in this account 
no real trend of equilibrium —  only a number of discrete equilibrium points, 
two for each cycle —  and since the cyclical process by itself displaced the 
centre o f gravitation upwards.

And, moreover, the three-cycle schema implied that the equilibria of the 
shorter cycles were defined in the artificial representation of the trend line of 
the larger cycles, and that the single true equilibrium occurred at the very 
beginning of a Kondratiev, when prosperity was to commence and the equilibria 
of the three types of cycles coincided. Alt other points are ‘neighbourhoods of 
equilibrium’, therefore unstable due to a new very structural reason: the dynamics 
of evolution in the larger cycles overdetermined the shorter ones even when 
they were in the neighbourhood of equilibrium in their own motion. This was a 
form of representation of the feedback mechanisms in action in real economies, 
but added singular difficulties to the mathematical treatment of the model —  
and Schumpeter certainly had these in mind when he acknowledged that his 
theories were very hostile to mathematical formalism.30

This permanent tendency to the dislocation of the centre of gravity of the system 
and the complex interaction of the different cycles explain an original form of 
instability, created by the system itself. Schumpeter’s theory was a system of self- 
generating complexity and instability, where the equilibrium concept really played 
only a very subsidiary role, But Schumpeter was not prepared to break with the 
Walrasian part of his theory, for philosophical rather than for theoretical economic 
reasons. The rationale for this refusal can be discovered in his general view of 
science and the definition of his own place in economic theory.

15. From Bloomsbury to Cambridge 
and to Harvard

In the long Biography published shortly after Keynes’s death by Harrod —  a 
colleague and one of his closest collaborators —  it was argued that he reverted 
after the war to the ‘free trade’ positions of Adam Smith. According to Harrod, 
whose evidence is the report o f a long walk conversation near the Thames one 
afternoon, Keynes told him that it was possible to come back to the ‘great truths 
which [Adam Smith] preached’, and to accept his ‘gospel’, ‘without sacrificing 
any of [K eynes’] cherished principles relating to employment and trade 
depression’ (Harrod, 1951: 609; also 469), since the new conjuncture allowed 
for new policies. Haberler also supported the same interpretation o f Keynes’s 
‘reconversion to liberalism’ (Haberler, 1981: 12, 13 n.), Although Harrod and 
Haberler eventually implied something else, when referring to Smith and notto 
Walras or to Say, Keynes was also vindicating a specific historical tradition which 
is distinct from neoclassical economics, the contemporary form of liberalism.

Ahunch of the motivations for this reasoning can be found in one o f Keynes’s 
last public interventions, when he negotiated the US Loan after the end of the 
second World War. In fact, Keynes defended the agreement and the economic 
arrangements implicit in it for the new world order, stating that it combined 
‘the advantages of freedom of commerce with safeguards against the disastrous 
consequences o f a laissez-faire system ’, and that this made possible the 
‘implementation o f the wisdom of Adam Smith’ (Keynes, xxiv: 611,621-2). In 
another place, Keynes stated that Adam Smith’s teachings had been overlooked 
since they had been wrongly associated with laissez-faire economics (Keynes, 
xxviii:444,824). It is therefore clear that Keynes’s return to Smith was completely 
alien to any type of reconversion to liberalism or to the equilibrium paradigm.

Mini argues that the biography by Harrod was in fact designed to establish 
the closest possible continuity between Keynes and the Harvey Road or the 
Cambridge traditions of Marshall and John Neville Keynes, as some combination 
of a (mildly critical) version of the equilibrium paradigm and a recapitulation 
of the mainstream positivist epistemology (Mini, 1991 : ix), just like the previous 
IS-LM formalization which attempted to translate Keynes’s contribution in 
neoclassical language. This question is the theme of the following pages, which
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discuss some elements o f the philosophical approach of Keynes’s work, since 
this is the crucial element to understand both the nature of his opposition to the 
‘classical* and his specific difference in relation to Schumpeter’s scientific 
trajectory. The concept of ‘organic unity', the discussion of equilibrium and 
then of the cycle are successively presented and commented.

15.1. Organic unity and the physical metaphor

Before studying economics with Marshal! and failing to get a fellowship at 
King's College with a dissertation on philosophy which would later on become 
the Treatise on Probability,31 Keynes’s main areas of work were philosophy, 
namely logic, and mathematics. He was also interested in a vast range of 
problems, and was at the time mostly influenced by G.E. Moore, the dominant 
philosopher at Cambridge, who defined ethical principles as the basis o f a theory 
of the right conduct32 and who opposed Russell’s positivism. The principle of 
‘organic unity’ was one of the crucial elements Keynes took from Moore’s 
philosophy. In My Early Beliefs, Keynes described this concept:

Their value [of states of mind] depended, in accordance with the principle of
organic unity, on the state of affairs as a whole which couid not be usefully analysed
into parts. ... I myself was always an advocate of the principle of organic unity
through time, which seems to me the only sensible one. (Keynes, x: 436)

In Moore's tradition, Keynes indicated one telling example of this organic unity 
processes: the ‘state of mind’33 of 'being in love’ depends on one o f its parts 
(one’s feelings) but is also influenced by all the other parts (by eventual 
reciprocity) and by the environment. In short, in the world o f organic unity the 
whole is not the sum of its parts.

Keynes carefully considered the consequences of this anti-Cartesian mani
festo for his analytical system. In the 1907 version o f his philosophical 
dissertation, when dealing with rational conduct, he indicated that all individuals 
—  the forces of action —  are by themselves organic units, but that society as 
such is not and therefore society should be considered as the sum of its parts 
(O ’Donnell, 1989: 128). This has two main consequences. First, it may make 
possible some last resort ‘methodological individualism’. Second, social action 
may be predictable and the value and result o f every individual action may be 
socially determinate, even if the rationality for the action itself is not fully known 
at the individual level: society may be analytically decomposed, even if 
individuals’ actions and intentions cannot be. In that case, an overall mechanics 
of equilibration of organic units could rule.34 But Keynes soon corrected his 
argument and increasingly stressed the organic nature of the social process itself 
at all its levels, or the deep rationality of social indeterminateness and complexity. 
This assumption had heavy consequences: it implied the rejection of the physical
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metaphor, related to the process o f equilibration and, as in the case o f Moore, it 
implied the rejection of a calculable future since we are condemned to the 
‘utter ignorance* about what will happen (Moore, quoted in Keynes,TP: 341). 
The challenge was frankly stated by Keynes against the forerunners of 
neoclassical economics:

[Edgeworth’s and the marginalists’] Mathematical physics has not, as a science or 
study, fulfilled its early promise.'-'... The atomic hypothesis which has worked so 
splendidly in physics breaks down in psychics. Wc are faced at every turn with the 
problem of organic tmity, of discreteness, of discontinuity — the whole is not equal 
to the sum of the parts, comparisons of quantity fail us, small changes produce large 
effects, the assumptions of a uniform and homogeneous continuum arc not satisfied. 
Thus the results of Mathematical Physics turn out to be derivative, not fundamental, 
indexes, not measurements, first approximations at the best; and fallible indexes, 
dubious approximations at that, with much doubt added as to what, if anything, they 
arc indexes or approximations of. (Keynes, x: 262)

Such a distrust o f Edgeworth’s mechanical equilibrium —  which corresponded 
to the proposition that the economy is not an organic whole and is therefore 
calculable—  was of course extensive to all its Benthamite foundations. Since 
his ‘early beliefs’ and under the influence o f Moore’s philosophy, Keynes 
presented himself as ‘amongst the first o f our generation, perhaps alone amongst 
our generation, to escape from the Benthamite tradition’36 (ibid.: 445). This is 
how he challenged that tradition, in 1937:

it was, 1 think, an ingredient in the complacency of the nineteenth century that, in 
their philosophical reflection on human behaviour, they accepted an extraordinary 
contraption of the Benthamite School, by which all possible consequences of 
alternative courses of action were supposed to have attached to them, first a number 
expressing their comparative advantage, and Second another number expressing 
the probability of their following from the course of action in question (...). In this 
way a mythical system of probable knowledge was employed to reduce the future 
to the same calculable status as the present. (Keynes, xiv: 124)

This rupture, since the early work on philosophy and on the grounds of the 
vindication o f the organic view, was full o f consequences: it meant the 
introduction o f irreducible uncertainty and the rejection of the ‘maximizing 
rationality’ assumption o f the n eoclassica l, o f their main procedures in 
economics and o f the whole physical metaphor. This was clearly stated again 
and again: ‘The pseudo-analogy with the physical sciences leads directly counter 
to the habit of mind which is most important for an economist to acquire’ 
(Keynes, xiv: 300), since ‘Unlike the typical natural science, the material to which 
[economics] is applied to is, in too many aspects, not homogeneous through 
time’ (ibid.: 269).

The pseudo-analogy with physics was the main trend of the marginalist
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revolution, and of course Keynes was fully aware of it.17 Rejecting this analogy, 
economics was defined as an intrinsically inexact science, including quantitative 
and qualitative changes (O’Donnell, 1989: 162). From Moore’s tradition in 
Cambridge, Keynes derived a peculiar philosophy of organicism, which was 
supported during his whole life by his intellectual surroundings: the Bloomsbury 
group cherished this acceptance o f distinctive individuality and o f the 
psychological traits as a distinctive feature o f a new vision o f the world (Mini, 
1991: 67). The novels by Virginia W oolf, the relation o f the group to 
Impressionist and Expressionist painting, M oore’s moral arguments, the 
influence of Ruskin, Carlyle or William Morris, the close relation of some of 
the mentors o f the group with Freud and psychoanalysis, all contributed to and 
reflected this innovative trend. These influences illuminated Keynes's mature 
conception of the organic economy.

The organic conception meant that there is, in economic analysis, a general 
danger of the fallacy o f composition: the paradox of saving, expressed as in the 
parable of the society of producers of banana, was certainly the most famous of 
such fallacies in the Keynesian schemata. But, of course, aggregate demand is 
still the sum of partial demands, and total employment is the sum of each sector’s 
level o f employment. This distinction between behavioural variables and 
accounting aggregates will be discussed later on.

15.2, Causality and organicity: the role of metaphor and analogy

Keynes was one o f the most influential economists —  if not the most —  in this 
century; he was also one of the best prepared in philosophical matters. In fact, 
his whole approach to economics was based on solid philosophical arguments. 
His first major work, the Treatise on Probability dealt extensively with two of 
the most relevant epistemological categories that have been discussed in Part 
One: induction, or the logic o f accumulation of knowledge, and analogy, or the 
logic o f construction of knowledge. A short summary and discussion is in order, 
since this was his basis for the rejection o f the positivist epistemology, 
contradicting Harrod’s interpretation according to which Keynes followed Russell 
arid Vienna’s logical positivism (Carabelli, 1988: 10).

Keynes summarized his version of the Hume paradox in the following way:

To argue from th emere fact that a given event has occurred invariably in a thousand 
instances under observation, without any analysis of the circumstances 
accompanying the individual instances, that is likely to occur invariably in future 
circumstances, is a feeble inductive argument, because it takes no account of 
analogy. (TP: 445; his emphasis)

In that sense, analogy was a precondition for induction (ibid.: 74), even if it 
was not demonstrative, as the example of the proposition ‘the sun will rise

tomonow’ proved (TP: 264-5). But analogy is widespread and indeed necessary, 
following Keynes, since it rules the positive and negative similarities and creates 
the structure o f the measurement and theory: the new instances in an inductive 
process are important when and if they add some more elements of negative 
analogy, in the sense that they ‘diminish the unessential resemblances’ (ibid.: 259). 
Keynes’s concept of the construction of knowledge was based on these two 
correlative operations: the non-demonstrative and non-conelusive induction, and 
the analogy which made possible a meaningful growth of knowledge from induction. 
Ofcourse, analogy is an instrument for qualitative reasoning, which is the appropriate 
form of thought for most instances of an organic world.

Two examples of these qualitative and organic features are the definition of 
probability and of expectations. Probability itself was for Keynes one ‘organic 
unit’, and he denied that it could be reduced to a physical unit or to an empirical 
frequency:^ ‘A degree of probability is not composed of some homogeneous 
material, and is not apparently divisible into parts of like characters with one 
another’ (ibid.: 32).

In that ease, probability may not always be reducible to quantitative 
measurements, and qualitative analysis —  of probability or of the ‘weight’ of the 
argument —  is imposed by the organic nature of the process. And since one of the 
organic features of this world is the very formation of expectations (ibid.: 238), 
uncertainty is a building block of all types of economic action and process.

Given that no universal causation or perfect knowledge can claim to explain 
reality, Keynes abandoned the physicist concept of necessity in order to establish 
the ‘moral’ sciences' concept of possibility. Statements on causation are thus the 
cognitive syntheses o f induction and analogy, obtained from qualitative analyses 
of cumulative processes. They indicate a sequential movement in time: in GT, the 
sequential causation was emphasized, so that the ultimate variable in the model is 
the exogenous one that defines the causation from the boundaries of the economic 
model; but it is sequential since it is organic, and as a consequence causality cannot 
be reduced to some unilinear evolution of impacts from the exogenous to the 
endogenous variables, since multiple interactions are causally significative and 
are the very reason for the non-additivity of the parts in the measurement of the 
whole. Since there are uncertainty and expectations in real economies, causality is 
both exogenous and endogenous: it is organic.

15.3. Whither equilibrium?

One of the main consequences of the organic vision of Keynes was his profound 
distrust of the mathematical methods as the last resort of truth, as they were 
introduced and generalized by the physical metaphor. Since society itself is an 
organic whole, and this implies irreducible uncertainty —  namely under the 
form of the influence of expectations, which cannot be summed up or compounded
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•— a precise solution is never attainable in the relevant systems, in the sense of 
an optimal equilibrium. This was how Keynes answered in 1936 to a letter by Shove 
complaining about the difficulty of establishing very formal models:

[You] ought not feel inhibited by a difficulty in making the solution precise. It 
may be that a part of the errors in the classical analysis is due to that attempt. As 
soon as one is dealing with the influence of expectations and of iransitory 
experience, one is, in the nature of things, outside the realm of the formally 
exact. (Keynes, xiv: 2)

The mathematics of the econometric revolution of the 1930s was most suspicious 
to Key nés,3* even if he was himself a distinguished member of the Econometric 
Society and its President in 1944 and again in 1945; the parallel with Schumpeter 
is quite obvious.The essential reason for his distrust was previously indicated: 
he could not support the omnipotent physical analogy and the presumptions of 
the Benthamite extensively calculable economics. Moreover, only breaking 
away from Say’s Law he felt to be able to deal with the reality o f social and 
complex phenomena:

This [the rupture with Say’s Law] could be described as the re-discovery of there 
being a problem with equilibrium of supply and demand of output as a whole, in 
short, of effective demand. It was an important moment in the development of my 
own thought when I realised that the classical theory had given no attention at all 
to the problem at what point the supply of output as a whole and demand for it 
would be in equilibrium. (Keynes, xxix: 214)

Therefore, equilibrium did not necessarily imply optimality, and so there were 
many possible equilibria with severely different social consequences: the 
selection among them depended on the unpredictable behaviour of the internal 
forces o f the system.40 As a consequence, the orthodox theory was considered 
to be inapplicable: ‘Many people are trying to so lve the problem of 
unemployment with a theory which is based on the assumption that there is no 
unemployment’ (Keynes, ix: 350).

This concern with social intervention and the definition of economics as 
political economy were some of the reasons for Keynes’s concentration on the 
short term problems, and for looking for a new terminology other than that 
defined for the conception of the long-run equilibrium o f orthodox economics 
(Keynes, xxix: 35). But Keynes, in spite o f the legend, did not completely restrict 
his analysis to the short term. Namely, he defined several possible processes of 
disequilibrium in long-run processes, including monetary factors (generating 
uncertainty), investment factors and a last category of ‘changes in the industrial 
factors influencing volume of output and demand for money for income purposes’ 
(TM: 23 Î ), interacting with the investment factors (ibid.: 233; also ix: 321 f.). Of 
course, those arc innovations and changes in the industrial structure: TM, which
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is the most dynamical of all Keynes’s major writings, included important insights 
on economic mutation.41

This concept of organic unity o f the social movement explains one of the 
differences with Schumpeter, and not the minor one, Schumpeter, as previously 
indicated, tried to create a dynamic counterpart to the Walrasian grand schema 
of general equilibrium, through the introduction o f endogenous innovations 
and change into the model: his ideal explanation was therefore a self-contained 
and complete model (DC: 41 ), and that definition was considered to be responsible 
for the emergence of the Magna Carta of economics. On the other hand, Keynes 
defined a dynamic and open model, a non-self-conlained one, since expectations 
and uncertainty were not completely endogenizable, and therefore net investment 
was not fully explained by the other controlled variables.

This is indeed why Schumpeter was not able to formulate a mathematical 
model for his theory: it was simply impossible to do so, since the tool was 
completely inadequate to the purpose. And this is also why Keynes did not feel 
the need to formulate that type of model, since he defined a non-contained 
system which would allow for a distinct role o f the historical variables. But he 
did not develop the historical counterpart of his theory,42 since he was self
limited to the short term. Keynes was not interested in the newly opened door, 
while Schumpeter was unable to reach it.

15.4, Cycle and evolution

This brief survey of some o f the foundations o f Keynesian economics is now 
concluded; his analysis of the cycle, dominated by the fluctuations in the schedule 
of the marginal efficiency of capital, was the direct conclusion o f the organic 
system, which generates by itself uncertainty —  and in fact also complex and 
nonlinear relations.

As previously stated, the origin of this organic conception was Moore’s 
philosophy, and was then supported by the Bloomsbury vision of the world: it 
was not connected to an evolutionary or Darwinian analogy. In fact, Darwinism 
was frequently referred to by Keynes, but only in two distinct frameworks: 
either as an example of the inductive and analogical reasoning that Keynes was 
arguing to be the genuine model for science and namely for his own theory of 
probability (TP: 5-6; 118), or as in the case of a perverse analogy used by the 
extreme Ricardians or liberals, presenting the survival o f the fittest —  the 
Spencerian summary o f evolutionism —  as the driving force in competition 
and in society (Keynes, ix: 276), analogy which was refused by Keynes (ibid.: 
284). The first instance was a mere example and the second one a mere polemics: 
none of them was of particular relevance for his own philosophy.

In fact, Keynes’s paradox was that his system was not evolutionary, since it 
was based upon an organic conception but no central role was assigned to
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historical evolution, but nevertheless he provided some o f the most important 
insights for an evolutionary macroeconomics. Certainly, Keynes accepted a 
very peculiar form of Sozialokonomie, and his life reflected his own aphorism 
saying that economists must also be mathematicians, historians, statesmen and 
philosophers and, in a very Marxian fashion, that ‘No part o f man’s nature or 
his institutions must lie entirely outside his regard’ (x: 173-4). On the other hand, 
Keynes was aware and accepted Marshall’s preoccupations with the long term 
dimension o f economics, although no analytical solution was available to 
integrate both dimensions: ‘his [Marshall’s] views as to the perpetually changing 
character o f the subject-matter o f economics led him to attach great importance 
to the historical background as a corrective to the idea that the axioms of today 
are pennanent’ {Keynes, x: 209-10),

But, in spite of this preoccupation inherited from Marshall, neither of them 
worked out a satisfactory solution for the integration of the short term and the 
long term dimensions of the analysis.This, o f course, demanded an evolutionary 
theory. And Keynes, who challenged orthodox economics more than any other 
of his contemporaries —  denying the definition o f economics as a science of 
scarcity dealing with choice, criticizing the assumption of maximizing rationality 
and harmonic aggregate behaviour assuring a calculable future, and 
simultaneously rejecting the physical metaphor— ■ was fully aware o f the lack 
of such a general and new theory. His dark conclusion anticipated the dissolution 
of the Keynesian program in the synthesis which defined the modem trend of 
mainstream economics:

We have completely failed, indeed, to provide a substitute to these economic bogus-
faiths capable of protecting or satisfying our successors. (Keynes, x: 445)

This global failure will be reassessed in the conclusion of this part.

15.5. Schumpeter and Keynes: the high theory of the first half of the centu ry

Schumpeter and Keynes were bom in the same year —  1883, the year of Marx’s 
death —  and were two of the most important economists of their generation. 
They faced simitar theoretical problems but in very different environments: the 
decline of the British dominance in the world economy but still a somewhat 
stable political system for Keynes, and the desegregation of the Austrian empire 
and then the permanent exile to the United States, for Schumpeter. Their 
philosophical background was substantially different: Cambridge and 
Bloomsbury for Keynes, the Methodenstreit and the marginalist education for 
Schumpeter. Both were heterodox in specific ways: Keynes was in open conflict 
with the Benthamite school, Schumpeter was fascinated by Marx. And, finally, 
both intended to have a lasting influence in the renewal of economics; both
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finally concluded that their action was condemned to fail, although one had a 
large and lasting impact (Keynes) and the other was well known but by and large 
surpassed by the former’s influence (Schumpeter).

Nevertheless, during all their lives there was between them no intellectual 
cooperation: in GT there was not a single reference to Schumpeter, and the 
existence o f CSD was never acknowledged by Keynes, in spite of his deep 
interest in political matters; in BC and CSD the few references to Keynes are 
generally hostile and in HEA Keynes was presented as the ‘father of modem  
stagnationism’ or of the most successful ‘static theory* (HEA: 1143). In fact, 
Keynes generally ignored Schumpeter, except in one relevant occasion, a passage 
of TM where it was indicated that the Schumpeterian explanation o f ‘major 
movements’ could be considered as an essential factor for the behaviour of 
entrepreneurs and ‘may unreservedly be accepted’ as a cause for the intrinsic 
uncertainty of the system (TM: 85).

That book was sent by Keynes to Schumpeter, who kindly acknowledged 
the reception —  this is one of the very few letters exchanged between both men 
—  but it is known that the book had a devastating effect on him. Indeed, 
Schumpeter stopped the preparation of his own book on money and, in spite of 
several future attempts to finish it, was nevermore able do so. Swedberg indicates 
that he could have burnt the manuscript o f his own book (Swedberg, 1991:76), 
but Schumpeter just gave it to Spiethoff for safekeeping, while abandoning the 
entire project (Allen, 1991, i: 265). Of course, the very reference o f Keynes to 
Schumpeter’s theory as an explanation for the source o f uncertainty indicated a 
potential dialogue between the two theories, but it was never further developed. 
On the opposite side, at least Schumpeter’s stubborn hostility towards Keynes’s 
theory o f uncertainty prevented such a cooperation.

If Keynes generally ignored Schumpeter’s contributions, the reverse was 
not true: Schumpeter had a profound hostility and a lasting jealousy about the 
success of Keynes’s professional careers.45 The content of GT was certainly 
the main factor of opposition between them: Harvard was suddenly converted 
to Keynesianism and Schumpeter lost a large part of his impact at the university. 
In a letter to Oskar Lange, in February 1937, Schumpeter bitterly complained 
against this turn of events, since Keynes was said to have missed everything in 
economics from the 1830s: ‘The book could have been written a hundred years 
ago and skirts all real problems. It is the reverse of progressive... it is the dying 
voice of the bourgeoisie calling out in the wilderness for prophets it does not 
dare fight for and shifts its ego to the real problems it does not face’ (quoted in 
Allen, 1991, ii: 26).

The review o f  GT, published by Schumpeter immediately after the 
publication of the book, was a lively image o f this bitterness. The short article 
was full o f aggressive remarks: Keynes’s GT was based upon ‘artificial 
definitions’, ‘paradoxical-looking tautologies’, ‘treacherous generality’,
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psychological laws of a ‘bygone age’, is ‘Ricardian in spirit and intent*, what 
certainly was not intended to please Keynes (Schumpeter, 1936: 792,793). The 
final touch is a monument to perversity: challenging Keynes’s conceptions of 
saving and effective demand, Schumpeter gave the example o f Louis XV, who 
was supposed to have called Madame Pompadour in order to spend as much as 
possible as a means to avoid depression and to guarantee the well being of the 
people —  of course, derided Schumpeter, if the whole story finished in a blood
bath it was by a mere coincidence.

Nevertheless, this review indicated two important themes. The first was the 
critique of the short term view (‘a theory o f another world’) which did not 
make possible any change in the production functions since:

reasoning on the assumption that variations in output arc uniquely related to 
variations in employment imposes the further assumption that all the production 
functions remain invariant. Now the outstanding feature of capitalism is that they do 
not but that, on the contrary, they arc being incessantly revolutionised, (ibid.: 793)

The second was the critique of the three dei ex machina of GT —  ‘there is a 
whole Olympus of them’, wrote Schumpeter (ibid.: 794) —  on the same grounds: 
expectations, the psychological law of consumption and the schedule o f the 
liquidity preference, all three could not be part of an economic explanation, 
according to Schumpeter. These two main critiques are discussed in the following 
pages, in order to provide a brief comparison between the research programs of 
Keynes and Schumpeter.

There was also a third substantial critique by Schumpeter, which will not be 
developed in the present work: the acid rejection of all types of activist policies 
in economics, another ‘Ricardian vice’, as Schumpeter wrote (ibid.: 791). In 
fact, this point only emphasizes the political and philosophical distance between 
them: Keynes was a centre-left supporter o f the Liberal Party in the United 
Kingdom, opponent to the Tories and vaguely sympathetic to Labour,44 involved 
in avant-garde artistic activities, while Schumpeter was a conservative 
monarchist during the First World War, and politically a reactionary. The 
differences were indeed deep, not only in regards to their positions, but also in 
relation to the outcome of their political involvement: while Schumpeter had a 
brief and unsuccessful career as a minister in the republican coalition government 
of Karl Renner in 1919, Keynes had along standing and influential intervention 
in political affairs throughout his life.

During the Second World War Keynes fully participated in his country’s war 
effort against Hitler, while Schumpeter had an opposite stance: in fact, even if 
he generously supported colleagues persecuted by the German government, he 
still refused to condemn it. Schumpeter, who lived in Germany until 1932, even 
advised some of his students to join the Nazi party and, in his farewell speech 
to the University of Bonn, included the following remark: 'What enormous
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subjective individual possibilities there might be for a young man of today if 
there were any who, not deprecating economic techniques, felt like a National 
Socialist’. He also defined Nazism as *a powerful movement which is singular in 
our history’ (quoted in Allen, 1991, I: 284-5), Later, in his personal diary, 
Schumpeter asked himself why did he change his attitude towards Germany 
from the First to the Second World War: * I cannot understand at all this revirement 
of my sympathies [for Germany] since 1916’ (in Allen, 1991, U: 139). His diary 
includes many remarks supporting Hitler (in Allen, 1991,1:288, II: 12-3,58,71, 
92, 103). It must be added that none of his students rallied the regime and that his 
former secretary and mistress in Germany, Maria Stockel Bicanski, joined the 
underground and was shot by the Nazis.45

As far as activist policies were concerned, from the early days of the 
Methodcnstreit Schumpeter criticized Schmoller’s suggestions o f political 
reforms; this was not considered to be the purpose of science. In his later 
reassessments o f the polemics, as previously indicated, Schumpeter always 
argued that Schmollcr was ready to abandon his reformist claims for the sake of 
the convergence o f positions. In 1914, Schumpeter argued that the Physiocrats 
did not intend to give political advice, contrary to Steuarl, and that it was the 
correct procedure for science not to do so (EDM: 48). In HEA, after praising 
Walras, Schumpeter lamented his reformist tendencies (for the nationalization 
of the land, for example; HEA: 827f.). And Keynes’s anti-cyclical policies were 
certainly one of the main differences opposing them: Schumpeter was a fierce 
opponent to Roosevelt, since he considered that the New Deal was the wrong 
approach to the Depression and that the crisis should take its own way in order 
to raise a sounder prosperity.

There is nevertheless some indication that he later supported some anti- 
recessive spending measures, although thinking that it was not the task o f the 
scientist to advocate those measures (Allen, 1991, I: 306-7), an extreme 
imposition o f his positivist attitude. And in spite o f his general position, in 
TED Schumpeter was ready to suggest some minor forms o f governmental 
intervention for anti-cyclical purposes (TED: 166). These sharp differences are 
certainly part of the explanation of the opposition between the two scientists.

15.5,A. Dei ex machina: the semi-autonomous variables 
In the 1936 review of GT Schumpeter rejected the use ofexpectations and o f all 
psychological laws (such as K eynes’s explanation o f consumption and 
preference for liquidity) which were introduced as exogenous factors and ultimate 
causes for the economic behaviour. Those explanations were considered to be 
tautological,46 as any purely exogenously driven form of causality.

The exact nature of expectations in K eynes’s system is a matter o f  
controversy. Mini considers that they are not independent variables, since they 
are part of the nature of economic agents (Mini, 1991: 179). But this is not
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completely convincing, since economics is not necessarily a global explanation 
of all the features of real life agents. O'Donnell, on the other hand, considers 
that long-term expectations, those concerned with decisions to invest and hence 
with transformations o f the economic system, are typically independent 
variables, while short-term expectations, concerned with decisions to use the 
existing capita! equipment, are endogenous (O’Donnell, 1989: 241, 236). In 
this interpretation long-tenn economic expectations determine the short-term 
expectations in the specific sector of capital goods, and thus the employment in 
this sector, while short-term expectations determine the employment in the sec
tor o f consumption goods.

Keynes's treatment of expectations was once again deeply rooted in his 
philosophy. From the first drafts of what would become the Treatise on 
Probability, Keynes insisted that logic should include uncertainty and not only 
deductive relations, which are certain or true if logically correct. This general 
logic implied the passage ‘from the logic o f implication and the categories of 
truth and falsehood to the logic of probability and the categories of knowledge, 
ignorance and rational belief' (TP: 62).

In this theory of rational belief, uncertainty can arise from three different 
sources: from the probability of an event (the measure of the degree of certainty), 
from the weight of the argument (namely, the nature o f  the available evidence) 
and finally from the unknown probabilities of events. But the traditional approach 
to mathematical expectations assumes the numeric and measurable nature of 
all variables and events, and thus ignores the weight o f the argument and risk,47

In other words, uncertainty was to Keynes the reflection of a world where 
there are measurable and non-measurable qualities, or quantitative and 
qualitative phenomena. All these categories were already noted in the current 
inquiry concerning Keynesian theory, and it is time to schematize their relation. 
O’Donnell suggests that Keynes’s interpretation of reality distinguished between 
those features of a quality which could be described by a degree and those 
which could not, including in the first category those objects or properties 
dcscribablc as the sum o f its parts (weight), those for which the degree o f the 
whole equates the degree of the parts (colour) and finally those for which the 
whole is independent o f the parts (beauty; O ’Donnell, ibid.: 62). In this 
framework, ‘colour’ and ‘beauty’ are the examples of organic units, while 

‘weight* is a non-orgamc one.
Expectation is typically one o f such variables which can only be represented 

as an organic system, therefore non calculable and impossible to represent in 
the Cartesian world o f purely deductive logic. According to the previous 
classification (see Part Two), this corresponds to the notion of semi-autonomous 
variables, which are to be represented as endogenous or exogenous depending 
on the scope of the model,4* since they represent the crucial connection between 
distinct levels of abstraction in the context o f a non-contained universe, The
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relevance o f these variables flows from the fact that they are not compatible 
with the deterministic view of causality and that they represent the organic 
synthesis o f network causality and complexity.

Rejecting this whole approach to expectation from his very first writings,49 
Schumpeter tried quite often to formulate an alternative one. He failed to do so. 
In BC, dealing with Knight’s concept o f expectations, Schumpeter reconsidered 
the stationary state in order to indicate that, even without om niscience, 
expectations are based on experience and perfect foresight is possible and indeed 
trivial in that case (BC: 52). But if  the disturbances affect the system , 
consequently the role o f the expectations may change: they may either pre
serve or prevent disequilibria (ibid.: 53), The drastic solution was to treat 
expectations as equilibrating features, and this was postulated in a very 
uncomfortable way, which is distinctively dogmatic and neoclassical:

But although they [the disruptive effects of ‘certain types of expectations’] may often 
temporarily counteract it, they do not in themselves disprove the existence of an 
equilibrium tendency or the proposition that at times it prevails in such a way as 
actually to draw the system toward equilibrium. The real trouble to the theorist comes 
from (he fact that introducing expected values in his variables — we will now, on one 
hand, assume that they are expected with certainty and, on the other hand, also include 
past values — changes the whole character of his problem and makes technically so 
difficult to handle that he may easily find himself unable to prove an equilibrium 
tendency which, nevertheless, may exist, or even the existence and stability of the 
equilibrium position itself. (BC: 54)

In such a framework, expectations can be treated either as endogenous variables 
contributing to the equilibrating tendencies or as exogenous variables fully 
known, but both solutions are unsatisfactory, Schumpeter clearly preferred the 
first solution,50 arguing that otherwise expectations would constitute a theoretical 
blank to fill another blank (FIEA: 312). But even in that case there is no 
explanation for these variables ad hocly defined as endogenous: Schumpeter 
argued that the only available interpretation for expectations was to ignore them, 
since they are so difficult to handle (BC: 55).

In the previous chapters, it was argued that the only solution for this difficulty 
is that represented by the concept of semi-autonomous variables, those not 
wholly endogenously explainable by the system and whose behaviour is not 
autonomously determined by exogenous events in its full extent. In fact, they 
are not parameters, but the theoretical counterparts of the organic and complex 
realities, that is, they indicate the building nonlinearities of the system. What is 
striking is that Schumpeter in some way touched this exact problem when he 
left the domain o f stationarity —  where he discussed Knight’s concepts of 
uncertainty and risk —  and considered the notion o f development.

In BC, he argued that there are three different types of variable: (\) theoretical, 
that is, those related to a law and, consequently, invariant in their behaviour;
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(ii) random; and (in) historical, defined as ‘hybrid variables’, since they 
represent the ‘theoretical law in a process of change’ (BC: 194-5) and ‘Hence 
we may ... define a historical variable as a variable, the stochastic normal of 
which changes owing to a change of its theoretical normal’ (ibid.: 196). And 
since ‘the very concept o f historical sequence implies the occurrence of 
irreversible changes in the economic structure which must be expected to affect 
the law of any given quantity' (CSD: 72 n.), it is refened to that very peculiar sort 
of variables which cannot be defined as endogenous and which cannot be simplified 
as exogenous (in the Schumpeterian sense of purely stochastic variables or 
otherwise as Identified factors which are exterior to the scope of the theory). In 
other words, the morphogenetic process of mutation and evolution cannot be 
encapsulated in the strict formalism of the mathematical models of simultaneous 
and linear equations under the current qualifications— since these are not organic 
representations— and requires the inclusion of a new type of explanation, historical 
by nature.

Innovation, the key concept of Schumpeter, cannot be fully understood unless 
in that framework, and it is easily verifiable that all of Schumpeter's arguments 
against the Keynesian concept of expectation are directly extensible to his own 
case of innovation: its source (invention) is exogenous and therefore not 
explained, its diffusion is endogenous but it is simultaneously a source of 
disruption in the system; nowhere is it fully explained nor is it completely 
explainable by the system since it cannot be represented by the postulated 
relations, as it depends on singular decisions. Innovation is endogenous to the 
system, but it is finally determined by the entrepreneurial function, that unique 
capacity to make new combinations, which is clearly outside the domain of the 
model. And, of course, this boundary between endogenous and exogenous 
variables can change according to the purposes of each inquiry, as Schumpeter 
was aware, and is therefore irrelevant as a classification criterion/1

In a much more prudent and realistic way, Keynes introduced three main 
expectations-dependent variables: propensity to consume, marginal efficiency 
of capital and liquidity preference. He was right to do so and to stress the 
irreducible uncertainty in organic system s/2 The reason why he could do so, 
without being entangled as Schumpeter in a self-contradictory net o f  
explanations, was that Keynes's philosophy suggested the notion of organicity 
and therefore liberated him from the stringency of the concept of equilibrium, 
although he was not able to incorporate these notions in a dynamical approach/3

15.5.B. Between econometrics and history: the place for economics 
The concept of equilibrium was at the centre of the econometric debate, in 
which both Schumpeter and Keynes strongly intervened. Once again, 
Schumpeter was close to an original solution for the problems detected in the 
analysis of the cycle: consequently, he was able to avoid the major dangers of
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the neoclassical theories, even if he did not draw an explicit alternative.
Keynes’s intervention against the physical metaphor and the uncritical use 

of mathematical methods in economics was previously referred to. In fact, his 
concern about the misuse of statistics is as old as his studies on probability: it 
was one of the themes of the Treatise on Probability, which included a first 
sharp critique of ‘inductive correlation’ (TP: 444), and this had already been the 
theme of the 1910 debate, when Keynes discussed with Pearson in the columns 
of The Times and in statistical journals on the methods of correlation analysis: 
the research of the Gallon Laboratory on the influence of parental alcoholism on 
children in Manchester and Edinburgh was the pretext. The discussion was 
prolonged in 1911, and Marshall joined Keynes in the criticism of the report, 
mainly concentrating on the representativeness of the sample and the methods 
of classification (Keynes, XI: 186-216). Keynes feared that the ‘old Laplaccan 
tradition has been followed’ (ibid.: 186-7).

In GT, a whole section was dedicated to the criticism of mathematical models, 
namely the ‘symbolic pseudo mathematical methods o f formalising a system 
of economic analysis’, leading the researcher ‘to lose sight o f the complexities 
and interdependencies of the real world in a maze of pretentious and unhelpful 
symbols’ (GT: 297-8). Shortly afterwards, Keynes engaged into a polemic with 
Tinbergen on the method of multiple correlation, insisting on the points already 
made thirty years before.

His main contribution to the econometric debate —  indeed, the starting 
point of that general debate —  was this critique ofTinbergen’s work on business 
cycles. Tinbergen (1939) tested the theories of business cycles earlier reviewed 
by Haberler; his results, published in two volumes, were based on a model of 22 
equations and 3 1 variables for 1919-32 US data (the first volume considered UK, 
1871-1910 and 1920-36, US, 1877-1913 and 1919-33, France, 1871-1908 and 
Germany, 1871-1912).This work constituted the first large applied econometric 
study with empirical data, and many problems of estimation were identified and 
discussed. Tinbergen used the multiple regression in order to study the influence 
of the variables, and correlation to verify the theory as a whole; afterestimation, 
he tested every equation for structural stability in different sub-periods, and found 
first order serial auto-correlation of the residuals. Tinbergen admitted that the 
specification of the equations was somewhat arbitrary and that it could not 
encapsulate all types of causality: the ‘proximate causes’ defining a ‘network of 
causal relationships’, relations of definition and ‘technical, institutional connections’ 
(Morgan, 1990: 103), but argued that any way the rocking horse could provide a 
good estimation of the structure of the model and therefore allow for lire comparison 
of the theories of business cycles.

Keynes’s reservations and criticisms to the econometric methods34 can be 
summarized in the following way: (i) the complexity of reality may be irreducible 
to the model: fomial models tend to concentrate the explanation in a few variables
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and some o f the relevant factors may be ignored or misspecified;55 (ii) the 
interdependence in the real world can further complicate the attempt to define a 
model: some effects are also causes, what should not happen in a mechanical 
model; (iii) the specification problem also arises either from the fact that some 
of the possible influences are not identifiable, separable and measurable and 
we may be unable to separate the effects of each variable (for example, due to 
multicollinearity), or from the fact that they are not homogeneous through time, 
or from the fact that they are not representable in a linear universe (xiv: 319); (iv) 
the incommensurability problem remains: Keynes feared that the choice of the 
model depended on statistical availability of data, and that this manipulation could 
be responsible for whatever ‘proof’ desired; and (v) finally, the statistical method 
could hardly account for the qualitative influences in the economic system or for 
unobservable variables (expectations), and could lead to the confusion between 
statistical and economic significance.

As a consequence, Keynes was suspicious of these methods using non- 
experimental and unique sets of data to perform statistical tests originally 
designed for laboratories and physics. In short, whenever we are in the world of 
organic systems with structures which are non-homogeneous through time, 
then the correlation method may fail and, since this is the case for most o f the 
relevant economic variables, no inductive claim is possible from this method.

The main issue was the problem of the application of the method of multiple 
correlation to non-homogeneous series in real time, and the consequent problem 
of misspecification: the method and the results are only relevant if the researcher 
is able to indicate all the possible influences on the endogenous variable, if the 
theory is previously established and is correct and if enough data is available to 
establish the correlation —  a truly Lapfacean set o f requisites. Otherwise, spurious 
results may emerge, and the danger in fact is that the misspecified method makes 
possible any type of conclusion the researcher is looking for:

It will be remembered that the seventy translators of the Scpluagint were shut up 
in seventy separate rooms with the Hebrew text and brought out with them, when 
they emerged, seventy identical translations. Would the same miracle be vouchsafed 

, if seventy multiple correlators were shut up with the same statistical material? 
And any how, 1 suppose, if each had a different economist perched on his a priori, 
that would make a difference to the outcome. (Keynes, xiv: 319-20)

On the other hand, since the method supposes homogeneity through time, the 
same structure must account for stable coefficients for the period under 
inspection, ten years in the applications by Tinbergen: Keynes argued that this 
is not conceivable and that there was a trade-off between the long series needed 
for the exercise of multiple correlation and the assumption of the stability of 
the coefficients, restricted to very short series (xiv: 294). The method was 
criticized in a letter to Khan as a ‘mess of unintelligible figuring’, and also as
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some sort of ‘black magic*, ‘charlatanism’, a ‘nightmare’, a typical product of 
‘alchemy’56 (ibid.: 289, 305, 320, 315).

Tinbergen acknowledged and accepted some o f Keynes’s conditions for the 
use of the method arguing that:

in so far as one agrees:
a) that the explanatory variables chosen explicitly arc the relevant ones,
b) that the non-rclevant explanatory variables may be treated as random residuals,
not systematically correlated with the other explanatory variables, or
c) that the mathematical form of the relation is given, certain details on the
probability distribution of their 'influences' can be given. (Tinbergen, 1940:141)

Tinbergen was obviously cautious about the misuse of the method, and he 
accepted that it could not provide a statistical proof for a theory; but still he 
maintained that empirical data could disprove a theory, what Keynes could not 
accept either (Keynes, XIV: 307). And, of course, the cursory critique of Keynes 
o f the m assive and innovative effort by Tinbergen m obilized all the 
econometricians, who did not ignore that Keynes did not follow any more the 
state o f the art of the techniques, in defence of the method: the debate turned 
out to be a waste o f arguments, since Keynes misjudged Tinbergen’s work and 
mostly since Keynes’s powerful critique was misunderstood by the early 
econometricians. But Keynes correctly anticipated the dangers of the unbalanced 
extension of the econometric program, which amounted to the extension of the 
ceteris paribus clauses as a condition for the regression and to the imposition of 
the epistemology of the rocking-horse.

Its deep reason was indeed the same that inspired the previous Keynes- 
Pearson debate, twenty-eight years before: the applicability of Bernoulli’s Law 
of Large Numbers, that is, of the physical metaphor and of the laboratory methods 
designed to analyse fixed conditions and repeated samples. But, since in the 
social realm one cannot assume the ‘principle of limited independent variety*, 
the method fails and cannot be extended from the controlled experiments to the 
unpredictable and complex reality o f social and economic life. Moreover, 
correlation proves little, since the ceteris paribus conditions —  the analogue 
for the control in experiments —  may lead to the fallacy of the post hoc, ergo 
propter hoc argument.57

Hendry and Morgan, who take sides with Tinbergen,58 recognize that the 
crucial problems —  the completeness of the set of causal factors, the inter
connection between variables, the homogeneity through time and the constancy 
of parameters— remain a 'greater threat’ to the method (Hendry and Morgan, 1995: 
55). Nevertheless, the econometric revolution which changed the daily methods of 
economic inquiry olympically ignored the crucial criticisms by Keynes.59

It is by now obvious that these themes o f debate are related to the definition 
of the economic system following either the atomistic or the organic metaphors
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and using (he Cartesian or Moore-Keynes's methods. In the first case, we are 
back to equilibrium. In the second, equilibrium and disequilibrium coexist; 
furthermore, if there are several equilibria, they are devoid o f any general 
philosophical implication about the desirable state of society; on the contrary, 
different equilibria can only be compared through explicit political criteria, 
which arc part of the action o f coordination: choice is possible and, indeed, it is 
necessary. Keynes was not only conscious of the error o f the mechanical 
metaphor but also engaged himself in the struggle to destroy it.

At the same time, Schumpeter —  whose inability in mathematics is often 
offered as an explanation for the lack o f formalization of his models60 —  was 
also aware of the limitations of the current methods. Not from reading Keynes, 
of course, but eventually from reading Mitchell: both insisted that theory was a 
precondition to the use of statistics since it ruled the architecture o f the model, 
that the coefficient of correlation could merely indicate a spurious relation 
(Schumpeter, 1930: 151,165; BC: 32), and that statistics was able to verify, but 
not to prove (Schumpeter, 1927: 296). In Schumpeter's words, any statistical 
procedure implies a theory:

Even a mere arithmetical average, or its standard deviations is perfectly meaningless,
unless wc know beforehand whether there is some ‘norm’ in the set of data we have to
deal with and what the nature of that norm is. (Schumpeter, 1930:163-4)

In this context, Schumpeter criticized Mitchell’s table o f the 106 cycles of the 
US economy, one of his major results in the 1913 book, arguing that there was 
no statistical meaning for these cycles, since the structure of the economy should 
have changed during the period, and the results could not be fully compared.61 
Moreover, there can never be a complete theory o f the cycle or a statistical 
representation of it, since there are factors which cannot be included in a gene
ral account.62 This argument is obviously recognizable: it is no more and no 
less than the criticism formulated by Keynes.

And this is not the end o f the story, given the fact that in the Schumpeterian 
explanatory system there is a further complication: he postulated the existence 
of a tendency to equilibrium, which was offset for some periods by a counter- 
tendency propelled by innovation, and insisted on the actual existence o f some 
equilibrium points in every cycle. This suggests the application o f the traditional 
statistical methods of analysis of the trend as the loci o f those equilibria, and of 
the cycle as the deviations, as in the mainstream tradition. But Schumpeter did 
not accept that scheme, in spite of some rhetoric supportingWicksell and Frisch’s 
rocking horse metaphor, since his own impulses were defined as endogenous 
and therefore equilibrium was supposed to be by nature unstable: instability 
was structural, the disturbances changed the system and that was the condition 
for the progress of capitalism. As a consequence, econometricians reacted with 
great hostility to his formulations, which could not be reduced to a domesticated
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system of equations.
Tinbergen sharply criticized Business Cycles, considering that the book 

was ‘alien to econometrics', since for Schumpeter the relevant variables were 
the shocks, and he ‘belittles the importance of the mechanism*, which for 
econometricians ‘deserves the main attention’; Tinbergen could not accept 
Schumpeter’s theory of the impulses being endogenous to the system, since 
this was not compatible with the traditional cycle model and econometric 
schemata (Tinbergen, 1951: 59, 60). Schumpeter implicitly answered to this 
criticism, commenting that Tinbergen’s model ‘describe repercussions and 
propagations without saying anything about the forces or causes that put them 
into motion’ (Schumpeter, 1937: 162): in other words, the mathematical 
formalism was empty and the concept of the shocks had no semantic value.

In fact, Schumpeter tried to save his allegiance to orthodoxy stating that the 
impulses could be o f two kinds, both compatible with equilibrium:

Now, what causes economic fluctuations may either be individual shocks which 
impinge on the system from outside, or a distinct process of change generated by 
the system itself, but in both cases the theory of equilibrium supplies us with the 
simplest code of rules according to which the system will respond. This is what 
wc mean by saying that the theory of equilibrium is a description of an apparatus 
of response. (BC: 68)

Later on in the same book, Schumpeter compared the impulses with a water 
flow  (BC: 179), which is close to Frisch’s analogy in his 1933 paper. 
Nevertheless, there remain some remarkable differences: Frisch supposed a 
damping propagation mechanism, which is the only coherent way to reintroduce 
the notion o f stability of equilibrium, while Schumpeter described a specific 
oscillator representing a cyclical and unstable form of growth.

In HEA, there is another metaphor for the explanation of this particular system 
—  and, eventually, for the failure of the current statistical methods —  when 
Schumpeter indicated that the economic system is a resonator for the impulses, 
just like a violin: the impulse and propagation autonomous systems were clearly 
stated, but neither the wooden box nor the movements of the fingers of the musician 
may fully explain the aesthetical pleasure of a concert (HEA: 1167).

Furthermore, the propagation and the cyclical mechanisms in Frisch’s model 
may explain the cycle, but do not explain the trend-cycle behaviour. This is, of 
course, a major difference with Schumpeter’s theory, which was instead 
concerned with the creative responses o f the economic system to whatever 
impulses may exist (BC: 72). Indeed, when developing his theory, Schumpeter 
discussed this problem in detail.

The propagation mechanism was traditionally considered as describing the 
equilibrium and the Walrasian feature of the modelled economy, but the theory 
did not indicate how arc these equilibrium conditions met. Schumpeter argued
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that the convergence process really existed, but he stressed that actual equilibria 
were only attainable at discrete and rare points, to be immediately abandoned 
by the motion of the system. Therefore, the equilibrium line indicated in the 
statistics was only an artificial representation:

They [the neighbourhoods of equilibrium] are the most relevant items of a scries.... 
A line or curve through those points, or a band or narrow zone through those 
neighbourhoods, supplies a trend that really has economic significance.... We know... 
that this trend does not describe a phenomenon distinct from the cycle. On the contrary, 
since evolution is essentially a process which moves in cycles, the trend is nothing but 
the result of the cyclical process or a property of it.... Moreover, wc also know that it 
carries realistic meaning only in discrete points or intervals. If we connect them by 
straight lines... it must be borne in mind that the stretches between the neighbourhoods 
are nothing but a visual help, and devoid of realistic meaning. No fact corresponds to 
them. Real is only the cycle itself. (BC: 206-7)

Or else, criticizing the statistical methods:

if trend-analysis is to have any meaning, it can derive it only from previous 
theoretical considerations, which must not only guide us in interpreting results, 
but also in choosing the method. Failing this, a trend is no more than a descriptive 
device summing up past history with which nothing can be done. It is, in fact, 
merely formal. (Schumpeter, 1930: 166)

Schumpeter acknowledged the efforts by Mitchell to solve the same problem 
of the relation between the trend and cycle through the ‘reference cycles’, ‘a 
judicious compromise between eliminating trend and leaving it in ’ (Schumpeter, 
1952:339) and even defined the formal trend as those sub-intervals where the 
mean value is monotonically increasing or decreasing (Schumpeter, 1935: 3). 
But the economic meaning of the trend and the applicability o f the ‘statistical 
method’ (of least squares) was supposed to depend on the interpretation o f an 
economic mechanism explaining the monotonie variation. The only mechanism 
of that type is growth (savings and population), which constitutes the ‘real 
trend’ (BC: 201f.) but, as previously indicated, this was considered to be a 
minor influence in the overall behaviour of the system,63

In short, Schumpeter claimed that there was a real trend o f growth which 
was nevertheless a secondary feature of the model, there were discrete points 
where the tendency towards equilibrium was achieved and there was a causa! 
process unseparably explaining both cycle and evolution. Thus, the meaningful 
trend, the ‘trend-result’ describing evolution and the cycle, synthesized one 
and the same process, and therefore, according to Schumpeter, no multiple 
regression could be su ccessfu lly  applied to it since it required the 
decomposability o f this process. But, according to the theory, there was no 
meaningful separation o f the variables o f impulse (innovation) and its 
propagation mechanism, since both were defined as endogenous, and every
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decomposition would be arbitrary:

It follows that barring the elements of growth the trends of out times scries are not due 
to influences distinct from those that create the cyclical fluctuations but simply embody 
the results of the latter. To these ‘result-trends'... it is entirely unwarranted to apply formal 
methods of the type of least squares. (Schumpeter, 1935:6)

The same argument was given in other works (Schumpeter, 1930: 167; BC: 
198). This was a substantial reason for the rejection o f the Slutsky effect o f the 
impact o f random shocks on the propagation mechanism (BC: 180-1). This is 
the heart of Schumpeter’s model: equilibrium was the reference to the trend, 
but this was without implication in the choice o f the methods o f analysis, since 
it could not in any case be meaningfully separated from the cycle itself. 
Furthermore, to add to the analytical difficulty, the theory provided an 
explanation for the inevitable disturbance of equilibrium and indicated the 
relevant process to be the disequilibrating and innovative process o f creative 
destruction, the central feature o f capitalism —  and the very reason for its 
survival and adaptation.

This was in fact the consequence of the centrality o f ‘hybrid variables’, 
whose ‘theoretical norms’change was supposed to follow the irreversible process 
of mutation (BC: 196, 198): in that case, the historical approach was necessary 
to a general theory o f the cycle, since the cycle is always a ‘historical individu
al’ (Schumpeter, 1935: 2). Equilibrium exists, but it is exiled to the domain of 
the secondary and artificial representations:64 for Schumpeter, the cycle was 
the only persistent and meaningful reality.



16. Conclusion of Part Three: 
Split Heritage

When reviewing Mitchell’s book, Schumpeter wrote that ‘one of the best things’ 
of the work was the implication that business cycle studies should help to 
reconstruct the whole economic theory, since dealing with the core o f the 
capitalistic process (Schumpeter, 1930: 150-1; also 1952: 327). Mitchell and 
Schumpeter were right: the analyses o f cycles and growth provided both the 
formalism that made possible the incorporation o f the physical metaphor into 
economics, and the basis for some o f the most consequential critiques against 
it. This part concludes with a brief comparison o f the contributions to such a 
reconstruction o f the economic theory by Schumpeter and by Keynes.

The fate of the scientific work of the two men was indeed very different. 
They were separated by their respective success or failure, or by their paradoxes 
—  Schumpeter with general equilibrium and evolutionary dynamics, Keynes 
with disequilibrium and short term non-evolutionary processes —  but what 
finally decided their theoretical impact was their philosophical attitude. 
Schumpeter’s positivism,61 as well as his program for the unification of statics 
and dynamics under a generalized Walrasian economics prevented him from 
establishing clear-cut differences between his theory o f innovation and 
neoclassical economics. So, he rejected the most interesting and promising of 
Keynes’s contributions, the ones that could influence the progress o f his own 
ideas. That could eventually have been avoided: when Keynes recognized that 
the entrepreneurial function of Schumpeter was one of the main causes for 
uncertainty and changes in expectations, he was suggesting an important 
development to his own theory as well as to Schumpeter’s. But he later on 
ignored the topic, while Schumpeter strongly opposed those concepts of 
‘psychological’ schedules and Keynesian uncertainty, namely because their 
incorporation would force his own system to depart definitively from the gen
eral equilibrium paradigm. On the other hand, Keynes searched for a new gen* 
cral theory replacing the orthodox approach, but his stance prevented him from 
introducing history and evolutionism in his theoretical framework, even if he 
considered history as the arena of uncertainty. The non-convergence of these 
theories is partially responsible for the lack of a majorehallengc to the neoclassic
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synthesis in the first half of our century, and for the dissolution o f some o f the 
essential topics to the agenda both of Keynes and of Schumpeter.

Schumpeter and Keynes were confronted with many similar problems, and 
six major topics will be emphasized now in order to compare their programs. 
First, both discussed the hidden epistemology of the physical metaphor: Keynes 
rejected any borrowing from the physical methods, and discussed thoroughly 
its statistical and mathematical implications; Schumpeter denied that this 
metaphor was indeed influential in economics, and stated that no borrowing 
was taking place. He nevertheless accepted the use of some concepts whose 
generality he considered not to be questionable, which were indeed concrete 
ex p ress io n s  o f  that m etaphor, such as ‘ fo r c e ’ and ‘eq u ilib r iu m ’. 
Consequently, Keynes could easily contest the concepts o f equilibrium and 
optimality, while Schumpeter accepted their relevance, in spite o f  ail 
practical difficulties. Keynes therefore defined economics as an intrinsically 
inexact science, while Schumpeter hoped it could attain the status o f the 
exact sciences. The difference can also be measured by the universe o f  
references they used: the constitutive metaphors were the m echanic 
metaphor of the water deposit for Schumpeter, and the kaleidoscope or the 
organic metaphors and the complex inter-action o f the banana parable or 
the w idow ’s cruse for Keynes.

Second, both used the notion o f organic system s, and both rejected the 
use of the Darwinian or o f some sort o f biological metaphor —  but their 
conclusions from that were quite opposed. K eynes’s concept o f organic 
system was not at all trivial or merely descriptive, since it led to the 
definition o f the nature o f the variables, on the basis o f a long standing 
philosophical reflection. This was not the case for Schumpeter, and his 
quarrels with the definition o f the semi-autonomous variables witnessed 
his lasting positivism. As a consequence, his concept o f innovation still 
has a somewhat ambiguous status in modern evolutionary models.

Third, the organic conception was completed by Schumpeter’s dynamic 
notion o f evolution in time, while Keynes, although acknowledging the 
constructive role of time —  indeed, this was the decisive feature of his polemics 
against Tinbergen —  did not study evolution and predominantly used a 
comparative statics approach, On the contrary, Schumpeter was more and more 
interested in economic, social and institutional history, and considered it as the 
central tool for a new theory.

Fourth, while Schumpeter’s evolutionism was concentrated on the supply 
side, Keynes’s theory was dedicated to the demand side. From this point of 
view, the desirable combination o f these contributions, in spite o f the 
distinctiveness of the analytical frameworks, could eventually improve both 
theories: innovation and entrepreneurship in order to understand the expectations 
and irreducible uncertainty in Keynes’s model, expectations in order to
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understand the nature of the ‘secondary wave’ in Schumpeter’s models,
Fifth, both described the nature of entrepreneurship as a function in the 

economic system, and not of a separate social class: the autonomy of this 
function explained disequilibrium in Keynes, since the decisions of investment 
are logically independent from those of saving, and in Schumpeter, given the 
fact that entrepreneurs decide to innovate and move the system away from 
equilibrium. O f course, this was a major departure from the Walrasian theory, 
which described the action of entrepreneurs as passive, since they were not 
supposed to take independent decisions (Walras, 1874: 380; or 1883; 207-8; 
Morishima and Catcphores, 1988:41 ). In this sense, both theories were essentially 
non-equilibrium accounts.

Sixth, both discussed the stability properties o f the system. Keynes noticed 
that ‘a profit-seeking organization o f production is highly unstable in the sense 
that a movement from equilibrium tends to aggravate itself’ (xni: 394), while 
Schumpeter argued that ‘under the conditions created by capitalist evolution, 
perfect and universal flexibility of prices might in depression further destabilize 
the system’ (CSD: 95). But both conceded that the economic system has strong 
adaptive forces, and creates order as it creates mutation, that is, it is not violently 
unstable and it is bounded by institutional structures that control it.

In fact, both Schumpeter and Keynes were dealing with complexity in 
economic relations and trying to cope with its theoretical implications. What 
else were Schumpeter’s entangled explanations about equilibria and that intrinsic 
drive to instability and mutation, or what else was Keynes’s understanding of 
the role of small effects producing large effects (x: 362), but their recognition of 
complexity? They were not alone: so did Hayek, who provided a powerful early 
version of the economies as ‘organized complexity’,66 although he counter-intuitively 
maintained his allegiance to the extreme laissez faire model as the sole possible and 
useful computational device to coordinate societies.

Both authors, who defined economics for the first half o f the century, 
understood the problem. In a paradoxical fashion: Keynes defined the 
transformation in econom ics as an indeterminate evolution moved by 
expectations and kaleidoscopic movements, but analysed those features from 
the viewpoint of a closed universe; Schumpeter, who on the other hand guessed 
the importance of innovation and therefore o f an open universe, rejected such 
an indeterministic rationality and tried to close his model in reference to general 
equilibrium. The domain where such a convergence was possible —  and where 
it was rejected —  was the concept o f semi-autonomous variables: the 
development of that concept is one of the central theoretical conditions for the 
study o f innovation and for the development of economics as a social science.

That implied a courageous charge against certainty and the 'principle of 
detenninateness’, as Schumpeter planned to do in his last days. In fact, when he 
was invited to give a scries o f Walgreen Lectures, Schumpeter prepared for the
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fifth conference a sharp critique of 'social determinism, [since] where it is non- 
operational, is a creed like any other and entirely unscientific’. The notes can be 
found in the Schumpeter Archive at Harvard University, but the conference 
never occurred, since the author died exactly ten days before it was scheduled.

The challenge was cyclopic. Schumpeter inherited from Walras the dream 
of a grand unification o f equilibrium and movement, and from J.B. Clark the 
assumption that those real processes could be identified and combined: his 
inquiry conducted him to the foundations o f mainstream economics and to 
express his own doubts and alternatives under the form of a specific historical 
method. Keynes, on the other hand, inherited Marshall’s critiques against 
decomposition but, as Marshall himself, restricted his main research to the non- 
realist dimension of static processes.

Their whole inquiry was a failure, both came to conclude. But the 
identification of those historical processes of economic and social mutation, 
their challenge against the equilibrium assumptions and methods, their drive 
towards a realist science o f econom ics, all those failures are still major 
inspirations for new generations o f evolutionary economists. Midst failure, their 
success and heritage is immense. It is a program, rather than an alternative. It is 
a set o f enigm as, rather than o f solutions. It is incomplete, imprecise, 
contradictory, and yet it is an exacting agenda dealing with the constitutive 
problems of economics.

In fact, in spite of Schumpeter’s claim that he was building a new general 
theory uniting Walras and the reality, Mengerand Schmoller, statics and dynamics, 
theory and history, the evidence shows that such a theory required new foundations. 
And in spite of Keynes’s designation of his theory as general, he was embracing 
only a very limited part of the problems of economic evolution.

The heresies can never be bounded, or they fail.

Notes of Part Three
1 Schumpeter's last years were marked by long periods of depression, probably motivated 

by the turn of world events, namely by the Second World War which was destroying 
Europe; by his political and academic isolation; by his progressive loss of touch with his 
students, in one university turned Keynesian; and mainly by the dramatic loss of his 
second wife in 1926 (Allen, 1991, I: 236).

2 Schumpeter never allowed a new edition of the book, of which only a thousand copies were 
printed in this edition (and was reprinted only in 1970 in Ccmtany) and did not even take a 
copy with him when leaving Europe for the USA in 1932. He never explained the reasons for 
the rejection of this book (Swedberg, 1991: 30).

3 This gave him a very peculiar position in the economics ofAustria.The 1908 book emphasized 
the importance of Pareto and Walras and Schumpeter’s distance in relation to Austrian economics 
(Witt, 1993: xiii). Witt explained this feature by his early wishes of getting a specific 
standing: Ml is no secret, of course, that Schumpeter wanted to achieve a standing of his 
own and thus tended to distance himself from standard Austrian positions from the very 
beginning’ (Witt, 1995: 84). Nevertheless, he was clearly on the ‘theoretical’ or
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marginaUsl side: in 1906 Schumpeter published his first two papers on those lines. One 
was a paper on the role of mathematics {'pure theory*} in economics, where he 
approvingly quoted Jevons: ‘If Economics is to be a science at ail. it must be a mathematical 
one’ (in Allen, 1991: 56). The second one will be dell with later on.

4 Schumpeter’s books are indicated, for simplicity, as DW (1908, D as W esen a n d  dcr  
H a u p tin tha lt d cr  T heore tischen  N ationa iokonom ik), TED (1911, T heory  o f  E conom ic  
D evelopm ent, using the revised edition of 1926), EDM (1914, E conom ic D octrine a n d  
M ethod: A n H isto r ica l S ketch ), BC (1939, B usiness C ycles), CSD (1942, C apita lism , 
Socia lism  a n d  D em ocracy), HE A (1954, H istory  o f  E conom ic A n a ly s is , posthumous), 
and TGO (Ten Great E conom ists: From M arx to  Keynes, posthumous reprint of essays).

5 The reason why Schumpeter waited 28 years to describe this important meeting— why he did 
not do it in the biographic article about Walras the following year, or in 1911 when presenting 
his research or still in 1914 when arguing about the history of economic method, and did it in 
a preface to a book which was only accessible to Japanese readers at the time, was never 
explained but it is certainly a very curious detail. Tltc reason why he did so in 1937, just when 
he finished the writing of Business Cycles, is nevertheless clear: by (hat lime, the development 
of his system of thought had shocked several times with the limitations of the static analysis 
and the stationary Walrasian processes, as BC explicitly acknowledged.

6 Marshall criticized Comte’s distinction between order and progress, equivalent to dial distinction 
between statics and dynamics, in the 1907 preface to the Principles (Marshall, 1907 in 1890; 
47-8). Schumpeter’s attitude was consistently different: more on it later on.

7 Mill fully assumed the importance of the physical metaphor for the definition of the proper 
method in sciences: 'Now Induction is mainly finding the causes of effects; and in endeavouring 
to give an account of the manner of tracing causes and effects in lire physical sciences, I soon 
saw that in the more perfect of those sciences we ascend, by generalisation front particular 
instances to the tendencies or causes considered singly, and then reason downward from those 
separate tendencies, to determine the action of the same causes when combined. ... My 
practice being to study abstract principles in the best concrete instances I could find, the 
Composition of Forces, in Dynamics, occurred to me as the most complete of the 
logical process 1 was investigating’. Nevertheless, Mill was aware that the principle of 
the addition of causal implications could not be extended to all sciences; 'On examining 
what the mind does when it applies the principle of Composition of Forces, I found (hat 
it performs a simple act of addition. It adds the separate effect of the one cause to the 
separate effect of the other, and puts down the sum of the separate effects as the joint 
effect. But is it a legitimate process? In dynamics and in the other branches of mathematical 
physics it is; but in some other cases, as in chemistry, it is not ...’ (Mill, CW, i: 166),

8 Mill studied Darwin’s Origin o f  Species and was impressed by the achievements of evolutionist 
biology, but considered that it provided no more than a fascinating hypothesis. In a 1860 letter, 
he wrote: Tt jDarwin’s book] far surpasses my expectations. Though he cannot be said 
to have proved the truth of his doctrine, he does seem to have proved that it may be 
true’ (Mill, CW, xv: 695). And nine years later he wrote in another letter: 'Darwin has 
found (to speak Newlonially) a vera causa , and has shown that it is capable of accounting

.for vastly more than had been supposed; beyond that, it is but the indication of what may 
have been, (hough it is not proved to be, the origin of the organic world we now sec’ 
(Mill, CW, xvü: 1553-4). But Mill considered that, since Darwin’s theory was based on 
an analogy, it was not more than a new hypothesis.

9 The criticism did not challenge the importance of the physical analogies, but rather its general 
implication, that Schumpeter feared could launch a new and useless Mclhodenslrcit: ‘on those 
few and well-timed occasions when he is looking for formal analogy to the procedure of physical 
science, he seems to overstate the importance of the experimental, and to understate the 
importance of the theoretical side of their work’ (Schumpeter, 1930: 152).

10 At least once, Schumpeter concluded that the impossibility of experimentation in economics 
might suggest another procedure also copied from physics, where such impossibility is 
sometimes the case: a model should be defined, in order to generate a scries and then to 
compare it to the real observations (Schumpeter, 1935: 3), This suggested some form of 
proof by simulation. In spite of this and other evidence in the same sense, Schumpeter was
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generally hostile to the physical analogies: in a letter dated May 1939, Roos criticized 
Schumpeter because ‘you draw the line too sharply in your physics-engineering metaphor’ 
and argued that economics should miniick the experiments of other sciences (letter in the 
Schumpeter Archive, Harvard University).

1 1 ‘As regards the question of principle, there cannot be. the slightest doubt that Hayck is 
right ... in holding that the borrowing by economists of any method on the sole ground 
that it has been successful somewhere else is inadmissible ... . Unfortunately this is not 
the real question. Wc have to ask what constitutes "borrowing" before we can proceed to 
ask what constitutes illegitimate borrowing. ... Similarly, the concepts and procedures of 
’higher’ mathematics have indeed been first developed in connection with the physicist’s 
problems, but this does not mean that there is anything specifically “physicalist" about 
this particular kind of language. But it also holds for some of the general concepts of 
physics, such as equilibrium potential or oscillator, or statics and dynamics, which turn 
up of themselves in economic analysis just as do systems of equations: what wc borrow 
when wc use, for example, the concept of an "oscillator" is a word and nothing else’ 
(HEA: 17-8). Hayck’s critique of scientism will be presented later on.

12 (n another place in HEA, Schumpeter argued again: ’Finally, the reader should also 
observe that the conceptual devices sketched have nothing to do with any similar ones 
that may be in use in the physical sciences. ... Since the physical and mechanics in 
particular were so much ahead of economics in matters of technique, these conceptual 
devices were consciously defined by physicists before they were by economists so that 
the average educated person knows them from mechanics before he makes the 
acquaintance in economics, and hcncc is apt to suspect that they were illegitimately 
borrowed from mechanics. Second, such devices being unfamiliar in a field where a looser 
conceptualisation prevailed, some economists, I. Fisher in particular, thought it a good 
idea to convey their meaning to the untutored mind by way of the mechanical analogy. 
But this is all' (HEA: 965). is this all?

13 In a letter written in the early 1940s, Schumpeter argued that the organic nature of his thought 
was responsible for the difficulty of formalization: ’there is nothing in my structures that has 
not a living piece of reality behind it. This is not an advantage in every respect. It makes, for 
instance, my theories so refractory to mathematical formulations' (quoted in Andersen, 1994:2),

14 This ‘biological term* was used for the first lime in 1941, in the Spanish preface to TED 
(Schumpeter, 194), in 1911: 15).

15 Schumpeter’s main argument was that the nature of the economic reality was a discquilibraling 
process, just like Marx conceived it (HEA: 77, 774 n.; CSD: 83). In the Japanese preface, this 
was indicated when he argued that Marx was with Walras the main source of his thought, and 
that unlike the latter, he discussed the dynamical processes of change.

16 Of course, the ‘organic’ argument may be a trivial declaration of the sclf-containedness of a 
system, and in the previous chapters several instances of such a stance were found. In this 
case, the ’organicily’ of the system is fully identified with its mechanistic character, that 
is, a ‘natural’ system excludes purposive action. The word is used in this chapter in a very 
distinct sense, still indicating the indirect influence of the biological metaphor: an organic 
system includes complex and indeterminate interactions and feedbacks including with the 
environment: it is an open system. This is the sense used in connection to the Schumpeterian 
concept of an organic whole,

17 Sec, for instance, Blaug (1986b: 51). After graduation, Clark spent three years studying 
in Germany in Heidelberg, under the supervision of Karl Knies, of the old German 
Historical School. But he studied also the works of Jevons and Monger, and inherited 
those combined influences of historicism and marginalism. Hollander described the 
evolution of the group of young US ‘historical economists’ returning from Germany, 
some of them, namely Clark, being ‘more inclined to deductive analysis' (Hollander, 
1927: 2-3). The cultural influence of Germany was obvious in his concept of 
entrepreneurship as adventuresome and heroic enterprise.

18 Many years later on, in HEA, Schumpeter defended Clark against the accusation that he was 
an apologetic of capitalism, saying that the marginaiisl theory did not imply any social 
philosophy whatsoever (HEA: 869-70). This is openly contradictory with Schumpeter’s 1906
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review. Mary Morgan, in her study on Clark, argues that he was a ‘Christian of socialist 
leanings* (Morgan, 1994: 231), openly against laissez-faire capitalism (ibid.: 236), but 
still a marginalist, since he considered that the moral problem of distribution could be 
solved by marginalist economics (ibid.: 237*8).

19 Marshall potcmicizcd against this conception, in a letter to Clark: ‘What 1 lake to be the 
Static state is ... a position of rest due to the equivalence of opposing forces which tend 
to produce motion. 1 cannot conceive of any such Static stale, which resembles the real 
world closely enough to form a subject of profitable study, and in which the notion of 
change is sol aside even for an instant’ (1902 letter, in Marshall. 1925: 415). Later on, 
Marshall criticized again Clark’s definitions, since ‘an exclusive study of purely statical 
conditions must be unsatisfactory' and Clark’s attempt to isolate statical forces was 
doomed to fail (1907 preface to the Principles, 1890: 51-52). In a note, Marshall added 
that (he separation between statical and dynamical forces could only be accepted for 
short period analysis and just for ‘illustrative purposes’ (ibid.).

J.M, Clark wrote in 1927 an essay on his father's contributions, and argued that the 
solution of departing from static conditions and later on adding some dynamical premises 
was incoherent, and that a whole new theory was needed for the qualitative or ‘chemical’ 
change implied by dynamics, since society should be defined as an ’organic whole’ (J.M. 
Clark, 1927: 46-7, 68-9).

20 Schmoller developed the historical method in economics, describing the successive stages of 
development of the societies with a combination of sociological, ethical and historical insights. 
His long time perspective was invoked by Marshall when he criticized the Comtian distinction 
between statics and dynamics: Schmoller’s G nm drisse  was ‘an unsurpassed embodiment of 
wide knowledge and subtle thought' (1907 preface, in 1890:48). Nevertheless, Keynes indicated 
that Marshall was all his life dissatisfied with the ‘learned but half-muddled work of (he German 
Historical School’ (Keynes, x: 210).

21 Schumpeter maintained this opinion much later: in HEA he presented the whole polemics as ‘a 
history of wasted energies* (HEA: 814 f.).

22 This was also another influence by Comte, which Schumpeter registered in EDM: the 
philosopher insisted on the ‘al togetherness of social life and the need for an historical method 
for other problems other than the purely economic ones’ (EDM: 96). Of course, later on 
Schumpeter developed this program much further, since historical methods were considered 
essential to account even for ‘purely economic’ problems.

23 One can hypothesize that the rejection of DW, the 1908 book on the Methodenstreit, was 
connected to this important change in Schumpeter’s opinion and his later incorporation of 
essential elements of the Historical School in his own system. Simultaneously, important 
elements of differentiation with the marginalist school were developed by Schumpeter: unlike 
Monger, he did not consider that the value theory required any psychological foundation 
(Botlomore, 1992: 19), and he praised Pareto for getting rid of the concept of ‘utility’ and 
suggested that maximizing rationality was not a realist feature (TGE: 179, 192).

24 Samuelson’s interpretation for this event is that Schumpeter loved to lake the ’unpopular side’ 
of the disputes (Samuclson, 1951: 49-50, 50 n.). Faced with the evidence, this is obviously 
a minor point. On this topic, also Machlup (1951: 95).

25 The impact of the Cowles Commission research program was by then dominant in the profession: 
the econometric revolution won the day. Friedman, by then a researcher al the NBER, argued al 
the conference that a final synthesis would be reached between the NBER method and the Cowles 
approach (Friedman, 1951: 114). But Koopmans was so convinced of the advantage of the 
econometricians that he could recommend, in an internal memorandum to the Cowles group 
with a balance sheet of the meeting, 'Let’s not fight too much* (Epstein. 1987: 111).

26 In the first edition of TED (1911) Schumpeter used the distinction ‘circular flow‘- 
’dcvelopment’; in the second edition, in 1926, these were replaced by statics-dynamics. 
But, since 1934, as indicated in the preface to the English edition of TED, ‘in deference 
to Professor Frisch’, and also in BC, Schumpeter used the distinction between static and 
dynamic fo r m s  o f  a n a ly s is , and stationary or development p r o c e s s e s  in  n a tu re  
(Schumpeter, 1934, in 1911: 6).

27 Schumpeter’s concept of capita] was defined as a flexible resource, distinct from the technical
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structure of the production process (Oacklcy, 1990: 38). It belongs to the circular flow, 
and is ‘that part of the social product of preceding economic periods which maintains 
the production of the current period’ (EDM: 54), Thus, there are two sources of 
accumulation, one being the circular flow and another the development process, which 
is moved by innovation.

28 Formally, when tlxldt > 0 or < 0. but iPxhll1 = 0. Thus, the upper and lower turning points, 
where tlx/d(=Q — traditionally the centre of the polemics about causality in cycle theory 
— were not the main concern of Schumpeter.

29 Rosenberg interprets Schumpeter’s position on the circular flow as a theoretical description, 
as opposed to the real processes of change in capitalism (Rosenberg, 1994: 43) and Swcdberg 
interprets it as an ideal-type (Swcdberg, 1991: 32). But the previous quotations refute this 
interpretation: for Schumpeter, the circular flow was a real process, simultaneous with 
development, and a complete theory should integrate both dimensions in the same framework.

30 One of the main reasons for the sense of failure Schumpeter felt in his last years was his 
incapacity to develop a format model for his theories. His own diary proves that he worked 
almost daily and helplessly with systems of equations, at least since 1934 when preparing BC, 
and afterwards looking for a general equilibrium model accounting for the time path of the 
variables (Allen, 1991, II: 8, 142, 177, 190, 227). But he suspected that the available 
differential and difference equations were unsuited to define an evolutionary system 
including social relations and complex behaviours. Furthermore, his colleagues, such as 
Goodwin, witnessed his difficulties with mathematics.

31 Following the precedent method, the Treatise on Probability (1921) is indicated as TP, the 
Treatise on M oney (1930) asTM, and the G eneral Theory o f  E m ploym ent, Interest and  M oney  
(1936) as GT. Other texts of Keynes arc quoted from the edition of his Collected Writings, and 
indicated by the volume (i to xxx).

32 Moore was not actually at Cambridge, where he took a teaching post only in 1911. He was 
nevertheless the most influential of the philosophers of what was to be called the ’trinity of 
Trinity’(Moore, Russell, Wittgenstein), and surely the most influential on Keynes’s education. 
Moore’s Principia E thica  was published in 1903, and this was the most important book in 
Keynes's life (Skidclsky, 1983: 119). From it Keynes derived a global conception of science 
and methodology, and namely an outstanding opposition to the Oxfordian mixture of 
Hegelianism and ‘biological language', the statement that the good of society directly resulted 
from the good of the individuals (Skidelsky, 1992: 224), in the Mandcvillean fashion.

33 In a 1905 letter, Keynes argued against Moore’s inclusion of material things under the general 
category of organic units, which should comprise only slates of mind (Skidclsky, 1983: 148).

34 In Principia Ethica  Moore stressed the ‘principle of organic unity': ‘the value of the whole 
must not be assumed to be the same as the sum of the value of the parts’ (Moore, 1903:28). Or 
else: ‘I shall use it [the term "organic”) to denote the fact that a whole has an intrinsic value 
different in amount from the sum of the values of its parts’ (ibid.: 36).

Moore was strongly opposed to Hegelian idealism, namely to its dialectics, and condemned 
its formulation of a principle o f ‘organic unity’as a masquerade fora metaphysical approach: 
‘The principle of organic unity, like that of combined analysis and synthesis, is mainly used to 
defend the practice of holding both of two contradictory propositions [that is, that two things 
arc distinct and yet identical since pertaining to the same “organic unity’’], wherever this may 
seem convenient. In this, as tn other matters, Hegel's main service to philosophy has consisted 
in giving a name to and erecting into a principle a type of fallacy to which experience has 
shown philosophers, among with the rest of mankind, to be addicted' (Moore, 1922:16). Moore 
distinctly argued for a process of division of the whole into parts as the principle of definition 
(White, 1958: 73) but then denied the whole to be the sum of its parts.

35 In a biographical note on Marshall, Keynes quoted his remarks about Edgeworth’s M athem atical 
Physics: ‘It will be interesting, in particular, to sec how far he succeeds in preventing his 
mathematics from running away with him. and carrying him out of sight of the actual facts of 
economics' (quoted in Keynes, x: 187). In another biographical note on Edgeworth, 
Keynes concluded that this actually happened: ‘All his intellectual life through he felt 
his foundations slipping away from under him’ (x: 262).

36 In fact, Moore accepted Bcntham's utilitarianism, even if it was under the influence of his
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philosophy that Keynes exuberantly rejected it. The contradiction was on Moore’s side 
{Keynes, x: 436; also Carabclli, 1988: 242).

37 For instance: ‘The Jevonian conception (of the “purchasing power of money”] would 
have been Intellectually delightful and of great scientific convenience if it had been 
based on a true analysis. It is one of several quasi-mathcmatical economic conceptions, 
borrowing by analogy from the physical sciences, which seemed likely to be so fruitful 
when they were first derived fifty or sixty years ago 1860, 1870, but which have had to 
be discarded on further reflections in whole or in part’ (TM: 78; also 71).

38 This was another difference between Moore and Keynes: the former supported a 
frcqucncist approach of probability (Skidclsky, 1992: 56-7), whereas Keynes argued 
that probability was mostly non-numerical and that many of the instances in science 
were qualitative and non-mcasurablc.

39 ‘Mathematical economists often exercise an excessive fascination and influence ... . 
[They] introduce the student, on a small scale, to the delights of perceiving constructions 
of pure form, and place toy bricks in his hand so that he can manipulate for himself, which 
gives a new thrill to those who have had no glimpse of lire sky-scraping architecture and 
minutely embellished monuments of modern mathematics' (Keynes, x: 186 n.). And in 
GT he wrote, in a very similar mood as Marshall did once: ‘I do not myself attach much 
value to manipulation of this kind of formal models ... . I doubt if they carry us any further 
than ordinary discourse can' (GT: 305).

40 ‘The orthodox equilibrium theory of economics has assumed ... that there are natural 
forces tending to bring the volume of the community’s output, and hence its real income, 
back to the optimum level whenever temporary forces have lead it to depart from this 
level. But we have seen ... that the equilibrium level, towards which output tends to return 
after temporary disturbances is not necessarily the optimum level, but depends on the 
forces in the community which tend towards savings' (Keynes, xiii: 406).

41 In fact, Shackle, one of the economists who vindicated a subjectivist interpretation of 
the Keynesian critique of orthodoxy, argued that GT is a contradictory book: its method 
includes equilibrium and its meaning is disequilibrium (Shackle, 1968: 5, 44; also 1974: 
iii). Concretely, GT is said to include a general equilibrium approach, a business cycle 
approach with a growth model, and a kalcidic method (comparative statics applied to 
sudden changes determined by the structure of the expectations; Shackle, 1972: 433).

42 This is how Joan Robinson defined the nature of the Keynesian way of incorporating history 
into economics: ‘The GT broke through the unnatural barrier and brought history and theory 
together again. But for theorists the descent into time has not been easy. After twenty years, the 
awakened Princess is still dazed and groggy. Keynes himself was not quite steady on his feet. 
His remark about the timeless multiplier is highly suspicious. And the hard core of the 
analysis ... is based upon comparisons of static short term equilibrium positions each 
with a given state of investment going on, though it purports to trace the effect of a 
change in the rate of investment taking place at a moment of lime’ (Robinson, 1962: 
78).

In relation to this argument, it is frequently ignored that Keynes flirted with some historical 
. accounts of capitalist development, such as Commons’: ‘there seems to me to be no other 

economist with whose general way of thinking I feel myself in such a general accord’, wrote 
Keynes in a letter to that author about his institutionalist theory of the stages of development 
(in Skidclsky, 1992: 229).

43 In her introduction to TGE, Elizabeth Schumpeter wrote that she could not understand the 
professional and personal distance between the two scientists (TGE: 15). So, no explanation 
was given for the outstanding fact. Smithies did not indicate any interpretation (Smithies, 
1951a, b), and Heilbroncr argued with the different cultural backgrounds and scientific 
interests (Hcilbroner, 1986). Allen writes that Schumpeter was always extremely generous 
to all his colleagues when criticizing their work (Allen, 1991, i: 58); but the obvious and 
extraordinary exception was his review of GT, the ‘strongest he ever wrote' (Allen, 
1991, II: 24).

In the last years of Schumpeter’s fife, he worked intensely in a project of a new 
book, The T heoretica l A ppara tus o f  E conom ics, which ‘should do from my standpoint
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what Keynes’s General Theory did from his’ as indicated in a letter to Smithies (Allen, 
199, II: 227). In a letter dated May 1934 to Kaway, Schumpeter slated that the book was 
being prepared since his last years in Bonn, in the early thirties (Harvard Archives). He 
never succeeded to conclude this work, and apparently no manuscript was found indicating 
he was close to do so.

44 In 1923, in his first editorial to The N ation , Keynes presented his politics: ‘Our own 
sympathies arc for a Liberal Party with its centre to the left’ (quoted in Skidclsky, 1992: 
136-7); by that time, he suggested a Labour-Liberal government. He supported the 
miners during the General Strike of 1926, which caused a split in the leadership of the 
Liberal Party (ihid,: 223). In 1931, he was more inclined to support Labour than Liberal 
candidates; only with the outburst of the World War did he return to the Liberal party 
tradition (Moggridgc, 1992: 465). But his public position was influential and consensual: 
in 1937, all the three parties offered Keynes a nomination as independent candidate for 
MP for Cambridge, which lie refused after long hesitation (ibid.: 628).

45 In spite of his own anti-Semitism, Schumpeter rejected the discrimination against Jews: 
for instance he supported the appointment of Samuclson against the opposition of an 
anti-Semitic head of department, but his private diary included several anti-Jcwish and 
very racist remarks. Anti-Semitism was, by the way, mildly shared by Keynes (Moggridge, 
1992: 609), in spite of his irreproachable friendship with Kahn, Sraffa or Leonard 
Woolf. Stolpcr strongly denies this evidence about Schumpeter’s anti-Semitic views 
(Stolper, 1994: 10-2).

46 ‘But expectations are not linked by Mr. Keynes to the cyclical situation that give rise to them 
and hence become independent variables and ultimate determinants of economic action. 
... An expectation acquires explanatory value if we arc made to understand why people 
expect what they expect. Otherwise expectations is a mere d en s  ex  m a ch in a  that 
conceals problems instead of solving them' (ibid,: 792 n.). Of course, this would be the 
relevant form of causality if Schumpeter still accepted his previous account in TED, 
where the cause was considered to be the first relevant exogenous factor for the system 
(TED: 10).

47 Risk was defined by Keynes as (he mathematical expectation limes the probability of failure 
(TP: 348) — this was written approximately one decade before the seminal book by Knight.

48 In GT, these variables (propensity to consume, marginal efficiency of capital, rate of interest) 
were formulated as independent, although the author recognized that it was an impure solution 
since they were influenced by other variables (expectations, etc.). The designation of the semi- 
autonomous variables as exogenous is the testemonium paupertatis of modelling.

49 In TED, before the publication of any of Keynes’s writings, Schumpeter already stated 
that he was firmly opposed to the ‘psychological prejudice which consists in seeing more 
in motives and acts of volition than a reflex of the social process' (TED: 43). But in 
TGE. Schumpeter credited Keynes for the dynamic feature of the concept of expectations 
(TGE: 381), even if this aspect was never developed in Schumpeter’s work. As a matter 
of fact, Schumpeter was generally opposed to the Keynesian concept of expectations.

50 ‘Unless we know why people expect what they expect, any argument is completely 
valueless which appeals to the as causa  e ffic ien ts. Such appeal enters into the class of 
pseudo-explanations which already amused Molière’ (BC: 140).

51 ‘What precisely is looked upon as inherent [endogenous] in it [the system] will, of course, 
depend on how we delimit it and which facts and relations we decide to treat as data, and which 
arc variable’ (BC: 7n.). Or, just at the end of the book, he indicated that variables such as 
'mentality’ could be considered as exogenous, as usually, or as endogenous, according to the 
researcher and to the research —■ BC is said to take normally a ‘narrow sense’ (ibid.: 1050n.). 
Of course, this created the greatest confusion among the historians of economic thought.

Hansen considered the exogeneity or endogeneity of Schumpeter’s theory a 'perennial 
and inexhaustible subject for discussion' not clarified by the author himself. Here is Hansen's 
own interpretation, a Salomonic solution: ‘It is exogenous in the respect that it places primary 
emphasis upon changes in the data. Yet it is also an endogenous theory in the respect that it 
runs in terms of an internal, self-perpetuating system ... whose impelling force, innovation, 
cycle after cycle renews the wave-like movement, .,. [The business cycle] is an endogenous
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process determined by the inner nature of a dynamic economy, but it is exogenous in the 
sense that innovation is a change in the basic data’ (Hansen, 1951b: 80),

52 In his GT, Keynes clearly stated that expectations could not be represented by a 
mathematical model (GT: 162-3).

53 Because of its static framework, in GT expectations were modelled as exogenous variables 
and the explanation abstracted from uncertainly, unless in the Chapter 22, in which 
expectations were introduced in order to understand fluctuations. For what matters for 
this book, cycles and irregular growth cannot be explained unless in a dynamical context.

54 Palinkin suggests that these criticisms were due to the failure of the previous mathematical 
formal models by Keynes: ‘In fact, it may have been Keynes's lack of success with such 
formal model building in the TM that led him to the more critical attitude expressed in 
the passage from the GT just cited’ (Patinktn, 1976: 1094). This is a highly arbitrary 
implication and, on the contrary, the future debate between Keynesians and Monetarists 
and the impossibility of getting conclusive results from the econometric methods that 
both sides fully used was a new confirmation of Keynes's point,

55 The misspccification can arise for instance from the representation of a model with a 
limited set of causes while in reality there is an infinite or complex causation, from the 
fact that the number of real regressors may be superior to the number of available 
observations, from errors in the formulation of the model, from the ignorance of the lag 
lengths.

56 This last charge was not so negative for Keynes, since he was fascinated by alchemy (he 
bought Newton’s manuscripts on alchemy, Moggridgc, 1992:492 n.). His criticism ofTmbcrgcn 
finished with the phrase: ‘Newton, Boyle and Locke all played with alchemy. So let him con
tinue’ (xiv: 320). He did.

57 ‘In the case of the history of gold prices, to which defenders of the Quantity Theory usually 
refer with confidence, factors other than gold production have changed and fluctuated so hugely 
and so notoriously that the use of any apparent close coincidence between the level of prices 
and gold production in support of the Quantity Theory is a gross example of the p o st  
hoc, ergo  p ro p ie r  hoc  argument. Since other factors have not remained constant, the 
theory would lead us to anticipate coincidence between prices and gold production if the 
other factors happened to balance one another; and one cannot easily prove this without 
assuming the theory itself’ (Keynes, xii; 765).

58 Morgan argued in 1990 that Keynes did not even read carefully Tinbergen’s volumes and 
ignored the technical developments of statistics (Morgan, 1990: 121, 121 n.), and Hendry and 
Morgan added that ‘Keynes might have been reading another book altogether* or even not 
read it at all (Hendry and Morgan, 1995: 54). It is certain that Keynes did not take the 
time to study the details of Tinbergen’s method, and ignored for instance his concern 
about the stability of the sub-samples. But his critique was more general and still accurate 
on the main points: in 1980, Hendry accepted that many of these arguments remain 
unopposed forty years afterwards (Hendry, 1980: 402), and that the difference between 
statistical science and alchemy is still a narrow one (ibid.: 403).

The reason is of course the nature of the economic processes: ‘Econometricians 
. conceptualise this economic system as a complex nonlinear, interdependent, multivariate, 

disequilibrium, dynamical process dependent on agents' expectations and their adjustment, 
subject to random shocks, and involving many phenomena that arc unobservable; relevant 
time series data arc inaccurate, exist only for short periods and for a few major variables; 
economic theories arc highly simplified abstractions usually of a comparative static form 
invoking many ceteris paribus clauses (with yet another implicitly required), most of 
which arc invalid in empirical applications — little wonder our macroeconomctric 
representations arc less than perfect' (Hendry, 1980: 399). But isn’t this the echo of 
Keynes's critique in modern parlance?

59 A very obvious example is the H andbooks o f  M athem atical Econom ics edited by Arrow and 
lntriligator: in the 2264 pages of the 27 chapters of the 4 volumes, only two include a 
(single) reference to Keynes. For mainstream economics, Keynes became a museum curiosity. 
And only when the problems mount in the paradigm there is again some attention to his critique.

60 Schumpeter compared himself to Moses, who knew about but could not reach the
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Promised Land of mathematics and the ‘foundation of a new economics’ (letter to 
Haberler, March 1933, Harvard Archives). But the clearest text by Schumpeter on the 
difficulty to formalize his own model is the handwritten letter to Marshack about his 
review of Business C ycles: ‘Now this is perhaps the most fundamental reason why I have 
never attempted to get my system into equations — except for individual bits of 
mechanics: if you have a system of interdependent quantities you will always be able to 
describe surface mechanical relations ... as disturbed by my process by partial sets of 
conditions which in the "partial'' system may even be quite determinate. Therefore I do 
not feel any contrast between (hose schemata (Frisch-Tinbcrgen-Roos-Amoroso-Kalecki- 
Kcyncs and many others) and my way of thinking: they simply move on planes different 
from mine and I feel perfectly free to use any of them for those peripheric problems for 
which th ey  arc in ten d ed ’ (Harvard Archives). On his difficulty with mathematics, sec 
also Samuclson (1974: 89).

61 ‘It has none [signification, for this description of the 106 cycles], because the norm of 
the phenomenon under consideration has obviously changed and the criteria as to what 
is to be called a "cycle” is neither definite nor uniform enough to warrant one in 
speaking in this case of a ‘‘statistical universe" of which the 106 cycles could be considered 
a sample’ (Schumpeter, 1930: 164), The last point is essential and was already met in 
Part Two of this book. On that occasion, Schumpeter explained the problem as the 
result of the incorporation of the wrong metaphor; ’ll is less universally recognized that 
this tool grew out of a soil very different from ours, and that by using it we are introducing 
the whole of the assumptions of the theory of errors — of “static" statistics — which may 
wefi reduce our results to meaningless’ (ibid.: 165-6).

Frisch supported some of the criticisms by Schumpeter, namely about the tests of 
significance and their theory-dependent status: mathematical models are only tools 
‘subordinated to the general intuitional and philosophical interpretation’ (Frisch, 1951: 9-10).

62 ’Of course, (here is no theory of the cycle, if we understood by this a complete explanation of 
all what happens. This can only be found in a reasoned history ofindustrial life. It is only the 
backbone of it' (Schumpeter, 1927: 298).

63 For the reasons for criticism of the correlation methods, Keynes shared such a suspicion about 
decomposition and the concepts of 'trend* and 'residuals’ (Keynes, xiv: 319).

64 in realist accounts, the problem Is further complicated by the abandonment of the hypothesis 
of perfect competition: undcroligopoiisltcsituations equilibrium becomes indeterminate (CSD: 
79-80) and the same happens under monopolistic competition (BC: 57)

65 Once again, Schumpeter's positivism was itself paradoxical. In his major statement on the 
subject, the 1948 Presidential Address to the American Economists Association, he discussed 
the role of ideology and namely of the pre-cognitive vision in science. He acknowledged the 
danger of the ideological bias, and in a very positivist way indicated the solutions against it 
(the ideological neutral methods of economics and the public and institutional character of 
science) but added a surprising conclusion: the vision is therefore a condition for the success 
of science (Schumpeter, 1949).

66 Hayek fought against that ’imitation of physics' leading to ‘outright error' and transforming 
sciences in ’cooking recipes’ (Hayek, 1974: 23, 30), namely arguing that quantification 
arbitrarily restricted the domain of causation and ignored some decisive features of the 
economics: ‘This brings me to the crucial issue. Unlike the position that exists in the physical 
sciences, in economics and other disciplines that deal with essentially complex phenomena, 
the aspects of the events to be accounted for about which we can get quantitative data are 
necessarily limited and may not include the important ones’ (ibid,; 24).



CONCLUSION

Complexity, The Condition of the World

No doubt, if our means of investigation should become more penetrating, we should 
discover the simple under the complex, then the complex under the simple, then 
again the simple under the complex, and so on, without our being able to foresee 
what will be the last term.

Poincaré, 1903: 132



25. The Complex Under the Simple

This book told the story of a general failure: the epistem ology and the 
techniques of the positivist approach in economics, based on closed models 
and assumptions such as reversibility of events, decomposability o f proces
ses, atomistic and deterministic causality, have been incompetent to analyse 
real oscillations, irregularities, interdependency and complexity. Equilibrium 
became a theory o f theories and a paradigm of paradigms —  and it is a wrong 
assumption, leading to inappropriate methods and to false conclusions.

Three dimensions and critiques to the general equilibrium paradigm were 
discussed in this book, in order to establish the scientific conditions for the 
development of the research program on the historical evolution of capitalism.

I.

The epistemological conditions were delt with in Part One, discussing three key 
questions: (Î) can the positivist epistemology be improved or should it be 
abandoned?; (Ü) are metaphors acceptable tools for the progress of science?; 
and (iii) can the evolutionary metaphor be the inspiration for an appropriate 
alternative to positivism?

Positivism, the triumphant religion of modernity —  ‘order and progress’, 
says its motto —  looked for a long time for the methods, the language and the 
verification procedures that could support its trust in the exclusivity of science 
as the rational representation of a knowable, appropriable and reproducible 
universe under a single causal principle. The quest for this unique ensemble of 
essences has lasted at least from the seventeenth century, attempting the bold 
task of explaining order as a sequence of separable, contiguous and fully 
identifiable causes and effects. The absolute failure of that project is proportional 
to its ambition: it has neither been possible to determine a form of cognition 
above any suspicion, since the Paradox of Hume challenged the legitimacy of 
the conclusions from inductive inference, nor has it been possible to define a 
demarcation criterion in order to definitively exile metaphysics out of science, 
since the inefficacy and logical flaws of Popperian infimiationism have been noted. 
The crisis is general and has been deeply aggravated by the fall of the insular 
boundaries between academic sciences, since the moment when mutual and
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metaphoric fertilization invaded the territories where old style physics, exhaustive 
quantification and strict empiricism previously ruled as illuminated despots.

But, as always happens, the ivory tower o f epistemology is so far from the 
daily life of scientists in the battle field, that in the trenches nothing or almost 
nothing transpired about the crises in the court. The majority of the courageous 
positivists in social sciences went on looking for simple and universal cause- 
effect relations, reversible movements, experiments in close laboratory 
environments, confident deterministic predictions with the future defined in 
analogy to the present, the elimination of normative science in the name of 
positive science and the end of ideologies, as they still go on looking for 
M axwell’s or Laplace’s demons, the Invisible Hand or the post-historical homo 
economicus, As a consequence, the ‘normal science’ bom in the decade of 1870 
with the Walrasian general equilibrium paradigm has been developed for 
generations with the help of bright tactics of immunization, such as a powerful 
axiomatization protecting the core hypotheses from tests, since it was based on 
non-observable entities (the information and rationality of agents), and on a 
forest of ceteris paribus clauses which forbids empirical analysis.

Yet, not all scientists followed that path: some resisted in small villages and 
looked elsewhere. In social sciences and in economics in particular, some of 
the most distinguished practitioners of orthodoxy slowly tried to overcome the 
classic positivist creed and to realign their methods and beliefs using some 
more sophisticated alternatives, which were more limited (infirmationism) or 
less vulnerable to the pitfalls of reality since being wholeheartedly relativist 
(instrumentalism). Some even tried to overcome the neoclassical heritage.

In spite of these intellectual partisans, the impressive success and the duration 
of the paradigm prove its ability to overcome the frequent crises, provoked either 
by external challenges (answering and defeating the institutionalist and the 
Keynesian critiques of the twenties and thirties, during the ‘years of high theory’) 
or by internal difficulties: in fact, the winners of the theoretical crusade of the first 
half o f the century quickly changed their opinions, moving from structural 
econometrics to an abstract axiomatics which prevailed ever since.1 But this process 
of self-reformulation seems to be exhausted today faced with the development of 
the complexity paradigm. As a consequence, the answer to the first question was 
that positivism should be replaced and that other concepts and tools are necessary.

One of these old and new concepts is that of metaphor. Metaphors are literary 
tropes, traditionally discussed and classified by rhetoric: they belong to the 
realm o f common language and are one of the dominant modes of predicative 
reference and learning. In communication, metaphors are general and essential 
tools for the transference of meanings; this is the case of substitution and 
comparison metaphors. Furthermore, they are also part o f scientific creation, 
and an important one: interaction metaphors constitute the basis for abductive 
formulation o f new conjectures, introducing the necessary semantic
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impertinence under the form of new hypotheses which abolish the static 
character of the traditional correspondence rules •— in particular, models are 
active metaphors from theories.

The properties o f inductive inference were here discussed from the point o f 
view of their constitutive metaphors: Laplace, and the most Laplacean of all 
economists, Jcvons, were fully aware that inductive inference, as defined, 
depended on similitude relations to be associated with causal sequences, thus 
restricting the scope of the model to processes which are structurally stable and 
homogeneous through time - the oblique transfer became the dominant mode 
of inductive demonstration. Invariance has always been, for positivism, the 
condition for intelligibility. The power o f metaphors is also their capacity of 
persuasion in order to force the widespread acceptance of the methodological 
errors of their users. So, the answer to the second question is also affirmative, 
although requiring a definition o f criteria in order to discriminate and evaluate 
metaphors.

The importance and generality o f metaphors was recognized by many 
economists, such as Bentham and Walras, Marshall and Keynes, Schumpeter 
and Leonticf, and by other scientists, like Darwin who systematically used an 
intelligent combination o f metaphors, induction and deduction, implicitly 
challenging the Baconian preconceptions of his time. None o f  the great 
theoretical systems ignores or avoids metaphors for argumentation and, 
moreover, none ignores the ability and creativity of metaphoric extension from 
other domains or sciences.This is particularly true in economics, whose maximalist 
revolution was defined by the metaphor of maximization of energy under constraints 
in a closed field, the inspiration for the mechanistic explanation o f order.

Positivism has been the universal version of the metaphor of the machine, 
defined by Newton as the locus of the multiplicity o f forces, and redefined in 
the nineteenth century like a propelling motor, with an exogenous source of 
energy and an internal dynamic principle accounting for order. The example 
shows that the metaphor may also be a form of metaphysic contamination, just 
like the apparently more innocent inductive methods: in spite o f  the danger, it 
was argued that the progress o f science does not need the elimination of 
metaphors, an impossible and damaging endeavour since the creation of 
hypotheses is crucial for the development o f knowledge, but rather asks for 
their control and development.

One further and alternative example in the framework of the epistemological 
debate is that of the evolutionary metaphor discussed in Part One. That metaphor 
suggests multiple forms o f causality (sequential, contemporaneous, exogenous, 
deterministic, dialectic, intentional) and o f hierarchical organization o f the 
‘organic totality’ which includes organisms and populations. It is part o f the 
rejection of ‘methodological individualism’, o f the hypothesis o f  a unified 
maximizing rationality of all agents and of the idea of a single universal principle
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organizing all social action.
Variations o f the Darwinian metaphor were discussed in the previous 

chapters: in particular, the idea of the optimization of an objective-function —  
the egoistic gene —  adapted to economics by Alchian, Friedman, Becker and 
others, was rejected; the version of the genotypic evolution as an analogy for 
innovation, adopted by Boulding, Nelson and Winter or Faber and Proops, was 
also rejected; and so was the Lamarckian analogy of the inheritance of acquired 
characters, so common among evolutionary economists. Evolutionary biology 
inspires a productive and useful allegory, given that it challenges the 
onesidedness and causal determinism of positivism and rejects the constitutional 
metaphor based on nineteenth century physics; but the metaphors based on 
evolutionary biology must be very general (the ‘organic totality’ of Marx orVeblen, 
the 'organic unity’ of Moore and Keynes), or else very narrow and concrete. At 
the same time, the allegory emphasizes the essential difference between biology 
and economics: from the first, where positive feedbacks have been studied for a 
long time, relevant indications on the importance, generality and analytic techniques 
necessary to inspect increasing returns or positive externalities may be derived, 
but there is still a major difference —  in economics the objects are controlled and 
coordinated processes, and such a coordination is the name for power.

The general conditions for a progressive research program about the historical 
processes o f capitalism are the adoption of a realist epistemology, including a 
plural and non-deterministic assessment of causality, and the study of the 
coevolutionary processes accounting for complexity.

II.

Part Two dealt with three more problems in the framework of a discussion about 
methods for the analysis o f cycles and growth: (i) the definition of equilibrium, 
namely of its properties of existence, uniqueness and stability; (ii) the nature of 
models and explanatory variables, which is derived from the previous discussion 
on metaphors; and (iii) the definition of the mode and time of the cyclical 
fluctuations.

The metaphor of the lake has been since Walras the essential foundation of 
the static concept of equilibrium: economics is depicted like a lake, always 
tending to equilibrium and without ever attaining it. J.B. Clark and many others 
repeated this metaphor, attributed by Schumpeter to 'an old idea of Adam Smith’ 
(HEA: 999 n.), and considered to be the basis for the 'dreamland of equilibrium’ 
(ibid.: 1000 n.).As a matter of fact, the importance of such a metaphor goes well 
beyond its capacity to affirm the plausibility of a non-observable relation: it supposes 
the existence of a social equilibrating mechanism and that it is necessarily stable. 
The rocking horse metaphor, originally formulated by Wicksell and then developed 
by Frisch,1 made possible its representation through a technique which is indeed
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present in every linear regression, explaining the endogenous variables by the 
composition of systematic (the regressors) and non-systematic factors (the errors 
or stochastic innovations), fully identifiable and separable and following precise 
rules so that inference be possible.

These metaphors inspired generations and generations o f equivocations. 
The surface of the lake docs not permit any causal proposition on the waves 
and tides, just as statics docs not permit any conclusion about dynamics, since 
time is not a trivial parameter or variable which may be added or ignored 
according to the mood or convenience of the modeller. In particular, the statistical 
methods inspired by a Frischian type of decomposition are unable to discriminate 
between astable model and an unstable one with a limit cycle (Blatt, 1983:147), and 
confuse complexity with pure extrinsic randomness. On the other hand, the concept 
of ‘error’ is deeply ambiguous, given that it originally represented a pure error of 
measurement in a framework where the causes of fluctuations were considered to 
be fixed and completely predictable (in astronomy), but since then it represents a 
mixture of facts and factors including explanatory variables ignored by the model 
as well as determined and non-determined errors of several origins. Its epistemological 
status is the Pandora Box of orthodox economics —  and, yet, its properties are the 
decisive condition for parametric estimation.

The development of Bourbakist axiomatization by Koopmans and Debreu, 
and then by Arrow and others, replacing structural econometrics in the Cowles 
program from the end of the forties, was in fact a defence strategy following 
the first crises in the normal science of the day, namely because o f that ambiguity, 
but the solution aggravated the stalemate. The introduction o f Keynesian 
expectations or o f uncertainty is not compatible either with the orthodox 
definition o f rationality or with general equilibrium.

From an insight of Kalecki, it was suggested that a new concept, that o f semi- 
autonomous variables, makes possible the recognition of the difficulties and even 
their partial solution. Kalccki did not generalize his concept, neither did he relate 
it to other theories, and that is what was done in this book: these semi-autonomous 
variables are at the core of those theoretical systems and concepts which implicitly 
or explicitly reject equilibrium —  for instance the rate of profit of Marx, innovation 
in Schumpeter, the ‘three psychological laws’ in Keynes —  and constitute the 
formal relation between economic determination and the social framework in each 
one of these models, as well as the articulation between several distinct levels of 
abstraction. These concepts were used to develop a new classification of the theories 
of economic cycles following from two constellations of criteria, those related to 
the mode of conceptualization of the system of hypotheses and those related to the 
properties of the system of hypotheses. That system of classification was used in 
order to discuss several contributions to the analysis of cycles and to derive some 
conclusions identifying the problems inherent to the analysis of movements of 
different amplitudes and frequencies.
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The theoretical conditions for the definition o f a program of historical 
research about real economies are the rejection of the mechanistic definition of 
models and analogies, and the development of theories based on the social 
interaction which is represented by semi-autonomous variables,

III.

In Part Three, the theoretical contributions o f Schumpeter and Keynes were 
discussed, and their respective programs compared.

Keynes rejected the physical metaphor, combined induction and analogy in 
a creative way, assumed an organic and therefore indeterministic vision of 
economics and discussed the traditional statistical methods, in what was the 
single most powerful critique of the positivist paradigm in economics in the 
twentieth century. Throughout his debates with Pearson and Tinbergen, Keynes 
elaborated major arguments which have not been satisfactorily addressed by 
the orthodox authors, namely about the specification o f the variables, the 
sampling methods, the technique of multiple correlation and the premises of 
structural stability and homogeneity through time. At the same time, he stressed 
the importance o f qualitative factors and o f the intrinsic uncertainty of 
economics, namely of the relations not susceptible to description in terms of 
probability distributions, since they refer to qualitative and non-distributive 
possibilities (Shackle, 1972: 401).

Schumpeter, in spite of his paradoxical compromise with a vain and inefficient 
attempt to restore and to generalize Walrasian statics, suggested a revolutionary 
interpretation of the dynamics of capitalism, based on the starting point of the role 
of innovation and the entrepreneur. He rejected the notions of a representative 
agent or o f a permanent convergence towards equilibrium: the lake is creative 
only if it destroys, and it destroys when there are severe storms, these mutations 
which may be better represented as processes akin to biology,

I argued that the Schumpeterian theory was bom from the reunion o f two 
fascinating cultural environments: first, the Methodenstreit between the orthodox 
Austrians, with whom Schumpeter was educated, and the German historicists, 
with whom Schumpeter established close links later on and, second, the vivid 
impression caused by the heterodox work of one of the more conventional o f 
the neoclassicals, J.B. Clark. Like Keynes, Schumpeter argued for the crucial 
importance o f the constructive role of time —  but the former did not want to go 
further than this observation, since he limited his work to the short term, and 
the latter could not go further, since he revered the Walrasian scheme, a theory 
he knew to be wrong as such but which he considered to be a part of the future 
truly general static-dynamic system.

The theoretical condition for the study of historical processes of capitalism 
is the analysis of disequilibrium and economic and social mutation.
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I V

Part Four is an essay on the theory o f emergence, on complexity. It is proved 
that linear methods and the double decomposition are always dependent on an 
implicit theory which, in the current versions, is part of the Frischian paradigm: its 
questions and its methods determine the answers more than empirical data. Such 
a starting point makes possible three important conclusions.

In the first place, the utilization of statistical methods with no explicit 
theoretical counterpart is simply rejected; in particular, the punitive methods 
against empirical data are denied, such as the techniques previously presented 
for the elimination o f heteroscedasticity, which is in the historical series one of 
the indications of nonlinearity. Defined as a pathology and not as a general 
sym ptom  o f  the h istorical conditions o f  evolutionary p rocesses in 
macroeconomic series, the variation in variance has been dealt with, in the 
examples criticized, by methods of weighting and standardization, interpolation 
or substitution: after that, it becomes possible to subject the transformed series 
to the traditional econometric methods, but such a result is really indifferent 
given that it is not related to reality but to an arbitrary artifact.

Second, there is an unbearable epistemological contradiction in the effort to 
decompose and discriminate between trend and cycle, or between the random 
shocks and the damping mechanism which allegedly accounts for the stability 
of the economy: the shocks, which are the cause o f the oscillations, are eliminated 
in order to become calculable —  the determination is relevant if it is ignored. 
Furthermore, the defence of the plausibility of the theory requires the shocks to 
be divided into two categories: those which are expelled from the economic 
sphere since they represent extreme variations (wars, or other facts conveniently 
considered as disturbingly non random), and those which are accepted since 
they are small, that is, whose importance depends on their lack of identity. 
Anyway, it was proved that any decomposition is hopeless: Kalecki easily verified 
that the distinction between trend and cycle is arbitrary if the project is to 
explain a complex phenomenon, and the authors of RBC models recognized that 
it is indeed generally impossible to discriminate between both concepts if the trend 
is not modelled as purely deterministic. The Frischian paradigm of the rocking 
horse, with a propelling system which represents causality which should be isolated 
and ignored and a propagation system to be studied by sophisticated econometric 
methods, collapses if stability is questioned or if causality is shared. This is exactly 
what happens in general in nonlinear systems.

Third, there are crucial reasons for believing that economic relations are 
essentially nonlinear: complexity and chaos may emerge even in very simple 
models whether there arc increasing returns or other externalities, by the simple 
fact o f some agents being price settlers and not price takers, by the dynamics of 
learning or by complex dynamics in preferences and technologies or by the lag
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structure (Brock, Decherl, 1991:2220-1; Brock, Hsieh, LeBaron, 1991: 32-4). 
The separability between endogenous and exogenous variables, between trend 
and cycle or between propagation and impulse is really meaningless if the 
subject o f the research is defined as the organic totality o f a phenomenon 
whose relevance is precisely given by the dynamism of complex relations.

In particular, it was proved that the current procedure o f statistical 
aggregation, however necessary and useful it is, may be responsible for hiding 
the constitutional nonlinearity in economic historical series and that, using new 
statistical methods, it is possible to detect or to conjecture the presence of non- 
determined nonlinear structures in the economy. As previously stated, those 
conclusions are nevertheless nothing more than prudent approximations, since 
the methods are still embryonic and the quality of data is beyond what would 
make possible a definitive proof.

This study of nonlinear relations involves severe difficulties. Models defined 
in that framework are generally impossible to solve, equilibria are multiple and 
non determined, the exhaustive quantification and parametrization is in general 
impossible or inadequate. This is why many scientists still prefer the linear 
models and traditional statistics, whereas others adopt a total agnosticism, but 
both attitudes are unwise: positivism will not resurrect to give the answers it 
could not know, nor should science live in a Disneyland where ail fantasy is 
welcom e. A nalytical rigour depends on the realism o f prem ises and 
methodologies, just as the progress o f knowledge depends on the capacity to 
explain and understand reality. From this point o f view, complexity is not a 
dead-end but an open door: science will not be unsafer than before, and will 
eventually be able to progress.

The analytical condition for the study of complex relations in the history of 
capitalism is the concrete investigation on the switch o f regimes, the structural 
mutations and the evolution of the economies as an indecomposable process 
which must be explained in its organic totality, with the recourse to nonlinear 
modelling and statistics.

V.

A large space was until now devoted to the discussion of the characteristics of 
models of cycles and namely to their ability to explain, to simulate or to represent 
the historical series. These results can now be summarized, and three criteria 
arc indicated as the building-blocks for a new generation of models rejecting 
the rocking-horse metaphor:

a. The principle o f simplicity: the formal model defined in analogy to a 
theory is bounded to a local dimension.

The formal model explores the plausibility of one specific set o f hypotheses,
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arguing about its internal coherence in relation to reality. But the nature of the 
relation between the theory, which is a specific set of causal relations claiming 
to explain reality, and the model, its formal representation, is o f the same type 
as that between the theory itself and reality: it is a metaphorical representation, 
a narrative which is not generally demonstrative by itself; it is always necessary 
to check the hypotheses directly against evidence. As a consequence, the for
mal model and its empirical confirmation cannot prove a theory, given that not 
all the subsets of the theory arc controlled, just like its refutation cannot infirm 
it, since a supplementary hypothesis may always avoid the negative test, as 
stated by the Duhem-Quine thesis.

The model can therefore be assessed according to its logical structure, to the 
realism of its assumptions and to their empirical corroboration: those criteria are 
indeed indistinguishable, and this is why instrumentalism, dominant in economics, 
must be rejected. Furthermore, the realism of the premises and the logical 
construction of the argument impose a severe restriction on the metaphorization: 
it must be local, since it can only represent a limited set of relations. Finally, the 
narrative nature of the theoretical argument and realism in science do not collide, 
since narration is about observable and understandable exterior reality, and the 
working o f the theory is concentrated and depends on its fit to reality.

The principle of simplicity defines the epistemological condition for 
modelling.

h The principle o f  organization: the formal model cannot represent more 
than one in a hierarchy of distinctive levels in the theory, each 
corresponding to a specific structure of determination and to a precise 
manifold of variables.

As a consequence o f the principle o f simplicity, no theory about reality can be 
exhaustively represented by a formal model. And since the model does not 
define the theory, the converse being true, the dominant method of construction 
of a new theory through the logical development o f a model, as established 
within the strict discipline of the neoclassical paradigm, is irrelevant.

The existence of a hierarchy o f causal determinations blurs the stability of 
the distinction between endogenous and exogenous variables and supposes the 
semi-autonomy o f some central variables —  as the counter-tendencies in the 
fall o f the rate of profit in Marx, the ‘psychological schedules’ in Keynes, the 
concept of innovation in Schumpeter, the ‘intermediary levels’ in Mandel, the 
connection between the techno-economic and thesocio-institutkmal sub-systems 
in Freeman and Pérez, the structure of accumulation in Gordon or the modes of 
regulation in the Regulationist school —  which represent and indeed drive the 
organicity o f the system. This organic nature may only be represented by 
nonlinear relations, since the observed phenomena of dynamic coupling of 
events and of positive feedbacks, including increasing returns in economic
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evolution, are not generally admissible in a linear system. As a consequence, 
uncertainty is a natural and permanent consequence of nonlinear and multi
level determination. Moreover, the organic nature o f the system and o f the 
theory accounting for it impose a realist definition not only of the assumptions 
—  as in the principle of simplicity —  but also of the methods to analyse the 
object of the inquiry: given that the trend and the cycle cannot be meaningfully 
separated, no model of cycles is relevant that does not consider the inter
relatedness of these dimensions of the evolutionary process.

The principle of organization defines the ontological condition for 
modelling.

c. The principle o f  historical determination: the realism of the theory to be
represented by a formal analogy is inseparable from its historicity.

The principle of organization restricts the models to one of the levels of the 
theory, and the principle of simplicity restricts the models to local approximations 
within that level. The principle of historical determination adds now two more 
general syntactic rules. First, it indicates that time irreversibility is a general feature 
of evolution, and (hat the theory must conform to it: time is not a parameter or a 
coordinate in a space representation, nor is it a simple exogenous factor, it is instead 
a building factor in complexity. Economic development and morphogenesis occur 
in time, and this is why indeterminism and uncertainty become crucial in social 
evolution and why disequilibrium is pervasive and creative. Models of certainty 
and of equilibrium are irrelevant forevolutionary economics.

Second, it indicates that the hierarchy of the theory is not an impediment to 
a comprehensive causal explanation, since the historical characteristic of the 
theory itself represents evolution and metaphorizes complexity. From that point 
of view, the function of the models becomes clear: they generate hypotheses, 
inspect their logical plausibility and redefine the conjectures inside the theory. 
On the other hand, since all empirical confirmation of formal models in social 
sciences is historical by nature, there is always a source of independent and 
external confrontation of these new hypotheses with reality, and realism is once 
again fully compatible with the conjectural metaphorization of models.

The principle of historical determination defines the heuristic condition for 
modelling.

VI.

Throughout this book, I have tried to define the epistemological, theoretical, 
analytic and historical conditions for the development o f the research program 
concerning development and fluctuations. I did not adopt as a starting point the 
need to prove the existence of those short cycles or long waves and tides, or to 
confirm hypotheses about their behaviour; yet, the theme is sufficiently polemic
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within the profession that one cannot have the right to consider the matter 
settled. But two major reasons argue for such a choice.

First, it is sufficient to admit that modem economies have experienced distinct 
historical phases, and furthermore that there are explainable processes of 
economic and social mutation that transform the institutional organization, the 
technological frontiers or the dimension of the capitalist system itself. On the 
other hand, the traditional forms of legitimization of theories and models are so 
dependent on the normal science of the last one hundred and twenty years that 
one must suspect the requirements that impose on a conjecture the need to find 
statistical evidence of a steady state, of well-behaved random shocks or of battalions 
of endogenous and exogenous variables disciplined to the functional relations as a 
priori defined. In short, what is at stake is this acceptance of the Chinese Box 
strategy, adding successive layers of representation of reality in the formal models 
on the assumption that the whole is just the sum of these simple parts.

The non-identification of these distinct phases of development and its 
irregularities is at least as enigmatic as the lack of direct statistical evidence of 
their existence from the tests, since the economists and historians recognize 
both these great systemic crises and that the map of the economies changed 
during and after those events. It is therefore possible to conjecture that, as proven 
for some specific statistical methods, the mistrust of the profession in relation 
to this historical vision derives essentially from defective questions and from 
methods which provide right answers to the wrong questions A statistical 
argument was provided for this point.

Second, in spite of its advances, the general state of the study o f cycles is 
that of great heterogeneity, of lack of clarity about tools and objectives, of 
significative influence of orthodox economics, of epistemological paradoxes. 
A prior work of clarification and synthesis is needed and indeed unavoidable.

As a consequence, it is necessary to draw new avenues for future research, in 
particular in these two fields which appear as more promising and more demanding : 
the modelling of the second generation of indeterminism, the concrete study of 
complex dynamics, and historical inquiry, the complex study of concrete realities. 
An evolutionary synthesis is still not on the horizon, but the accumulation of signs 
of the crisis of positivism in economics in the last dozen years and the development 
of new statistical and historical methods tend to reinforce the project.

The deep roots of the problem were identified many years ago, namely by 
Maxwell, who noted those ‘other classes o f phenomena which are more 
complicated, and in which cases of instability occur, the number of such cases 
increasing, in an exceedingly rapid manner, as the number of variables increases’ 
(Maxwell, 1876:442), And Poincaré was certainly right when he stated that:

observation reveals to us every day new phenomena; they must long await their
place and sometimes, to make one for them, a corner of the edifice must be
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demolished. In the known phenomena themselves, where our crude senses 
showed us uniformity, we perceive details from day to day more varied; what we 
believed simple becomes complex, and science appears to advance towards variety 
and complexity, (Poincaré, 1903: 148).

That is precisely what was found by Hurst and then by Mandelbrot: there is 
weather but there is a climate, there is volatility of prices but there is also a 
structure of change. And since large scale evolutionary systems tend to self- 
organize, selecting their selective properties, a study on the interaction of 
morphogenesis and structure is crucial for the understanding o f the large body 
of factors influencing the economies. The recovery of the status o f economics 
as a social science depends on the viability of that new Sozialokonomie.

VII.

Morphogenesis implies two essential features: change and control, that is, rupture 
and continuity. Both coexist and are interdependent and inseparable: the 
onesidedness of the analysis of a single term of that process is indeed responsible 
for most o f the relativist trends in economics, extreme examples of theories of 
continuity being those defined by the general equilibrium paradigm.2

Coordination is the concept that has been previously used in this and other 
texts in order to interpret and to analyse control systems and cohesive functions 
in historical development. Coordination, as a social process subjected to complex 
interactions —  and not equilibrium, which is a state— explains the attractors in 
growth patterns, the weight of social institutions, the relation between the 
economic system and other parts of society. It establishes, from that point of view, 
the condition for the viability of morphogenesis, originally defined at the organismic 
level and then metaphorized to the general evolutionary process of society. In 
other words, coordination explains why disequilibrium processes exist but are 
constrained, why different rhythms are mode-locked and why structural instability 
persist but docs not drive the system towards explosion.

T\jring, celebrated as a forerunner of computer science but ignored as one of 
the first discoverers of complexity, modelled morphogenesis with a very simple 
chemical system of two components diffusing at different rates under random 
shocks: the system attained the ‘onset of instability’ given its auto-catalytic 
properties —  the emergence of a pattern of organization or the concentration of a 
dominant component evidences that in the model it is instability that entails the 
development of the structure (Turing, 1952:37). Order out o f complexity: like in 
Waddington’s models, as noted by Turing, a biological order emerged not only 
from natural selection but also from the dynamic properties of the system.

Of course, there are major differences between those simple chemical and 
organic systems and the social ones. The balance of positive and negative 
feedbacks in ecological niches, the canalization of development, the selection
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of the spaces of viability and o f stability are mainly driven by naturally 
coordinated processes, while in economies and in societies there is combination 
of natural processes and o f conscious choice and purposeful action. In this sense, 
social coordination may be defined as the working of two related sets of variables: 
(i) the technological, economic, political, institutional and cultural sub-systems; 
and (ii) the semi-autonomous variables connecting those sub-systems.

VIII.

Real societies and economies, like the other dissipative structures, have the property 
of self-organization. This recognition has two major implications. First, since the 
explosion o f the myth of reversibility o f time, it emphasizes the importance of 
history and asks for another form of investigation other than that based on arti
ficial models designed for exhibiting the aesthetic qualities of equilibrium. Second, 
it asks for a political economy, in the classic sense of the words, given that self- 
organization entails coordination, which is the relation of power.

A long way has been travelled since the first days of the Newtonian universal 
laws of organized simplicity. With Boltzmann, disorganized complexity was 
formalized: with the Central Limit Theorem, statistics based its techniques on the 
assumption that simplicity was created from complexity. What is now suggested is 
major paradigmatic change: complexity is irreducible to simplicity; complexity and 
order out o f equilibrium account for evolution.

Several processes of coordination were discussed throughout this book. In 
evolutionist biology, some of the more obvious examples are the social selection 
of anti-selective processes, the ‘reversive Darwinist’ effect* of Tort, or the 
elimination by natural selection o f the more unstable species, in order to increase 
ecological stability. Kauffman, rejecting the idea that natural selection be the 
only process for the creation of biological order, or that the organism be a purely 
random and ad hoc ensemble of cells, conceives o f forms o f group selection 
and complex dynamics on the edge o f chaos, which would explain the creation 
and the forms of life. This follows Waddington, who suggested a double process 
o f organismic and population selection:

Natural Selection keeps complex genetic systems within the dynamic range 
between freedom and fixity in which alone significant evolution can take place, 
and so explains a deep property of living things that might well be called 
‘evolvability’. (Depcw and Weber, 1996: 21)

These concepts are Darwinian and yet defy the established neo-Darwinist and 
Weissmannian central dogma: the Darwinian micro evolution is coupled with 
the dynamic properties of self-organized systems (Bak, 1996: 129), evolving at 
the edge of chaos (Kauffman, 1995: 15).

In economics, the coordination processes were discussed since the classic
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authors and, above all, since the marginalist revolution and the very definition 
of the equilibrium program (the ‘invisible hand’, the tâtonnement process and 
the lake metaphor): general equilibrium was in economics the first influential 
formalization of a coordination process. A great part of the impressive intellectual 
resources at the service of this paradigm was dedicated to the establishment of the 
conditions o f existence and stability of equilibrium; this simultaneously 
corresponded to a growing abstraction, to the primacy of a relativist epistemology 
and to the progressive axiomatization of the discipline. And it failed.

The concept of organized simplicity, the invisible hand, was doomed to 
misrepresent reality wherever complexity and emergent phenomena occurred. New 
efforts were then addressed to repair the pitfalls of the axioms of equilibrium, 
certainty and rationality, namely those defined in the framework of game theory 
and in particular the concept of a Nash equilibrium. Nevertheless, if there are 
several agents with alternative strategies, there is in that model no guarantee of 
convergence to a single equilibrium attractor, and if there is some disturbance the 
new trajectory of the system is not a priori predictable. The results were 
disproportional to the effort and some of the leaders of the project have taken since 
then their distance or even openly criticized the failure of the entire program.

Coordination must be explained as a larger process than the one of general 
equilibrium: Schumpeter defined the dynamics of capitalism as the outcome of 
the special function of the entrepreneur, which creates disequilibrium. Of course, 
the historical growth of State regulations and intervention may be interpreted 
as the expression of the necessity of coordinating societies and economies which 
grow always more complex and unpredictable. Coordination is meaningless 
without coevolution.

I X .

For decades, coordination has been identified with general equilibrium. This is 
understandable, since the neoclassical paradigm assumed from the beginning 
that such processes dominated the economies and, moreover, that they were 
representable by the axioms o f existence, uniqueness and convergence to 
equilibrium. Coordination, acting through the auctioneer, the price system and 
its mode of circulation of information, was defined as extremely simple, 
automatic and efficient3 and it became the basis for a comprehensive vision of 
the world and of human action. Indeed, the impulse-propagation model was so 
powerful and successful because it incorporated and extended those concepts, it 
domesticated the stochastic variables emerging from quantum revolution and made 
possible empirical corroboration and prediction: business cycle analysis could not 
ask for more. Again, it modelled coordination as the equilibrating mechanism, 
Frisch dampening the Slutsky’s shocks. But soon coordination became just a logical 
game for orthodox economics, and the abandonment of the econometric program
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for structural estimation and the consequent adhesion to Bourbakism drove 
economics to the heights of axiomatization and to the pleasures of instrumentalism.

One o f the exceptions and one of the more interesting and contradictory 
figures of this period to be involved in the debate about coordination was 
Hayek. Hayek evolved from a traditional general equilibrium position, namely in 
his mode! o f cycles, to the idea of ‘spontaneous order’: these two versions of 
the coordination problem were clearly opposed, to the point that some 
researchers describe these phases as ‘Hayek I’ and ‘H ayekIF. For the first, the 
market mechanism was necessary and sufficient for coordination, since it 
established the perfect price information in a perfectly atomistic society: the 
markets were consequently supposed to be efficient, and the business cycles 
were due to errors of monetary overinvestment, exogenous disturbances to be 
withered away by the price system. But, disillusioned with general equilibrium, 
Hayek abandoned business cycle analysis by the end of the thirties.

Hayek, as noted in the previous debate on the incorporation o f the physical 
metaphor, was rather critical of the ‘scientist* bias in economics, which amounted 
to the illegitimate transposition of the concepts of optimization of energy and 
of equilibrium obtained in laboratory experiments to the economic theories, 
and alternatively defended organic metaphors in order to account for social 
phenomena. So, his market efficiency was not obtained by the traditional 
mechanical properties but by an extreme assumption about rationality and 
methodological individualism. Hayek II, on the other hand, emphasized the 
rules of conduct mutually imposed as the viable form of coordination, and 
equilibrium was therefore proxied by the market process, although it was never 
really attained: those ‘spontaneous ordering forces’ (Hayek, 1974: 34) were 
part of the social organism, as the ‘spontaneous interplay o f the actions of 
individuals’ in an 'organism in which every part performs a necessary function 
for the continuance of the whole, without any human mind having devised it’ 
(Hayck, 1933: 130-1). In this framework, short-term equilibrium was a fiction 
abstracting from time (Hayek, 1928: 161-2), had ‘no definite meaning’ and ‘these 
attempts to give the equilibrium concept a realistic interpretation (the legitimacy 
of which remains in any case somewhat doubtful) have deprived us of an at least 
equally important use, which the concept will serve if we frankly recognise its 
purely fictitious character’ (Hayek, 1941:21). In the long terni, equilibrium could 
eventually be defined as some centre of gravitation, but for practical purposes, this 
implies the existence of a concrete coordination process without equilibrium since 
the state of information is in permanent change (Garrctscn, 1992: 83-4).

In his last works, Hayek virtually abandoned economics and concentrated 
in the development of his philosophical views, arguing for the metaphor of 
natural selection: society evolved through the competition o f distinct groups, 
struggling to impose their own rules —  spontaneous order was the emergent 
property of this structure where complexity dominated societal evolution and
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X L

The importance of the metaphoric inspiration by organic models and their 
superiority in relation to mechanistic alternatives can be assessed in this 
framework: selection and mutation replace equilibrium, the creation of variety 
replaces maximization, dissipation and the coordination of development replaces 
conservation. Self-organization, self-regulation and self-augmenting features 
are part of this autopoietic system: disequilibrium and coordination are two parts 
of the same reality —  as Hegel wrote, becoming is the truth of being.

Coordination and complexity explain simultaneously the short cycles and the 
long waves or stages of capitalist development —  that is, self-organization —  and 
the characteristics of unpredictability of the same economic processes. Indeed, all 
societies have material and social limits at every moment of their evolution: 
complexity does not imply dispersed trajectories in the direction of all azimuths in 
the horizon. On the contrary, we are dealing with processes which are 
indeterministic, but which are also subject to constraints, given by the past, by 
material and factor endowment and by the characteristics of the forces influencing 
power and coordinating the society. In that case, stability is configurable through 
well defined institutions for each historical period: the dominant techno-economic 
paradigm may be represented by an attractor selecting a large band of cyclical 
processes and coordinating those orbits —  that is known in economics as the life 
cycles of the motive industries, as the constellations of radical innovations, or still 
may be represented as the evolution of social institutions, including labour 
organizations, forms of conflict or the cultures which define any society.

Moreover, evolution is the creation of variety and novelty, and a fortiori no 
fixed attractor or strict unchangeable mechanism can represent that process. 
Irregular waves exist, which cannot be studied under the diktat o f the ceteris 
paribus conditions: time is turbulence. The cycle theories tried to encapsulate 
these phenomena under deterministic equilibrating representations, and then 
some exogenous noise was added for the sake of the quality of the simulation; 
they failed to produce either logical explanations or coherent descriptions.

Alternatively, nonlinear complex models address theduality of dynamic stability 
(around the attractors, in a region bounded by the availability of material resources, 
labour or technological capacities) of systems which are nevertheless structurally 
unstable (inducing switches of regimes from changes in the structure). Some cen
tral features of real economies are correctly metaphorized by these evolutionary 
models: capitalism is unstable and contradictory, but it controls its process of 
accumulation and reproduction. Even more, critical instability generates new 
developments and new phases of dynamic stability: this morphogenetic feature is 
the peculiar strength of capitalism that fascinated Schumpeter and was so vividly 
described in Marx's and Engels’s Communist Manifesto as the program of 
modernity, ‘all that is solid melts into air’.
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Equilibrium represented evolution by unilaterally stressing the role of 
coordination and metaphysically postulating convergence and stability, ignoring 
the constructive role of time; it addressed a real problem, but it was unable to 
solve it. The deficiency of the general equilibrium paradigm becomes obvious 
when one verifies its radical inconsistency with history and evolution.

The historical and social processes are unstable, and that is the paradoxical 
and fascinating characteristic which attracted so much attention and investment 
for deciphering the riddle:6 why are economies sensitive to the initial conditions, 
that is, how are they historically determined, and why do these processes not 
explode, that is, how are they coordinated? Some answers are known by now, in 
spite o f the confusions generated for a long time by the notion of mechanical 
equilibrium: there are strange attractors and emergent phenomena in the 
coevolutionary process of the economies. Economics lived for a long period an 
equivocal affair with the concept of equilibrium, against which the forerunners 
of the marginalist revolution, in particular Walras, were alerted in vain by Poincaré 
and afterwards by Vol terra: equilibrium describes laboratory situations of one or 
two dimensional attractors, but these experimental conditions are not reproducible 
and are indeed inconceivable in real economies. Furthermore, if three or more 
interdependent oscillators are related, chaos will generally emerge.

Coordination is therefore a more general process in the coevolutionary 
framework which generates complexity. In particular, coordination is the process 
of selection of connectivity (of the values, the architecture and the states of the 
network) so that dynamic stability be maximized: several authors described these 
processes as being at the edge of chaos, but none of these definitions is very 
rigorous, given that chaos describes geometrical fixed objects into fixed phase 
spaces, and live organ is ms or societies are endowed with other properties of change 
and intentionally. On the other hand, the concept of deterministic chaos is not 
satisfactory for social systems, since there are facts and factors outside the control 
of the system —  however defined it may be —  which should be considered 
external and non-determined, Nor is the notion of the edge of chaos well-defined, 
since the frontiers between the states of pure randomness and pure stasis are not 
clear (Mirowski, 1996: 15-6) and complexity as a general class of phenomena 
must include both. But the new paradigm is already a major step forward, since it 
destroys the traditional orthodox concepts, reinstates history, and restablishes the 
function of science: to explain and to understand, to formulate and to correct 
hypotheses and conjectures, to learn. Economics does not achieve the status of a 
science through its claims on equilibrium, rationality and perfect determinism: 
instead, what is to be found in open and evolutionary systems is disequilibrium 
and turbulence, nonlinearities and non-convexities, bounded rationality and 
purposeful or institutional action. Complexity cannot be reduced to simplicity.

The lack of a deterministic, complete and definitive knowledge is felt by 
many to be a loss, in the context o f the shipwreck of positivism. This book has
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argued precisely the reverse: such an evolution o f economic science, now in 
more turbulent waters, simply brings it back to the investigation o f reality. 
Nothing is lost and everything is transformed, since that is the condition o f the 
world: stable and mutant, unstable and structural, an indeterministic world of 
which the scientist is a part. Combining history and analytical techniques, 
narrative and formal rigour, the task of science is not lessened: ignorant is that 
certainty about certainty, whereas the wisdom which knows that it only knows 
something is wiser than that which claims to be able to know everything.

Notes of the Conclusion
1 Frisch, Ihe hero of the story told in Pari TVvo, and one of the founding fathers of the 

econometric program, the first Nobel winner in economics with Tinbergen, was also one 
of the first and more lucid scientists to suspect and distance himself from the failures of 
the structurât estimation program and of Bourbakist axiomatization. This topic is a 
current theme of research for the author,

2 See this new example of the contradictions of the assumption of rationality: ‘Why is it 
that human subjects in the laboratory violate the canons of rational choice when tested 
as isolated individuals, but in the social context of exchange institutions serve up decisions 
(hat arc consistent (as (hough by magic) with predictive models based on individual 
rationality?’ (Smith, 1991: 894). Vernon Smith, who leads the program of experimental 
economics, designed to repair the averages of the rationality postulate, is right to call 
for the spell of magic to save the general equilibrium. A somewhat more secular explanation 
would indicate that institutional or social processes operate in order to coordinate 
decisions and to avoid extreme tensions and ruptures in the social process,

3 Of course, the coordination problem is addressed by neoclassical economists and indeed it is 
a central feature of their theories, since it is incorporated in the main assumptions of the 
paradigm. But it is a hidden assumption, since coordination is considered to be simultaneously 
the outcom e o f  competition —• as slated by Mande Yi lie’s Fable of the Bees, or by Say’s Law 
— and also the very nature o f  the com petition ~— since the representative agent, whose 
maximization behaviour is the paradigm of rationality, spontaneously acts in order to 
coordinate the market. Some neoclassical authors, of course, were fully aware that such 
simplistic description of reality could not he kept if the assumptions were to be changed: 
as Marshall indicated, if any historical perspective — a long term vision — is adopted 
instead of the short term perspective, then positive and negative feedbacks imply 
nonlincarities (for instance, increasing returns) and coordination would no more 
correspond to equilibrium and stability.

4 One of the attempts to do so was, of course, that of Ronald Coase, who since 1937 identified 
the costs of coordination and information: the costs of investigation, of negotiation, the costs 
of the conclusion of contracts or of the surveillance of contracts. Only imposing implausible 
restrictions on those processes can general equilibrium be maintained.

5 Contradictorily, the inspiration for the early neoclassical were extremely centralized 
markets, where coordination was an obvious feature imposed by regulations and restrictions: 
for Walras, the model was the Parisian Stock Exchange; at the same lime, Edgeworth 
conceived of a market where re-contracts were immediate, since all the agents were at 
the same place or at least connected by phone (Witt, 1985: 575-6 n.),

6 Just as in the forties Alfred Cowles financed a research project, driven by the Commission 
with his name, in order to obtain better predictors for the financial markets, so in the eighties 
John Reed, of Citicorp, financed the Santa F6 Institute in order to obtain the same type of 
knowledge about financial evolution: the striking parallel was pointed out by Arrow, who 
participated in both projects.
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PART FOUR

Dr. Pangloss Hunted by the Snarks

They sought it with thimbles, they sought it with care, 
They pursued it with forks and hope;
They threatened its life with a railway share;
They charmed it with smiles and soap.

They Shuddered to think that the chase might fail.
And the Beaver, excited at last,
Went bounding along on the dp of its tail,
For the daylight was nearly past.

“There is a Thingumbob shouting?’’ the Bellman said. 
“He is shouting like mad, only hark!
He is waving his hands, he is wagging his head,
He has certainly found a Snark!”

Lewis Carroll, The Hunting of the Snark



17. Introduction to Part Four: 
Turbulence Again

The previous chapters discussed the traditional methods for the study of the 
phenomena o f cycle and growth, and considered in particular Keynes’s and 
Schumpeter’s critiques o f those methods. The current Part Four deals in more 
detail with some of the assumptions and the elementary methods of traditional 
statistics and econometrics, which have been for a long period the basis of the 
am bitious and cherished research program responsible for important 
developments in the discipline. Their assumptions and implications are 
discussed, as well as the change of mood which is by now obvious: these 
statistical methods have been submitted to general criticism by some o f its 
most distinguished and disenchanted practitioners or theoreticians (forexample, 
Leontief, 1971; Arrow, 1984; Solow, 1988; Hutchison, 1992). Their arguments 
echo, several decades afterwards, the points made by Keynes in his polemics with 
Tinbergen, in spite of the fact that most o f them defended the gates of the citadel 
from the day Keynes trumpeted his critique: the econometric applications are 
generally not based upon realistic assumptions, they support excessive conclusions, 
they are referred to opaque theories and ad hoc models and finally the pretension 
of axiomatic neutrality and objectivity o f statistical methods is empty.

The large place o f mathematical and statistical methods in economics is, of 
course, an old and necessary characteristic o f the discipline. It is derived from 
its accounting function and reached a new stage given the success of the physical 
metaphor which defined the marginalist revolution and, later on, o f the second 
resurrection of economics under the spell o f the rocking horse. Frisch,Tinbergen, 
Koopmans, Haavelmo, the brilliant economists and physicists dedicated to the 
econometric program were responsible for a new generation of problems, of 
methods and of solutions. But they could not avoid a labyrinth of difficulties, 
since their method required a double decomposition between trend of growth 
and the cycle, and between impulse and propagation in the cycle, and the 
founding fathers of econometrics wisely maintained their reservations about 
the positivist requirement of an exclusive and exhaustive representation o f so
cial phenomena with mathematical symbolism. Such an appeal and those 
precautions were clearly expressed in the first issue of Economelrica, both by
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Frisch in the editorial and by Schumpeter in the following paper, ‘The Common 
Sense of Econometrics’: ‘Nothing is farther from our minds than any acrimonious 
belief in the exclusive excellence of mathematical methods, or any wish to belittle 
the work of historians, sociologists and so on* (Schumpeter, 1933: 5).

Some years after these warnings, Schumpeter defended the historical methods 
against the Cowles Commission advocates at the 1949 Conference organized by 
the NBER. By that time, as the econometric program was already much developed, 
his arguments were strongly contradicted and largely ignored and, given that he 
was not fully aware of the modem mathematical tools of the profession, Schumpeter 
was indeed accused of defending the historical method because of ignorance of 
more sophisticated instruments. The present chapters argue that, notwithstanding 
that justification, the utilization of historical insights in economic research is not 
only the possible last recourse for those mathematically deficient, but it is rather 
one of the very foundations of economics as a science and is therefore imposed to 
any competent mathematical treatment of economic data. It can be used because 
of ignorance of other methods, but it must be used because of sound wisdom. The 
historical methods are necessary simply because any economic explanation is 
devoid of sense without it: even if the technicalities of laboratory physics were 
fully applicable, still remains the certainty that 'Fluid dynamics do not depend on 
who is the Chairman of the Federal Reserve’, as Brock, Hsieh and LeBaron put it 
(1991:24); historical insights are necessary in order to direct the statistical research.

It is nevertheless well known that the historical approach was defeated at the 
1949 Conference and thereafter was relegated to a separate and minor province in 
economic thought, and most of economic faculties are today reduced to departments 
of applied mathematics. But economics is consequently reduced in scope, since 
the science is submitted to the ml es of the secondary subject, of the available 
physical metaphor: so it was while the general equilibrium paradigm maintained 
the static approach and the methods of maximization over a conserved field, or 
when the core concepts of the quantum revolution were introduced in economics.

That was the decisive contribution of Frisch, the introduction of the probabilistic 
approach in economics. With the rocking-horse model, he departed from the 
traditional equilibrium models, since two modes of oscillation were considered: 
the impulse and the propagation systems, the first creating the oscillation and maintaining 
its amplitude, the second one dampening the movement and establishing its regularity 
—  the point of mechanic rest was replaced by a mechanism of equilibration. Of 
course, this completely depends on the assumption of the independence of the 
oscillators: if instead some oscillators are coupled (for example, by path- 
dependence), then turbulence is the probable outcome of the action of the system.

A very brief sketch of some of the debates about the econometric assumptions 
and methods is presented in Chapter 18.The purpose is to indicate the outstanding 
enigma: why do not the econometric methods detect the fluctuations and the distinct 
periods of economic evolution that the historians claim to exist —  and why do
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they fail to do so, in spite of the rocking horse being just conceived of to study the 
cycles? In fact, traditional methods cannot but ignore the complex nature of 
economic series and, as a consequence, their spurious conclusions are imposed 
by the methods themselves and not necessarily by the structure of the real data.

But if statistical inference is suspect, will economics turn back to the pre
classic form of accountancy and lose all its modelling, explanatory and normative 
capacities?The answer is categorically no. New statistical tools and old historical 
methods can be combined in the evolutionary paradigm. Indeed, the next chapters 
present relevant cases for that argument: distinct methods are used in order to 
identify complexity in concrete scries and to challenge the orthodox procedures. 
A simulation is generated by a nonlinear model and its series is studied with the 
help of some traditional methods, which are unable to discriminate the real 
nature of the data and therefore confidently accept the wrong hypotheses of the 
rocking horse: in that framework, the cycles are created by randomly distributed 
exogenous impulses impinging on a stabilizing propagation structure of the 
economy, which can be approximated by a linear specification. This view is 
strongly refuted and it is proved that if the cycles are generated by a complex 
nonlinear structure, then the standard methods and their conclusions arc 
irrelevant and new tools are required to inspect the economies.

Some of these statistical tools are used in this part. One is taken from hydrology, 
and was used to identify the structure of a long series —  the levels of the Nile —  
which apparently behaves according to the Gaussian law, but which really includes 
some hidden structures. Another is a non-parametric method recently developed 
by some economists studying chaos, and is used in order to detect one of the 
possible reasons for the confmuation of the mistaken hypothesis of linearity: the 
aggregation procedure generally used in economic measuring. Thus, two main possible 
sources of error are identified: the standard methods and the traditional ways of measuring 
the data. Tlie pervasiveness of both procedures can explain the noticeable and strategic 
importance of the self-confirming hypothesis of linearity of the functional relations 
describing the relevant variables of the system; indeed, linearity and aggregation 
and inter-dependent and mutually reinforcing. Excluding interaction and 
complexity, these heroic assumptions are decisive building blocks of the mainstream 
epistemology in economics: time is conceived of as a continuation of space, 
dynamics collapses into statics and the general equilibrium paradigm is reaffirmed.

The hypothesis o f complex relations in the reality of economic historical 
series is both more realist and more fruitful for applied research, since it 
establishes an alternative program avoiding some of the major flaws of the 
rocking horse, namely the attribution of causality to the additivity of elementary 
and independent factors, or the epistemic distinction between growth and cycle. 
Yet, this critical argument is not new: it goes back under distinct forms to Smith, 
Marx, Veblen, Kondratiev, Schumpeter, Keynes and so many others before the 
conceptualization of complexity or turbulence could even be thought about.



18. Uneasy Feelings

The history o f econometrics could be written from the standpoint of the 
presidential addresses at the annual meetings of the American Economists 
Association. But the historian indulging in such a project would certainly be 
distressed by the shocking testimonies, in spite of the authority of the words 
and of the respect of the entire profession in relation to the respective presidents 
of the AEA. Although most of those were simultaneously members of the 
Econometric Society and leading practitioners of the statistical methods, several 
of the recent speeches were strongly opposed either to the general trends of 
abstract formalization in disdain of realist assumptions or to the excessive and 
implausible conclusions drawn from limited statistical inference.

Leontief’s 1970 address was one o f those assaults upon the ‘palpable 
inadequacy of the scientific means’ for solving practical problems, leading to 
an ‘uneasy feeling about the present state of our discipline’ (Lcontief, 1971:6). 
The balance sheet was sharp: ‘Uncritical enthusiasm for mathematical 
formulation tends often to conceal the ephemeral substantive content of the 
argument behind the formidable front of algebraic signs.... In no other field of 
empirical inquiry has so massive and sophisticated a statistical machinery been 
used with such indifferent results’ (ibid.). Shortly afterwards, Arrow’s presidential 
address praised the ‘rich formal development’ of the general equilibrium paradigm, 
but recognized that unemployment and the real history of capitalism are ‘scarcely 
compatible with the neoclassical model of market equilibrium’ (Arrow, 1984:154), 
and this theme has been repeated by the author ever since. Gordon had taken the 
same stance in his presidential address of 1976. In his presidential address in 1990, 
Debreu defended the achievements of econometrics arguing that they have been 
‘one of the prime movers in the transformation of our field’, but still recognized 
their ‘esoteric character’ (Debreu, 1991:2).

Simultaneously, Friedman rejected the new waves of formalism propelled 
by the general use of computers and simulations, since the economists are 
induced 'by the computer revolution to carry reliance on mathematics and 
econometrics beyond the point of vanishing returns.... More recently, the easiest 
way to avoid perishing by not publishing is to access an existing data base, 
download a batch of data to your computer and put the data through the
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econometric wringler’ (Friedman, 1991: 35-6). Hahn called for a return to 
Marshallian ‘biology’ and to historical and sociological methods for the 
reorientation of economics (Hahn, 1991: 47-50). And so did many others, but 
the lock-in of the trajectory of the mainstream prevented any major impact of 
these expressions o f uneasy feelings.

Obviously, something is rotten in economics.

18.1. The Panda Principle

Economics benefited from two types of resources from statistics: the methods 
defined in astronomy, namely the deterministic models and their errors of 
measurement, and the methods imported from biology, where observations are 
time dependent but eventually not unique and sampling techniques from large 
populations were developed. By the end of last century, economists were not 
only able to understand and to use those methods but also to improve and to 
adapt them: Jevons, Edgeworth, Slutsky were responsible for important 
developments in statistical inference and yet, although all of them were also 
major contributors to the definition o f the neoclassical program, they did not 
attempt to transport the statistical and probabilistic theories to economics. 
Paradoxically, determinism came to dominate economic statistics, and that was 
not alien to the deep conviction of Jevons, one of the most influential scientist 
in the field, that the Laplacean theory was accurate and essential —  a conviction 
he shared with many others.

The econometric revolution of the thirties introduced a gigantic change: the 
economic events were defined as mimicking the laboratory environment, where 
stimuli and response are controlled and repeated in order to get samples of series 
as the basis for inductive conclusions and tests of theories. The pendulum metaphor, 
or the simplest version of the rocking horse, dominated these years of high theory.

18.1. A. Correlation and causality
The notion o f correlation was created by the French naturalists of the eighteenth 
century and was then appropriated by the British biometricians during the 
following century, who used it for confirmât ion of laws in experimental sciences. 
Pearson1 generalized the concept for statistical inference, under the typical form: 
the variation o f  Y is due to the variation ofX  (Veuille, 1987: 45-6); so did Yule2 
(1897, 1899, Gutsatz, 1987: 72). Irving Fisher was one of the first economists 
to use the notion, for the analysis of the relation between trade and prices for 
1915-23; he concluded that the cycle was a mere artifact, a ‘dance of the dollar’, 
since no evidence for it existed in the residuals (Fisher, 1925: 181 f.).

The acceptance o f correlation as evidence for a causal relation implies, 
nevertheless, the assumption o f several important premises. The first is 
that exogeneity is the necessary condition for causality but, since the
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functional relation docs not unambiguously define the direction o f those 
stimuli, and since the operation o f correlation is reversible a new condition 
must be added. In that case, the adequacy o f  the relation must be established 
by further constraints and the causal ordering must be a priori defined. 
Furthermore, exogeneity o f one variable requires its permanent and com 
plete statistical independence from all disturbances o f the system , as 
Haaveimo and Koopmans claimed (Christ, 1994: 37; Aldrich, 1989: 30-1 ). 
This is why correlationist causality requires the preliminary selection of 
variables by a criterion defining exogeneity, and consequently the whole 
operation amounts to a sophisticated version of the post hoc, ergo propter hoc 
syllogism (Sims in Gordon and Veitch, 1986:282; Gutsatz, 1987: 83).

The second requirement is the acceptance of simple inductive inference, 
but the method is neither general nor demonstrative, namely because of the 
oblique transfer. This is why Keynes rejected the general implications of the 
inductive logic, since he could not accept Laplace’s or Poisson’s interrelation  
of the law of large numbers, according to which the increasing number of 
instances increases the stability of the inductive demonstration (TP: 368) —  
more on it in the next chapter. Third, correlationist proof requires a reducible, 
atomistic and stable system, excluding the notion o f organic complexity since 
this includes non-definable relations and non-quantifiable probabilities. The 
social relations described by the theory and its model must be exhaustively 
com putable, unidirectional, elementary and structurally permanent, if  
correlationist causality is meaningful: they must be ‘legal atoms' subordinated 
to the principle of limited independent variety.

The limits o f these assumptions were immediately evident to many 
researchers.3 Thus, the development of statistical inference proceeded through 
regression analysis, based upon weaker claims about causality and allowing for 
other technical improvements: the most important was the ambitious program 
of the Cowles Commission for the conception of structural estimation, in order 
to solve the difficulties previously found in Tinbergen’s research on business 
cycle models and in the early work on the simultaneous determination of demand 
and supply. The Cowles research program assumed a linear representation, the 
existence o f observable systematic variables, that it was possible to know 
beforehand the list o f exogenous variables, that disturbances could be 
approximated by normally distributed random variables and essentially that 
(he system was dynamically stable (Christ, 1994:48). Under those conditions, 
a concrete economic problem could be represented by a system ofsimultaneous 
equations explaining how the dependent variables were determined by the 
stable parameters, the exogenous and the predetermined variables and the 
well behaved shocks. In this sense, the Cowles program introduced and 
generalized the stochastic approach in economics and was the main driving 
force behind the econometric revolution o f the thirties and the forties.
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Hence, the rocking horse was transformed in a model of solution and in a 
privileged mode of theorizing about a typical economic problem: the structure 
of the impulses made possible the statistical inference, the mechanism was 
represented by the system of equations, simultaneity accounted for the time 
dimension and, moreover, the scope of the system was virtually infinite since 
all explicit and omitted variables were represented in the rocking of the horse. 
From that on, explanation concentrated on the horse itself, since the convergence 
to equilibrium was o f course the most relevant of the properties of the theory. 
Yet, the model stands or falls on the acceptance o f the epistemology of the 
double decomposition.

18.1,B, Experimental and organic environments
In this framework, traditional statistical inference depends on two families of 
properties: those of the mechanism which establishes convergence, and those 
of the stimuli which make possible fictionalizing the laboratory environment 
and its sampling conditions, an essential step for the appropriation of the exper
imental methods. The last one has been much criticized in social sciences: the 
analogy between time series and the um, considering that each instance is a 
sample from a random process, has been frequently challenged, given the 
epistemological ambiguity of the concept. In fact, the early debates on the nature 
of the error divided those opinions describing the errors as random unobservable 
variables (errors o f measurement) or as non-systematic and unobservable 
variables (errors to equations, also representing a composite of possible sources); 
if systematic observable (other explicitly omitted variables) and systematic 
unobservable variables (expectations) are added to the picture, the cocktail seems 
too dangerous to swallow. Of course, if all those variables are independent and 
of finite variance, then they can be represented by a single aggregate variable 
and the Central Limit Theorem provides the necessary reassurance about its 
obedience to the Gaussian law.

Nevertheless, three questions remain. Independence may not be sufficient: 
if the aggregate random term in the regression is conceived of as the combined 
effect o f a large number o f  heterogeneous variables and o f eventual 
misspecifications (lag structure errors, truncation errors, aggregation errors, 
omitted variables errors, unknown variables errors, etc.) and if these do not 
conceal each others, the error cannot be represented by a random term (Blatt, 
1983:343). Of course, no econometric model can claim to avoid all of these errors.

The second question is the epistemological contradiction: even if the virtually 
infinite component variables are aggregative under the Theorem, they are 
unambiguously incompatible, since some are described as residuals from the 
model (therefore causally insignificant) and others as (causally significant) 
shocks or innovations. Each interrelation excludes the other and causality is 
only meaningful in the second sense.
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The third question is the implausibility of the urn metaphor and the derived 
randomness concept, since it includes the requirements of repetition of the 
experiment under perfect control and therefore in conditions of time reversibility. 
Yet, none of those requirements is met in economics, and that is why Haavelmo 
suggested the 'as if ’ methodology: economic series should be treated as if they 
were generated from a larger population of virtual series of the same type, for 
the same object and for the same period (the original paper is Haavelmo, 1944; 
for the debate, De Marchi and Gilbert, 1989: 2; Mirowski, 1989d: 229; or, 
supporting Haavetmo's assumption, Darnell and Evans, 1990: 146). But this 
um metaphor implies at least two major conditions that defy logic:

a. Independence o f the observations, which is assumed in the urn (with 
reposition) scheme, cannot be meaningfully assumed in economic series, 
unless the notions o f causal sequence and cumulative evolution are 
abandoned.4

b. The definition o f the procedure as the extraction of the series from a larger 
population, implying that there is an imaginary population of ‘UK GDPs 
for 1801-1988’ and that thecunent series is a representative instance from 
that universe is also implausible.5

The traditional testing strategies are based on the assumptions above indicated, 
namely on the assumption of exhaustivity of quantifiable variables accounting 
for an economic relation. If otherwise qualitative factors are considered, the 
conclusions from those tests are no longer valid or are not general. Furthermore, 
tire ceteris paribus means that there is no possibility to refute the test: the 
Ney man-Pearson test is also inherently unfalsi fiable, since protective hypotheses 
can always account for irregularities —  an atypical sample as well as the 
falsehood of the null can both cause the large value of the t-statistics. And the 
significance of statistical tests is confined to the space of the model, since it 
depends on the specification of variables and of their functional relations; it 
does not make possible an independent inference about reality itself. The tests 
of significance and the tests of hypotheses are rhetoric tools.

The introduction of the stochastic theory into economics, indeed the most 
important contribution o f  Frisch's rocking horse, made p ossib le an 
epistemological revolution in economics, although Frisch expressed doubts and 
differences with Haaveimo’s general approach and subsequent practice.6 It was 
at the origin of the research program of the Cowles Commission; it established 
the dominance of the Econometric Society in the discipline; it is still used in 
most o f  the concrete applications in econom ic statistics. Yet, it is 
epistemologically inconsistent since it requires some form of Newtonian 
atomism, the strict positivist quantification of the relevant economic relations, 
and therefore rejectes both the organic nature of social evolution and the simple
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existence of human choice. It may be argued that this was indeed a major success, 
given that atomism is the other side o f the coin ofWairasian general equilibrium 
and n eoclassical econom ics: the radical program o f m ethodological 
individualism re-enthroned the virtues of laissez faire.

But the program collapsed, not because of the lasting heterodox critiques, 
but because of its own failure to deliver the complete solution to the structural 
estimation problem: by the end o f the forties, the Cowles research program was 
dissolved and most of its mentors adopted an extreme axiomatic approach.

18,2, New problems from ancient times

Leontief accepted the most important of Keynes’s points, the non-homogeneity 
of the series through time, and in that sense he described in 1953 the econometric 
guess-work with a vivid mechanical analogy: the task of the econometrician 
was as if  he or she were told to draw the technical plans of a car motor on the 
basis o f common knowledge of its working, without any other information but 
the noise o f the motor and the indications o f the panel of command. 
Furthermore, added Leontief, in economics we have permanent changes in the 
structure of the motor induced by its own evolution (Leontief, 1966: 60-1).

The hom ogeneity and empirical regularity assumed by traditional 
econometrics, the related assumption of the constancy of parameters, the 
hypothesis o f a large universe of possible outcomes from which the inspected 
sample is obtained, the definition of probability as the limit of relative frequencies 
and the Neyman-Pearson strategy for hypotheses testing, all directly contradict 
Lcontief’s concern about the mechanistic metaphor: if the guess-work is to be 
successful, the motor is supposed never to change. Protesting against the 
excessive claims derived from models with a few dimensions, Leontief suggested 
instead the development of direct analyses.

The profound disanay of the program was noted by some authors who 
rejected the Cowles program: by Sims (criticizing the attempt to identify 
simultaneous equations), by Granger (criticizing simultaneity), by Friedman, 
by Wold (although he later on accepted structural estimation; Epstein, 1987:6). 
But others went farther, challenging some of the decisive assumptions of mainstream 
econometrics and yet preserving the requirement of formal rigour in order to develop 
new statistical tools to inspect real series and pertinent problems.

Hendry assumed long-term disequilibrium processes, to be approximated 
by lag structures and dynamic adjustment. Another important trend in statistical 
methods is represented by the Bayesian approach: probabilities are subjective,7 
parameters are random variables, and new observations are used in order to 
conect the prior beliefs and the probability distribution of the parameters. In 
this framework, it is fully assumed that misspecifications may remain whatever
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the sample size, since there is no regularity and homogeneity in data. This 
obvious difference with mechanical economics does not preclude the possibility 
of a rigorous inquiry: sensitivity analysis and further supportive evidence may 
help to investigate the scientists’ priors and, as a consequence, conditional 
probability openly incorporates the concept of uncertainty. Still, the treatment 
of subjective beliefs is a major difficulty in statistics.1*

Finally, some authors, as Gcorgescu-Roegen, openly called for the 
disbandment o f the program: his attack on the ‘Walrasian organon’, the 
‘mcchanicist dogma’ and ‘arilhmomorphism’9 was led from the point of view 
of the biological metaphor and evolutionary economics.Tins alternative strategy 
based on the concept of organic evolution in historical irreversible processes 
has several major consequences for the current topics: (i) it establishes severe 
ontological limits to the traditional assumption o f empirical regularities in the 
phenomena to be studied by econometrics: reality is complex, choice and change 
are pervasive in economic evolution and therefore no general deterministic law 
organizes the social life; (ii) therefore, it rejects the inductive proof o f general 
laws, suggesting the adoption o f weaker forms of implication; (iii) it establishes 
multiple forms o f causal determination.

In that case, the analysis must reassess what traditional econometrics 
considers to be pathological cases, since they are the nature of most o f the 
series: in the sequential processes, auto-correlation is not a nuisance but rather 
a current feature indicating path-dependency in social evolution, just as 
heteroscedasticity indicates evidence for structural change. This suggested 
change o f paradigm is parallel to what is occurring in other sciences. When 
astronomy was considered as the queen of sciences, the first concept of random 
error was based on one single source of variability of data, namely unsystematic 
errors of measurement. Extended by Laplace to the realm of social sciences, 
recourse to probability was defined as the unavoidable consequence of the 
ignorance of the researcher. Either ways, the observations in economic series 
were considered as being generated by essentially deterministic processes, 
epistemologically autonomous from several sources of variation that could be 
described in one single aggregate ‘error’ variable. In this sense, the frequencies 
and modes of fluctuations were considered to be independent and additively 
superimposed, allowing for the distinction between growth and cycle, for the 
separate analysis o f each type o f cycle and for the clear distinction between an 
extrinsic form of causality and an intrinsic form of intelligibility.

But this account was challenged from physics itself by the introduction of 
irreversibility in Thermodynamics and by Maxwell's, Duhem’s or Poincaré’s 
preliminary definitions of complexity by the end of last century. One brilliant 
example is their lengthily discussed three-body problem, which was defined 
from Newton as a major enigma for celestial mechanics: as Poincaré suspected, 
it is now understood that if the trajectories o f three bodies are interdependent,
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they cannot be fully predicted (Ruelle, 1991: 108). In contemporaneous 
terminology, that means that if at least three oscillators are coupled, chaos may 
arise, and indeed this was recently proved by Xia: three gravitationally interacting 
bodies in empty space exhibit chaotic properties, even if the mass o f one of 
them is reduced to the smallest proportion (Xia, 1994: 289 f.).

In economics there is obviously a strong case for complexity, given the 
interaction of many different agents and institutions. But cycles were understood 
as the effect o f action at a distance on Newtonian atomistic universes, that is, as 
the result of deterministic, independent and therefore superimposablc modes of 
oscillation: our old friend, the rocking horse, is the eloquent paradigmatic 
example. If otherwise the modes o f  oscillation are related and are time- 
dependent, multiple cycles will exhibit sensitive dependence to initial conditions 
andereale irregularity: that is turbulence in the economies and ‘It is not unreasonable 
to affirm that we live nowadays in such economies’ (Ruelle, 1991: 111).

If this is so, statistical inference as currently employed in time series is 
wrong and new methods must be used in order to cross that wild side o f the 
street, economic evolution —  not because the equilibrium models, linear 
specifications and probabilistic inference are technically incorrect but just 
because they are correctly applied to the wrong phenomena.



19. Order Out of Disorder

Reductionism was the common ground of Cartesianism, stating that explanation 
was equivalent to the partition of the problem into its smallest components, and 
of Newtonianism, which established the empirical confirmation of atomism. 
Such an epistemological strategy inspired the analysis of the economic cycles 
and took the form of the double decomposition: the discrimination between the 
trend, the loci of equilibria, and the cycle, the deviations from it, and then the 
discrimination in the cycle itself between the propagation system, once again 
the structure o f equilibration, and the impulse system. The paradigm of 
equilibrium justified the decomposition and legislated about the explanatory 
value of the model: the systematic part represented the desired properties of 
convergence, but further assumptions should be assumed about the nature of 
the error term, so that statistical inference be possible.

Those assumptions are not intuitive, since they entail the aggregation of a 
disparate set of m^specifications and errors, known and unknown variables, 
quantifiable and unquantifiable entities.This is why the Central LimitTheorem 
is so decisive: it states a very powerful and general result and, under the 
appropriate circumstances, allows for the aggregation of distinct variables as a 
single random term whose distribution properties are well known.

The decisive conditions are therefore the independence and finite variance 
of the components of the aggregated term —  the applicability of those conditions 
was the motivation for the debate within social sciences. Quetelet, the disciple 
of Laplace who formalized the Malthusian law of population influencing 
Darwin’s acceptance of the notion of natural selection, stated that each indivi
dual is unpredictable, but that in the aggregate the population follows the law 
of errors in deviations from the average behaviour (Morgan, 1990:7). So, when 
Chebyshev formulated the law (1887) and Pearson extended it as the basis for 
statistical inference, the concept was already firmly established, and it has been 
successively confirmed by a number of experiments of all sorts.

As a consequence, Galton argued that the ‘law of the frequency of the error’ 
was universal in social structures:

The larger the mob, and the greater the apparent anarchy, the more perfect is its
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sway [of the normal law]. It is the supreme law o f  Unreason. Whenever a large 
sample o f  chaotic elements arc taken in hand and marshalled in the order o f their 
magnitude, an unsuspected and most beautiful form of regularity proves to have 
been latent all along. (Galton, quoted in Peters, 1994: 197)

In other words, the Central LimitTheorem describes the imposition o f order 
out o f disorder: if  with Newton and Descartes we lived in the world of 
order and simple phenomena to be explained by universal laws, sim plicity 
creating simplicity, the Theorem transported us to another world, where it 
is com plexity that generates sim plicity.10 This very powerful result is the 
basis for statistical inference.

But is the Theorem so general?

19.1. Tales from Egypt

In 1906, H, Hurst, a physicist with an Oxford DPhil, was recruited to work in 
Egypt for the government. He spent there forty-six years of his life, and worked 
from 1913 on projects of dams in the Nile, directing the department responsible 
for the control o f the river for most of the time. After thirty-eight years o f work 
he knew the Nile quite well and published the results of his investigations, 
which are quite surprising.

The initial problem of Hurst was to compute the maximum capacity needed 
for the reservoirs of the dams. He disposed of an exceptionally good record of 
the levels and floods of the Nile, since the river has always been so important 
for the agricultural civilization o f the region and a careful registration of data 
was available for centuries, and very accurately since 622 (Hurst, 1952: 259- 
60). From the inspection of those records, Hurst wanted to compute the storage 
of water needed in good years in order to provide for the agricultural work in 
the bad ones, and he wanted to know the maximum floods one could expect, in 
order to build the dams.

Very naturally, he adopted the hypothesis that the river discharges follow a 
random path, just like the pure games of chance such as the roulette. But soon 
he noticed that there was a pathology in the series: long periods of high floods 
and long periods of low floods could be detected. In other words, the series as 
a whole could be correctly described by the bell curve, as expected from the 
random hypothesis, but still some structure existed in it:

h was clear that the storage required in the case o f river discharges, rain falls, etc., 
was greater than that which would fit pure chance events.This is due to the tendency, 
already mentioned, o f natural events to group themselves in runs in which high or 
low values preponderate. (Hurst, 1952: 298)

Hurst checked a large number —  seventy five —  of other natural phenomena
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from the thickness o f the rings of the trees o f California to the marks of mud in 
the river beds, from prices o f wheat to sunspots, values of temperatures or 
pressure, and found the same features (ibid.: 297):

In all cases so far these methods have assumed that the annual discharges arc 
random that is that the annual discharge has no relation to its predecessors. The 
examination of sonic hundred o f cases o f natural phenomena... shows that although 
one year is not directly connected with its predecessors, high or low years lend to 
appear in groups. (Hurst, Black and Simaika, 1966: 125)

If the order of the occurrences was ignored, the Theorem could be applied and 
the results fitted nicely. But if that order was considered, than ‘something more 
complicated’ emerged (ibid.: 59, 106). This suspicion was then checked with 
the distant help of Robert Brown, who discovered in 1828 that there was a 
relation between the time of the observation and the distance travelled by a 
particle following an erratic path: Einstein found the approximate values and, 
very simply, the equation is d -t°J. The Brownian motion was used in order to 
represent multidimensional and independent processes comparable to the games 
of chance. Inspired by this computation, Hurst calculated what he called the 
rescaled range (R/S): he normalized the series as deviations from the mean, in 
order to calculate the maximum range o f the new series formed by the 
accumulated normalized values. This range indicates the distance travelled by 
the system for the available observations, and Hurst found that, after standard
ization, it could be described by the equation R/S~cnK, where c  is a constant and n 
the number of observations: the R/S value scales as time goes by.

If the exponent K t in Hurst’s terms, or later on called H from his name, is 
0.5, we have the form of Brownian motion, and this result was checked by 
exhaustive experiences with games o f chance with cards. Otherwise, if 
0<=//<0.5, we have pink noise, the anti-persistent phenomenon of turbulence, 
for example, volatility in capital markets; if 0.5<H<~1, we have black noise, 
the persistent phenomenon of trend-reinforcement. The system has memory of 
its past and there is no independence of successive observations. For the case of 
the Nile and the other natural phenomena under scrutiny, Hurst found values 
from 0.72 and 0.81; there was the ‘Joseph effect’, seven years of plenty, seven 
years of scarcity, a strong dependence on the past. The R/S analysis and the 
Hurst exponent can therefore be used in order to analyse a long enough statistical 
series and to detect the effect of memory and deeper structures that may be 
hidden by the Theorem or by the apparent randomness o f the system.

Peters used the method to check the traditional assumption of efficiency 
and normal distribution of market returns: the standard theory says that any 
action is independent from the previous ones, that no investor learns from the 
past, and that the market is efficient provided that there exist investors with 
different time horizons (Peters, 1991: 14; 1994: 42) —  order is created from
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disorder. Peters found that the financial series do not really follow the normal 
curve, as expected: some are black or pink noise processes, some exhibit kurtosis, 
fat tails which are aberrations in the Gaussian universe.

Now look at the following series (from Peters, 1991:166). It is S&P 500 index 
returns from January 1950 until July 1988 and it presents the irregular features of 
the volatile financial markets, with several long trends for distinct periods. The 
graph is irregular: good years follow bad years, cyclic contractions and recoveries 
are successively indicated, the economy grows and changes. And, of course, there 
is an infinitude of factors explaining this global performance. If the decomposition 
method is accurate, we would be able to separate the trends of growth and the 
cycle, and to identify the mechanism o f equilibration in the cycle —  the constant 
parameters of the explanatory variables —  and the aggregate effect of the random 
shocks, the residual or the error term of the equation. But, since we do not know 
the exact system, we are forced to proceed backwards and to use indicting methods, 
that is, to assume that we can use statistical inference since the random term must 
be normally distributed; in that case, the results are accurate. In fact, the proof is 
easily available: if we detrend the series with an exponential curve and then fit an 
auto-regressive process, we get a series of random residuals with no evidence of 
linear auto-correlation.

Reprinted with permission from Financial Analysis Journal, 
March/April 1991. Copyright 1991, Associalion for 
Investment Management and Research, Chalottcsvilie, VA,
USA. All rights reserved.

Figure 19.1 S&P 500 index from 1950 until 19SS, detrended with CPI

But, as the Egypt tale just proved, the appearance of Gaussianity may hide 
important structures. If instead the rescaled range analysis is used, we find 
H=0.78: this is evidence for a Fractional Brownian motion. The series is 
generated by a black noise process, it is trend-reinforcing: after all, the conclusion 
is quite obvious, since the economy exhibits long memory. In the case of the
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Nile, Hurst found H==0.72: if it was a white noise process (H=0,5), the probability 
of a year of high flood succeeding another year of high flood would have been 
just fifty per cent; instead, this event is more probable than the opposite and 
that was just what Hurst knew from his decades of observation and research on 
the available scries. He had an explanation: complexity creates complexity. In 
our US historical scries, a similar explanation is also obvious: depressions and 
expansions arc not random events, but serially correlated and part of a structure. 
Again, that is complexity.

It can be argued that no proof is given, mostly if one standard well-established 
statistical procedure gives opposite results to those o f one new brand of 
techniques. For the moment, just consider the economic explanation for the 
phenomena: interdependent events and complex relations are expectable after 
all. The whole idea of the evolution of the system being moved by random and 
independent shocks impinging on a marvellous device creating stability and 
convergence seems quite distant from reality. If just descriptive and theoretical 
reasons are invoked, the balance o f evidence favours the complexity approach. 
Still, concrete statistical evidence is necessary.

19.2. Avalanches and other dangers

The results obtained from series of speculative prices are not the first exception 
to the rule of the Theorem. Many years before, Pareto had found that the 
distribution of wealth follows the normal curve, except for the upper 3 percent 
of the population, which follow an inverse power law: a fat tail. Recently, Dosi 
and some colleagues found a stable Pareto distribution o f sizes of firms (Dosi 
et al., 1994: 26-7). Many other observations confirm its pervasiveness: fat 
tails, again and again,

These pathologies were already studied a long time ago in statistics. Even 
without the necessary methods of nonlinear dynamics, both Maxwell and 
Poincaré touched at the heart of the problem: small causes produce large effects 
(Poincaré, 1908: 87) —  that is the Noah effect, identified by Hurst and later on 
by Mandelbrot. In that case, complexity fails to deliver simplicity: the successive 
observations are not drawings from roulettes, but very concrete representations 
of sequential processes in social fife. They are presumably not generated by 
independent processes and the small random shocks do not cancel each others. 
A structure is created: there is weather, but also a climate; there are crashes and 
booms, but there is an economy.

These were also the conjectures of Benoit Mandelbrot, an IBM scientist, 
when he studied in the early 1960s the series of prices of cotton at the Chicago 
market and some series of financial prices, where he found evidence against 
the Gaussian law: high speculative years followed more probably other 
speculative years and the roulette metaphor did not apply. In order to analyse
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these phenomena, Mandelbrot found and used the R/S method of Hurst: he 
confirmed deviations from normality. He was quite prepared for this conclusion: 
one of Mandelbrot’s teachers, Paul Lévy, had argued long before that the nor
mal distribution was just one o f a family of ‘stable distributions’, from which 
we only know the density functions for the Gaussian, Cauchy and Lévy cases 
(Mjrowski, 1989a: 462). Normality and the ruling of the Theorem can only be 
imposed under the condition of finite variance; if that is not the case and if long 
dependence exists, then the traditional procedures, OLS, spectral analysis, the 
ARIMA models, the maximum likehood estimation, all are suspect. The fact 
that they are nevertheless used is the ultimate proof of the allegiance to the 
omnipotent physical metaphor:

The only reason for assuming continuity [instead of discontinuous and eventually 
non-Gaussian processes] is that many sciences tend, knowingly or not, to copy the 
procedures that prove successful in Newtonian physics ... .  But prices arc different: 
mechanics involves nothing comparable. (Mandelbrot, 1983: 335)

Hurst, Mandelbrot and many others detected this Noah effect: in the flow of 
the Nile, in traffic jams (Bak, 1996: 21 f.), in series of speculative prices, in 
economic and social evolution —  fractional Brownian motion is everywhere 
in complex dissipative systems. In real series and in a new generation o f models: 
following Bak and Chen, Scheinkman and Woodford studied some simulations 
of self-organized criticality, in which avalanches may be produced by small 
causes in unstable system s, and they found that the limiting size o f the 
avalanches was a power law (Scheinkman and Woodford, 1994: 419). Those 
avalanches arc in fact limiting cases of the structures created in long series: 
years o f high floods follow years o f high floods. That was just the same 
conclusion Mitchell had reached: when computing the normal curve for the 
percentages of changes in 5578 series of prices, Mitchell found a number of 
cases o f fat tails (Mirowski, 1989c: 80). Fat tails, again and again.

19.3. General Bourbaki goes to battle

When he studied the raw materials’ and speculative prices, Mandelbrot applied 
for the first time in economics the concept of fractal dimension. Previously in 
this book, his arguments for a second stage indeterminism were referred to: 
Mandelbrot’s main point was that the first stage indeterminism, equating the 
study of economic trajectories to the stochastic behaviour learnt in the evolution 
of the particles of a gas, was irrelevant for most of social phenomena since depending 
on mild fluctuations andonGaussianity (Mandelbrot, 1987:118). In fact, economics 
moved from an Euclidean or Cartesian world of perfect order and geometry to the 
probabilistic approach and to the econometric program: that was first stage
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indeterminism, since extrinsic reasons prevented complete positive knowledge. 
Instead, Mandelbrot argued for a second stage indeterminism, considering 
nonlinear interactions and the emergence of complex phenomena, what today 
is called strange attractors, that is, intrinsic indeterminism.

When Mandelbrot’s papers were published, they were the first important 
empirical inquiries to use Hurst’s method and to criticize the well-founding of 
the general application of the Theorem in social phenomena. The implications 
of his research are summarized in the Premature Fractal Manifesto (1964, but 
only reproduced in Mandelbrot, 1987), where the author argues about the 
epistemological implications o f the use of the physical metaphors —  he was 
ignored. Economics was not prepared to abandon its dogmas, but still another 
reason intervened in order to create clouds of silence around Mandelbrot’s work: 
by that time, the Cowles program had shifted away from the early econometric 
program, and endorsed an extreme form of Bourbakism, which avoided 
empirical analysis.

After the structural estimation project running into problems by the last 
years of the forties, Koopmans, Malinvaud, and most of all Debreu with his 
1959 Theory o f Value moved back to Cartesianism: in the new interpretation of 
the role of mathematics in economics, structures predominated over problems 
and theorems over empirical analysis. As Mandelbrot put it, this is the prototype 
of a ‘fully self-referential structure’, a ‘top-down approach’ which is alien to 
any concern about interpreting reality (Mandelbrot, 1989: 10-1). The program 
was originally developed as an ambitious project of a semi-secret group of 
French mathematicians, who took in 1934-35 the name o f an obscure general 
of the previous century, Nicholas Bourbaki, to sign their collective textbooks 
on calculus, designed to reconstruct the science from a rigorous point of view. 
The work of this group was ruled by a rather bizarre contract: anyone reaching 
fifty years should abandon it. But it was quite disciplined and successful, and it 
became a driving force of the axiomatization of several sciences.

One of their disciples, Debreu, exported the program to the US and became 
a central figure in the transformation of econometrics and mathematical 
economics. The consequences were immense: ‘The objective was no longer to 
interpret the economy, whatever that might mean, but rather to codify the very 
essence of that elusive entity, the Walrasian system’ (Weintraub and Mirowski, 
1994: 265) —  under General Bourbaki and the logical positivist inspiration of 
the Cowles strategy, axiomatization became the new language for economics.

The emancipation of economics from the constraints o f reality was indeed a 
necessary condition for the development of the general equilibrium paradigm, 
through extensive axiomatization. To the distress of Popperian epistemology, 
this also implied the rejection of refutationist strategies, as well as the 
abandonment of the previous efforts o f identification, interpretation and 
explanation of real life phenomena. And, as the Panda Principle states, the
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following crises o f the paradigm and the inability o f its mentors to prove the 
simultaneous conditions of existence, uniqueness and stability of the postulated 
equilibrium were met with new waves o f axiomatization and sophisticated 
Bourbakist developments.

It is therefore not surprising that Mandelbrot, according to his own words, left 
France because of the dominance of axiomatics in the academy or that he went 
back to Poincare’s work, the ‘devil incarnate’ for Bourbakism (Mandelbrot, 1989: 
11), in order to understand the exceptional features of nonlinear dynamics and 
structural instability. It is even less surprising that he was ignored while doing so.

This mirrors one o f the episodes o f the last chapters: when Keynes 
polemicized with Tinbergen, the fundamental question —  and the one most 
ignored by the subsequent debates —  was the existence of evolutionary features 
dominating economic series, intrinsically creating heterogeneity and preventing 
the success of the methods defined by analogy to those o f the laboratory 
experiments. In fact, both in the Treatise on Probability and in the multiple 
regression polemics, Keynes suggested the recourse to the descriptive method 
of Lexis, a distinguished member of the Historical School in Germany, in order 
to check the stability of the coefficients (TP, 434-5; xiv: 294); carefully enough, 
Tinbergen had proceeded to similarexperiment, but he stuck to the hypothesis 
of the constancy of the parameters. Lexis’s conclusion, on the contrary, was 
that the method of regression could not be applied in economics, given that it 
denied the evolutionary character of the phenomena and imposed a spurious 
approximation through the systematic part o f the regression. This did not 
convince the statisticians: by the time o f Lexis’s critique, Edgeworth defended 
the generality o f the normal law and of inference based on it (Mirowski, 1989c: 
79). But this was not satisfactory to Keynes: as in his banana parable, small changes 
could ignite chaotic results, and the evidence of crises and structural unemployment 
of the thirties confirmed his mistrust of the alternative equilibrium accounts.

In the same critical vein o f Mitchell, Mandelbrot recapitulated these crit
iques, like Keynes previously did. Their arguments about intrinsic complexity, 
irreducible to simplicity, are an impressive achievement by the current standards 
even if formulated in quite distinct terms. But they were buried until the very 
recent crisis in the neoclassical paradigm. It is now time to go back to the future.



20. The Crucial Dependency of the 
Answers on the Questions

In a paper published some years ago, John Blatt (1978) used a series generated 
by Hicks’s nonlinear model of business cycles, defined by an explosive and 
deterministic oscillation and constrained by a ceiling and a floor representing 
the behaviour of full-employment resources and the level of investment. That 
series was then analysed by standard methods.

Blatt was able to prove that the estim ated autocorrelations are 
indistinguishable from a stationary process, and to suggest that a scientist 
ignoring the original model could easily conclude that the series was generated 
by a linear structure with independently distributed exogenous shocks, that is, 
that a globally asymptotically stable system plus some exogenous shocks, small 
enough to be approximated by a linear specification, accurately represents the 
economic behaviour o f that system. The author lately developed this conclusion 
into a general critique of the econometric methods (Blatt, 1983). That critique, 
substantially the same of the previous pages of this book, was not challenged 
by the mainstream econometricians and the experiment was even acknowledged 
by some of those scientists (Granger and Terasvirta, 1993: 23).

Biatt’s point is very well taken, but in fact this ‘billiard-ball’ model is not 
satisfactory and was abandoned by Hicks himself shortly after its publication. 
The model does not generate growth, which is exogenously introduced by the 
growth rate of the boundaries, and discriminates by construction an asymmetric 
behaviour, the accelerator creating the expansion and the multiplier regulating 
the downswing. A more comprehensive approach is needed, and some recent 
developments in nonlinear dynamics may be o f help. The same sort o f 
experiment is here developed in a broader context, and the conclusion fully 
supports Biatt’s findings.

20.1. A growth-cycle model

As in Biatt’s paper, a nonlinear model is now used to generate an artificial time 
series which is then submitted to statistical tests. The model is that defined by 
Richard Goodwin in 1990, and uses a Rossler Band to control the chaotic
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structure and to assure dynamic stability. It is a five dimension model, 
which can be described by the following variables: rate of employment (v) 
above the permanent minimum v*, rate o f wages in the product («), a control 
variable (z), the product (q), and a variable defining a logistic trend (k). It 
has the following form (in the current section, the subscript letters in the 
coefficients refer to each model):

d v td (=  - a M u +  (ÏM v - y iA z (20.1)

dufdt =  o.2A v (20.2)
dzldt  = ^  + a 3/1 z (v  -  r\A) (20.3)
(dqidt)fq  = (dv/dt) /  (v + v * )  + a 4A dkJdt (20.4)
dk/dt = a 5 Ak ( l - $ 5 A k) (20.5)

The model generates a growth cycle in the form of a Kondratiev wave, which is 
essentially determined by the logistic, with simultaneous Juglar cycles, in order 
to simulate the irregular behaviour of long economic series. It is also a very 
simple deterministic and nonlinear model, which is dynamically stable and 
structurally unstable, properties which presumably characterize the real 
economic systems.

In order to make possible a comparison, the parameters of the model were 
determined for this experiment11 in order to generate a series close to the real 
data of the UK industrial production series (1801-1988, from Mitchell, 1992). 
The working of the model is represented in Figure 20.1, where the Rossler 
Band is drawn.12

Figure 20.1 The Rossler Band in Goodwin's model

The simulated and the real series are compared in Figure 20.2.
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Figure 20.2 UK industrial production and simulated series

As indicated by the comparison in Figure 20.2, the simulated series acceptably 
represents the real data for the first, the second and the fourth ‘Kondratievs’, 
but it is far from it in the third ‘Kondratiev’. Of course, the mathematical structure 
o f the real scries is not known, noise and multiple errors of measurement are 
also inevitable since it is an aggregated series and covers a long period with unequal 
quality of statistical patterns, but the simulated series is known by construction. In 
this simulated series there are of course no measurement errors.13 Following the 
current methods, the series is detrended with an exponential curve and a linear 
au to-regressive process is fit to the residuals, that is;

In. x( = a)# + Pi B t + ext  (20.6)
ext “ Yfl + a 2fl ext-\ + -  + Pj+l.fl ext-s + 8/ (20.7)

The purpose of this model is to test the rocking-horse hypothesis of a linear 
structure of the stationary representation of the series, upon which exogenous 
random shocks (8^ are impinged. The statistical treatment of that historical 
time series is not simple, since both auto-correlation and heteroscedasticity are 
to be reasonably expected. The seeond problem will be discussed later on, but 
the first must be delt with right now.

The matrix of the regressors is stochastic since it includes lagged values of 
the dependent variable, and consequently the Durbin-Watson statistics will be 
biased upwards and cannot be confidently used as an indicator about linear 
auto-correlation. For that case, Durbin ( 1970) suggested a new statistics, which 
is computed from the regression:

£xt ^ a j c  ex,. ] + ... + pj C exhs + ut (20.8)

with
H,~ § c ut-i+ e , anc* c~N  {0,1) (20.9)
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Under the null of <J>C=0, the statistics H is defined:

H ^r<\T I{\-T V {bx)] (20.10)

where T  is the number of observations, VQ^) is the estimated sampling variance 
o f the coefficient a IC, and r is the estimate of 0C from the OLS regression of Cit 
on hm, the ûs being the estimated residuals o f the (20.8) regression. This test 
was used in the context o f an AK(4) process fit to the simulated and the real 
series. The results, comparing the coefficients of determination and the standard 
DW  statistics for each ‘Kondratiev* period, are as follows:

Table 20.1 Auto-correlation in the simulated and real series

Sim ulated series R1 DW H*
I Kondratiev 0.98 1.9663 0,503
1+11 Kondratiev 0.99 1.9014 0.187
I+II+III Kondratiev 0.99 1.9902 0.139
l+ n + n i+ lV  Kondratiev 0.99 2.0078 0.146
Real tim e scries 
(T=188) 0.71 2.0167 0.292

* indicates the i-valuc for the coefficient: the H0 of no auto-correlation is not rejected

The results indicate no evidence of a linear first-order auto-correlation in the 
simulated series or in the real series. The result is robust: the statistics for the 
four successive measurements o f the simulated series confirm the same 
conclusion. The scientist using this type o f model would presumably rest his 
case and note a new confirmation of the rocking horse: the structure of the 
horse is represented by the endogenous variables and their coefficients, the 
residuals are apparently well behaved.

Nevertheless we know that this is a gross misconception —  at least for the 
experimental series —  and that such a result is imposed by the theory and the 
statistical methods and is not derived from the data itself. Since for this case 
there are no random shocks, the origin of the apparent randomness must be 
intrinsic: indeed, it is the chaotic structure of the model. Of course, the inability 
of the traditional methods to deal with this series is due to the technical fragility 
and epistemological arbitrariness of the decomposition procedure.

The next sections will be used to criticize both premises of the method, 
the impulse system o f the shocks and the linear system o f the dampening 
propagation. Let’s render therefore unto Caesar what is Caesar’s and discuss 
the structure first: the argument is that linearity is not an useful and provisional 
simplification of the reality, it is indeed a wrong detour for science.
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20.2. The nonlinear interactions and the complexity of real time series

A new hypothesis may be introduced now and stated in this form; in their 
inspection of the series, the previous methods hide the evidence of the pervasive 
nonlinear processes of interactions. Methods designed to look for simplicity 
cannot detect complexity: as Turing remarked, the justification of the assumption 
of linearity lies in the dubious claim that the topological patterns of a system 
are qualitatively similar when it is near the initial conditions and when it deviates 
from them (Turing, 1952; 66). Of course, the linear models can account 
for some forms of interaction between variables, but only for those additive 
factors and near-to-cquilibrium situations. Reducing all other relations to 
such a status, linear econometrics plays tennis without a net. Alternatively, 
we are entitled to suspect that the real time series are dominated by changes 
o f  regim es, structurally unstable phenom ena, creation o f events (as 
represented by new variables or parameters) and complex interactions. 
Although the tools for this new approach are still in their infancy, some of 
them can illuminate our example.

20.3. The BDS statistics

In order to develop a statistical analysis of nonlinear and complex processes, 
one must deal with the problem o f noise and non-stationarity, the notion of 
dimension and the concept of statistical inference. The second and the third 
problems are tentatively addressed by the procedure presented in this section.

In the theories of complexity, a crucial departure for time scries analysis 
was the definition of the notion of dimension of the series {.rf}: the correlation 
dimension, as defined by Grasserbcrger and Procaccia, measures the geometric 
correlation of nearby points and namely indicates for trajectories generated at 
different initial conditions how close two points on those trajectories came to 
be in the phase space. This measurement may be viewed as indicating the 
minimum dimension or number o f degrees of freedom which could generate 
the time series under inspection (Gabisch and Lorenz, 1989: 189, Brock, Hsieh 
and LeBaron, 1991:2). The correlation dimension tends to a stationary and small 
value if the process is generated by a low-dimensional deterministic process, while 
it tends to infinite if the process is purely stochastic (Lorenz, 1989; 211).

The notion of dimension is intuitively perceived from the following  
illustration by Brock and Sayers (1988): a computer program generating random 
numbers, IID uniformly distributed in [0,1], is used to generate a series {.v J. 
The distribution of the data in the interval is inspected in order to check if they 
fill it or if they cluster around some points. If the first case happens, then it is 
supposed that the dimension is >=1. If m-vectors (m-histories) generated by 
this program can also fill a m-cube, [0,1 ]m, and do not cluster around some
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lower dimensional subset, then the dimension must be >=m. Of course, a truly 
random process should fill all the m-cubes for all m.

Brock, Dechert and Scheinkman developed in the late 80s a statistical 
procedure which is based on this notion o f dimension and which deals with the 
questions o f nonstationarity and nonlinearity. A m-geomctric object, a m-history 
—  that is, a possible subset [x^..,, x t ) from the original series— , is created 
in a m-dimensional space: it is proved that this reconstructed attractor is 
topologically equivalent to the object formed by the trajectory of the original 
dynamic system (Lorenz, 1989: 206). A correlation integral generated by the 
scries [,v(, / =1,..,T} of T observations, is defined for (t-s), the time distance 
between the elements o f each pair of observations:

C(m,etT) = ! U(r.m) - x(s.m) | | < e]/ V  (20.11)

where x(t,m )~ix(t)t..pc(i-m+\))t A(s,»i)=CY(r),..^Ys-m+l)), | U ff,/«)-*($,»0  ! | 
-m ax  | x(t,m).-x(s,m). | , /= 1 }  for a m-dimensional vector and #{. ) indicates 

the number of elements (Brock, 1990: 432). In other words, for all possible ro
ll is to ries a (r,w) and.v( ,̂/n)> the correlation integral is that fraction of the pairs o f 
data points (t,s) where the histories arc closer than the radius 6. The measure of 
dimension of [a(J for the embedding value m which is used in this statistics is 
the limit o f the correlation dimension, the elasticity of C with respect to :

d(Ejn,T) = dC(m,£,T)/dE EfC(m,£,T) (20.12)

For a particular m-history A(/,m ), the correlation dimension measures the 
percentage increase in neighbours in the neighbourhood o f when is increased 
by 1%. Brock and Dechert (1988) showed that if (x(] is IID, then it is true that:

In [C(m,e)] = m ln[C( 1 ,e)] (20.13)

This is the basis for the BDS statistic:

W(m,e,T) -  Tm -C(l,E,T)n] lo (m t£,T) (20.14)

where <j(m,E,T) is the consistently estimated standard deviation. The authors 
show that under the null that the series is generated by a linear system with IID 
innovations,'4 the distribution o f W converges to /Y(0,1) (Brock and Sayers, 
1988: 80; Scheinkman and LeBaron, 1989: 216; Scheinkman, 1990: 111). Of 
course, if  this is the case, IV=0. The test is powerful against chaotic and other 
complex or nonlinear structures, although unable to discriminate them, and 
even for small samples the distribution is asymptotically approximated by the 
standard normal. It indicates the existence of hidden structures, that is, the 
presence of non-stationarity or of non-linearity in the residuals o f the estimated



models.15 Of course, the case of the existence of non-linearity is the most relevant 
for the present purposes, and this is why the data are detrended and then linearly 
filtered as in the previous example in order to get stationarity. This is the non- 
parametric test used in the remaining parts of the chapter.

20.4, The UK industrial production and the simulated series, again

This test is now applied to the previous series, the 1801-1988 UK industrial 
production series and the simulation from the Goodwin model. The requirement 
of stationarity for both series, which is a pre-condition for the statistical test, is 
checked with Kendall’s t statistics for the null of stationarity in the mean: it is 
accepted that both series are stationary after detrending and linear filtering.

Since the series are very short, and one cannot be sure that the asymptotic 
approximation is valid, a method inspired in the bootstrapping (Efron, 1979: 
17 f.; Freedman and Peters, 1984: 98 f.) was suggested by the authors o f the 
statistic (Brock et at., 1991: 132): the residuals are randomly redistributed, and 
the statistic is computed so that the new values are compared to the original 
ones. The results o f the tests are indicated in Tables 20.2 and 20.3, including 
between parenthesis the proportion o f the bootstrapped values for the statistics 
whose absolute values surpass the BDS statistics for the original series:

Table 20.2 BDS statistics
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Residuals o f AR(4) o f  UK industrial production 1801-1988

e /a 0.5 1 1.5 2

m 2 10.32*
(0.00)

6.87+
(0.00)

5.84*
(0.00)

5.27*
(0.00)

3 11.33+
(0.00)

6.47+
(0.00)

5.12*
(0.00)

4.50*
(0.00)

4 11.68+
(0.00)

6.04*
(0.00)

4.93+
(0,00)

4.16*
(0.00)

5 13.36*
(0.00)

5.57*
(0.00)

4.75+
(0.00)

4.04*
(0.00)

M, the embedding dimension, and e, the given distance, are as specified. As there is no theory for 
the choice of both parameters (Brock, Hsich and LeBaron, 1991: 169), a wide range of the 
admissible values is indicated in the tables.
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Table 20.3 BDS statistics

Residual o f AR(4) o f the simulated series

e/a 0.5 1 1.5 2

m 2 12.81* 7.28* 4.52* 3.44+
(0.00) (0.00) (0.00) (0,00)

3 14.38+ 6.59* 3.58+ 2.64*
(0.00) (0.00) (0.00) (0.00)

4 17.60* 6.16* 2.81* 1.94*
(0.00) (0.00) (0.00) (0.00)

5 21.61* 6.22+ 2.56* 1.74+
(0.00) (0.00) (0.00) (0.00)

The values between parentheses indicate the proportion of values of the statistics for the 
bootstrapped series that are superior to [4V,IV]; the bootstrap procedure was repeated 100 times; 
* indicates that the statistics is significant at the 5 percent level and that the H0 of IID is rejected

As the table indicates, for the relevant values o f m and e /a  the null o f IID is 
always rejected. This supports the previous conclusions by Blatt: evidence of 
linearity is introduced by the traditional econometric methods, in spite o f being 
absent from the data.

These are, of course, just conjectures and not definitive proofs, for several 
major reasons which must be pointed out. The first is that the original series is 
rather imprecise: for the first period, the quality o f the UK statistical information 
is rather poor, and spurious conclusions can be introduced by errors of 
measurement. The second reason for calling for prudence about the interpretation 
of these results is however even more substantial: the applicability o f the 
Grasserberger-Procaccia concept of correlation dimension is questionable. Ruelle 
(1990:244-5) and Sugihara and May (1990:741) share a clear lack of confidence 
in a direct estimation of the Grasserberger-Procaccia measure of low dimension 
attractors in so short series, namely if this low dimension is at odds with the theory.

In this sense, four major critiques have been addressed to the BDS statistics. 
Mi rows ki pointed out that the Grasserberger-Procaccia concept was transformed 
into something else, since the authors o f the statistics ‘ignore the usual 
interpretation of the correlation integral as an estimate of the exponent gauging 
the self-similarity of a geometrical object, and instead reinterpret it as analogous 
to a characteristic function in the case of independent and identically distributed 
random variables’(Mirowski, 1995: 593). Bausor argued somewhat differently 
that the BDS statistics arc unable to interpret bifurcations, since all the data is 
presumed to ‘arise from the same side of a structural instability’ and ‘in parti
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cular, they presume that the data follow one trajectory along a given manifold 
generated by an unknown process whose parameters are fixed’ (Bausor, 1994: 
120). Third, Mirowski criticized the assumption o f the Ney man-Pears on strategy 
of tests o f hypothesis, given its deficient epistemological foundations, already 
discussed in this book.

Although the last point cannot be by-passed, for the current purposes of this 
demonstration the acceptance of these critiques is not particularly damaging: 
the concept of a self-similarity of cyclical processes is doubtful and only 
interprétable in a very generic and qualitative way, and moreover the statistics 
were used essentially as an internal critique —  it is because the results deny the 
methodology of linearity and equilibrium, the antinomy contingency-necessity 
and the procedures based on the estimation of fixed parameters, in spite of 
sharing a large part of the orthodox epistemology including the Neyman-Pearson 
formalism, that the method can be successfully used to reject the rocking horse 
and to highlight its logical and technical shortcomings.

Fourth, Mirowski argued that

It would be better to retain the BDS statistics as a test for asymptotic absence of 
structure in a stationary ergodic situation in face of a non-spccificd alternative; 
but this would have highlighted the fact that it was rooted in a narrow hypothesis 
of randomness, and in fact had little or nothing to do with chaos, (ibid.: 593)

In the framework of this last argument, the BDS statistics were used in this 
book just to prove the error of the propagation and equilibrating plus non- 
correlated random shocks with no economic substance. No effort was made 
and none could be made in order to determine or to make assumptions about 
the precise trajectory of the system —  but instead the nature of the motion and 
the general structure of the flow was discussed. The statistics were and will be 
used as a tool for identification o f critical points in the evolutionary process, in 
order to elaborate conjectures about the turbulent interaction o f political, 
economic and technological factors. This is why some precautions were adopted, 
namely resampling the data and checking the statistics for that case, as well as 
cortiparing the results with those obtained with the Hurst process.

With all these limitations, a provisional conclusion is possible, which is 
known to be accurate for the case of the simulated series, for which the BDS test 
gives the correct result. As in Blatt’s example, the evidence of independence and 
of slationarity of the residuals after detrending and linear filtering might lead the 
traditional statistician to support the rocking-horse model, and he or she would be 
wrong. But it can be stated that neither of the series could have been generated by 
the linear auto-rcgrcssive process: the conjecture about the widespread character 
of nonlinearity in economic series is hereby supported.

21. The Aggregative Effects of
Aggregation in Economic Time Series

The previous chapter argued for a new approach to the analysis o f economic 
time scries, on the basis o f some evidence o f nonlinearities in a real case 
and in a simulation. Nevertheless, it is well known that the cases for which 
that proof was presented are rather the exception than the rule. The most 
common examples for which nonlinearity or chaos have been proved are 
series o f speculative prices o f the stock market, with severe oscillations.

One of the reasons is that the adequate series are only available in those cases: 
the stock market, foreign exchange and financial daily series may be quite long, 
and in fact many observations are needed for the tests on nonlinear and complex 
structures; furthermore, the measurement of prices is exact. Comparatively, the 
best GDP or GNP series —  and for a very restricted number of countries —  have 
less than 200 yearly observations, some of them based on interpolation and guess
work, since the national systems of statistics are essentially a feature of this century. 
As a consequence, these series are noisy, incomplete and imprecise. But, a priori, 
the same possible sources of complexity can be accepted in real series as well as in 
financial series: the markets are formed by multiple agents, gifted with the capacity 
of choice and the determination o f interdependent strategies and, furthermore, 
technology and the social institutions change frequently the settings of the system; these 
multiple interrelated oscillators endowed with free-will eventually create turbulence.

Under the indicated restrictions, the BDS statistics were used in order to 
study some macroeconomic series from different countries (United Kingdom, 
United States, Japan, Sweden). The original series were published by Angus 
Maddison (1991, 1993), and the previous series by Mitchell is also used. The 
series describe the GDP (at real prices and 1985 US dollars) and the volume of 
exports, investment and industrial production for periods between 120 (GDP, 
1870-1989) and 212 years (Investment, 1780-1991).16 The basis for all the 
series is the national 1913 level, so that a comparison of the performances of 
the different variables is easy from each graph; but they only make possible a 
relative comparison between countries, since the national levels of 1913 arc 
obviously quite distinct. The periods of the World Wars are marked in each 
graph (values arc in natural logs; abciss is time, 1 to 130):
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Figure 21.1 GDP and volume o f Exports o f Sweden, USA, Ja pan
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There is a widespread prima facie  appearance of nonlinearity in these series 
—  note the different effects o f the wars and the evidence for severe switches 
of regimes —  which is undetectable by traditional statistical methods. The 
main hypothesis to be tested can be stated now: the aggregation procedure 
used in the national statistic systems is one o f the major factors responsible for 
hiding the intrinsic nonlinearity and for the confirmation o f  the linear 
representation. This is probably not the single cause, but it is a crucial and 
widespread reason for the illusion of linearity.

Several authors were aware o f  this danger o f a general statistical 
misspccification from aggregation. Gelderen argued that detailed statistical 
information is essential in order to assess historical processes o f change, which 
arc dcsynchronous:

it will be necessary not to treat ah commodities as a homogeneous mass, but to 
decompose the general price level into its components in order to distinguish a 
few large com m od ity-classes, each d isp laying their own individual price 
com ponents.... If, along this line o f thinking, we consider the different stages o f  the 
developm ent o f  prices as appearances o f  the different phases o f  capitalist 
development, then knowledge o f the dearness will imply also knowledge about 
the core o f  capitalism. (Gelderen, 1913: 2)

Schumpeter was also aware of this problem and criticized the aggregation method:

[aggregation] keeps the analysis on the surface o f things and prevents it from 
penetrating into the industrial processes below, which are what really matters. It 
invites a mechanistic and formalistic treatment o f  a few isolated contour lines and 
attributes to aggregates a life o f  their own and a causal significance that they do 
not possess. (Schumpeter, BC: 44; also 463)

But Schumpeter’s warnings, as well as those of Gelderen, were not taken seriously, 
given that the problem is not relevant in the universe of linear models, since they assume 
additive superimposition and consequently the dccomposability of causes.

There are nevertheless very good reasons to consider the argument for 
desegregation. In 1957 Koopmans argued that econometrics could only progress 
under the condition o f using detailed desegregated information, given his 
'increasing awareness of nonlinearities’ (Koopmans, 1957: 214), which was 
shared by Tinbergen (Epstein, 1987: 34), by Marschak (ibid.: 68) as well as by 
Frisch. Maddison discussed evidence about a smooth evolution of the capital 
stock in several countries, in spite of the obvious technological breakthroughs, 
and explained it by the combination of different generations of assets, so that 
even a sharp change in the current generation would have only a slight effect 
on the total (Maddison, 1989: 21). The same author compared the evidence of 
business cycles in the aggregate product of the countries and in the individual
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series, concluding that aggregation, since it includes compensatory movements, 
may hide the cycles (Maddison, 1977: 109-10). Freeman denounced the 
erroneous conclusions from the aggregation procedure when dealing with 
economic innovation (Freeman, 1987: 302-3). Goodwin argued on several 
occasions that aggregation ‘usually masks the reality1 (Goodwin, 1990:7; also 
1984: 67). Of course, some of the paradoxes o f aggregation or fallacies of 
composition are well known in economics, such as Marx’s argument about the 
typical behaviour of each individual capitalist, who does not expects his 
decisions on output and employment to affect his own demand, although the 
aggregate behaviour of all capitalists naturally does so, or Keynes's argument 
about the same relation between isolated entrepreneurial decisions and the 
employment level.

In fact, one may assume that the aggregation procedure which is the norm 
for measurements and economic studies affects the nature of information. This 
is to be proved; yet, it is a consistent idea: it is intuitive that the aggregation of 
different types of information in a single cocktail can produce indigestible 
results. Moreover, distinct researchers on business cycles stressed the 
importance o f leading and lagging series: their combination in the same 
spectrum of time may hide and deform the nature o f these relationships. On 
the other hand, the inspection of the historical aggregate must consider the 
essential fact o f structural evolution and the creation of new industries: the 
continuity of the aggregate hides the discontinuity of the components, and the 
statistical sequence hides its own change. So, there are substantial theoretical 
reasons to look for evidence of the aggregative effect under the form of 
compensatory movements in historical economic series.

The proof for a similar reasoning was recently provided in zoology and 
epidemiology, where this aggregation bias was detected by some scientists 
applying the new tools of the theories of complexity. In a survey about childhood 
diseases in developed countries, Sugihara and May ( 1990:739) found evidence 
o f low-dimensional chaos in the measures of incidence of measles in British 
cities, but no such evidence could be found in the aggregate series for the 
country. Brock et al., when developing the BDS statistics, indicated the danger 
of aggregation (Brock et al„ 1991: 187-8) and even that it could create spurious 
evidence of linearity (ibid.: 193), although they did not provide any proof.

A similar problem is now found in the UK series under scrutiny. The 
previously stated limitation of data severely constrains the generality of the 
proof, but the available series show nevertheless a very impressive feature. As 
previously, the GDP, volume of exports, investment in equipment and investment 
in non-residential structures series are detrended, and anAR is fit to the residuals. 
The results of this preliminary procedure are summarized in the following table:

The Aggregative Effects 315

Table 21.1 AR processes on UK residuals from detrending

Series/results R2 D-W D urbin’s H
GDP (AR4) 0.91 2.041 -1.33
\b l. Exports (AR3) 0.92 1.970 -0.85
Ind. Prod, (AR4) 0.71 2.017 -1.23
Invest. Equipment (AR4) 0.68 1.99 0.12
hw. in non-res. str. (AR4) 0.92 2.00 -0.32

NB: linear firsi-ordcr auto-correlation is always rejected

Of course, alt these scries represent aggregates, and very large ones. The same 
procedure should be also taken for the cases o f concrete production, investment, 
accumulation or export series in the cases of individual industries, but that 
historic data are not available for long periods. In spite of those limitations, the 
available scries still present an obvious interesting feature: the GDP includes 
the value of exports, which is a function of its volume, and includes the indus
trial production as well as investment. Comparing the BDS statistics for these 
series, the test suggests that there is some strong evidence of nonlinearities in the 
volume of exports, in investment and in industrial production, while the null 
hypothesis of IID for the GDP could not be rejected.

The BDS statistics are now summarized in Table 2 1.2; the statistics for the 
industrial production series were previously presented. As the table indicates, 
the statistics always reject the null of IID in the cases of exports and industrial 
production, and do not reject it in the case of the residuals o f the GDP for these 
countries. This is therefore an important piece o f evidence for the hypothesis 
that aggregation at the level of the national product hides the nonlinearity o f at 
least four o f its components, for the period and the measurement considered. 
These results are the same as for the cases of Japan and Sweden, for the GDP 
and exports.

As the BDS is a portmanteau test, it does not give any indication about the 
hidden structure, and the alternative hypothesis is not specified . As a 
consequence, it works as a refutation tool, but does not contribute to the direct 
formulation of a new model. But a new point of departure is settled: the inquiry 
must account for the nonlinear structures which were detected and may be 
pervasive in real life economics.
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Table 2 J.2 DOS statistics fo r  UK historical data

UK GDP 1860-1989 -

e/a 0.5 1 1.5 2

m 2 1.99 2.02* 1.94 1.18

(0.08) (0.04) (0.06) (0.34)

4 1.74 0.84 1.19 0.85
(0.14) (0.46) (0.30) (0.44)

UK volume of exports 1870-1989

e/a 0.5 1 1.5 2

m 2 5.92* 6.15* 4.99* 4.12*

(0.00) (0.00) (0.00) (0.00)

4 6.60* 8.17* 7.59* 6.62*

(0,00) (0.00) (0.00) (0.00)

UK investment in equipment and machinery 1800-1991

e/a 0.5 1 1.5 2

m 2 5.28* 6.73* 7.10* 6.46*

(0.00) (0.00) (0.00) (0.00)

4 11.69* 7.04* 7.05* 6.35*

(0.00) (0.00) (0.00) (0.00)

UK investment in non-residential structures 1780-1991

e/a 0.5 1 1,5 2

m 2 7.20* 7.08* 7.32* 7.31*

(0.00) (0.00) (0.00) (0.00)

4 13.38* 8.40* 7.31* 6.79*

(0.00) (0.00) (0.00) (0.00)

* indicates that the statistic is significative at the 5 per cent level; values between parentheses 
indicate the proportion of values of the statistics for the bootstrapped series that are outside the
interval [-W, W]

2 2 . The Problem of Heteroscedasticity

The UK data are the most complete and, presumably, the most exact of all the 
available series. Furthermore, until now five different series were considered: 
1860-1989 GDP and 1870-1989 Volume of Exports (from Maddison, 1991), 
1780-1991 Investment in Non-residential Structures, 1800-1991 Investment in 
Equipment and Machinery (Maddison, 1993) and 1801-1988 index of Indus
trial Production (from Mitchell, 1992). After detrending and linear filtering, the 
GDP series indicates no evidence of nonlinearity, but the analysis of the major 
components leads to the opposite conclusion.

There is a possible economic explanation for the different behaviour of the 
GDP and export or industrial production series if the historical periods are 
concretely examined: the export series exhibits a much stronger impact o f the 
world political events, namely the World Wars, of periods of international 
confrontation or o f economic crisis and eventually o f major technological 
changes. On the other hand, the series o f industrial production indicates a more 
dynamic behaviour than that o f the GDP. As a consequence, the changes in 
variance are more pronounced, and they can account for the rejection of the 
null; the presence o f heteroscedasticity may indeed implicate the rejection of 
the hypothesis o f linearity (Brock et al., 1991: 75; 139, 170). This is described 
in Figure 22.1, where the two world wars are indicated as previously.

The standard technique to deal with this suspicion  is to test for 
heteroscedasticity, and if its presence is asserted to use for instance the Aitken 
estimator or other procedure exterminating its causes. In order to check this 
hypothesis and the effect of these techniques for the UK case, the Goldfeld- 
Quandt statistics were computed under a null o f no change in variance, the 
alternative hypothesis stating that the variance of the later period is superior to 
the former’s. The first periods to be considered were I860(1870)-1913 versus 
1914-1989. As expected, the null was indeed rejected both for exports and for 
industrial production, either for the residuals of the detrended series and for the 
residuals of the autoregressive processes, for both series. If the periods are 
instead 1860(1870)-1938 versus 1939-89, then the null is accepted, and no 
significative increase in variance is detected between the two periods.

These results suggest a closer look at the main periods o f mutation in our
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Figure 22.1 UK GDP, exports and industrial production (1860-1989)

series: consequently a third division was tested, considering now successively 
the years 1860(1870)-1913, 1914-1945 and 1946-1989. For both indexes and 
for both types of series, the null was rejected for the comparison between the 
two initial periods and not rejected for the comparison between the second and 
the third, as the following table summarizes:

Table 22.1 Goldfeld-Quandt statistics

Periods/series Detrended
Exports

Detrended
Industrial
Production

Lin. filtered
detrended
Exports

Lin.filtered
detrended
Ind.Production

1860/70-1913  
vs. 1914-1989 36.777* 2.377+ 13.146* 2.743*

1860/70-1939  
vs. 1940-1989 0.031 0.793 0.068 0.224

1860/70-1913 
vs. 1914-1945 22.837* 3.027+ 21.258* 4.721*

1914-1945 
vs. 1945-1989 0.048 0.073 0.208 0.198

* indicates that the statistic is significant at 5 per cent level

These results suggest that a new pattern of evolution was created with the turning 
point o f the 1910s, the period of the First World War, the maturation of the 
technological revolution of electricity and major changes in the world leadership, 
including the secondary role assumed by the UK from that period on.

Considering this evidence, several distinct procedures can be followed.
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Testing the US real per capita GNP series ( 1872-1988), Schcinkman and LeBaron 
used both OLS and GLS for their regressions, but could not reject nonlinearity in 
any of the cases. The authors then suggested a different approach, the introduction 
of dummy variables for the periods supposed to create most o f the nonlinearity: 
the Great Depression (1930-1939) and the Second World War (1939-1945). This 
procedure eliminated the evidence of nonlinearity in the series they were inspecting.

Both methods have severe deficiencies and introduce strong theoretical 
assumptions and implications that cannot be ignored.The GLS procedure implies 
that distinct periods are considered and, as a consequence, are treated as separate 
entities under the appearance of a single series. The method and the scries which 
are finally explained by the model are incoherent, since the original AR process 
implicitly looks for a sequential explanation, but this is o f course abandoned by 
the procedure. In other words, the technique is correct and necessary so that a 
least squares regression is possible, but it is inadequate to the current problem 
since the enigma remains unsolved, as the variation of variance is a priori 
annulled from the series and as a consequence it cannot be explained.

The second procedure also implies a heroic assumption about the nature of 
those impacts, which is quite common in cycle analysis: several authors dealt 
with this type o f problem introducing dummy variables or simply eliminating 
the period of ‘excessive’ variation, through interpolation. Both versions are 
now used to test the robustness of the previous results.

The method of interpolation was successively used for the exports series, 
the one evidencing a larger historical mutation. First, the values for the years of 
the World Wars were replaced by those computed from a linear interpolation, 
and the new series are described by the following figure:

Figure 22.2 First scenario o f interpolation fo r  the War years
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Second, the interpolation was extended to the years 1914-21 and 1939-47, 
considering Maddison’s evidence about the prolongation of the economic 
depressions in the UK during those years. Third, the years considered were 
extended to account also for the Great Crisis of 1929-33. Then, the interpolation 
was prolonged from 1939 until 1953 (when the UK product reached the peak 
level o f the war). For the four scenarios, the BDS statistics were computed for 
the scries, and still rejected linearity for the first three of them, accepting the 
null o f IID for the fourth one (with the scries o f industrial production, such a 
result was attained with the third scenario). The statistics are as following:

Table 22.2 BDS statistics for the interpolated UK export series

Scenario
(years

(0 (2) (3) (4)

of interpolation) (W. War 
years)

(1914-21,
1939-47)

((2) +
1930's crisis)

(1914-21;
1929-33;
1939-53)

BDS value
(e=1.5a, m=2) 5.53* 11.49* 4.68* 1.86

* indicates that there is a prima facie evidence that the statistic is significant at 5 per cent level

A second procedure is the introduction of dummy variables, a technique used 
by Scheinkman and LeBaron. The result in this case is even more conclusive: 
in the three series, dummy variables were introduced for the periods of the 
World Wars, and then the procedure was extended for the same years as the last 
scenario of the interpolation procedure (for the years 1914-1921, 1929-1933, 
1939-1953). For both cases, the conclusions remain unchanged: the BDS 
statistics for GDP do not reject IID and the BDS for exports and industrial 
production very clearly rejects the null. The results are robust: even under the 
fire of powerful punitive methods, the analysis o f the series indicates evidence 
of complex nonlinear structures.

23. Reconsiderations on the Rocking 
Horse: The Vanishing Property of 
the Errors

So far, the equilibrating structure was discussed. It was noted that it cannot be 
isolated, given that in order to prove its properties the traditional methods are 
forced to add new assumptions about the supposedly independent impulse 
system: the nature o f the shocks becomes the condition for inference and for 
the theory. This is the theme of the current chapter,

23.1. Errors of errors

The weighting statistics, the dummy variables and the interpolation procedures 
were unable to deliver the tranquilizing confirmation of a stable structure under 
the stress of well-behaved random shocks. They are technically inadequate in 
this case, but they are also doubtful on the theoretical level.

The first problem is a methodological one: the procedures are incoherent 
with the model which is assumed in cycle theory. Indeed, they eliminate the 
major shocks and its economic influences, in the context of an inquiry designed 
to study the cycles as created by exogenous shocks impinging on the linear 
structure. In other words, there are only two possible strategics to contest the 
results presented so far: either the traditional econometrician argues that the 
evidence o f nonlinearity is an artifact from heteroscedasticity —  and 
consequently eliminates the source of the variance, eliminating as well the 
major shocks and consequently her or his own cycles —  or she or he argues 
that those shocks are indeed the driving forces o f the cycle, and therefore must 
accept their presence and the implication that they may be responsible for or 
symptoms o f nonlinearity. The difference between both strategies is not a minor 
one: in the first case, one can say that heteroscedasticity is a statistical nuisance 
to be corrected, whereas in the second the implication is that it is the relevant 
fact for the inquiry. In both cases, the traditional theory collapses.

The second problem concerns the exact nature of these ‘shocks’. In order to 
eliminate heteroscedasticity from the exports series with the interpolation
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procedure, it was necessary to eliminate two different types o f shocks, the first 
ones being those related to the World Wars, and the second ones to the prolonged 
periods o f their economic impacts as well as the Great Crisis o f the 1930s. In 
this case, the consequences are immense and the very purpose of the inquiry is 
questioned, since there is no economic rationale for eliminating the economic 
crises in order to explain the cycle. That strategy is self-defeating: the evidence 
of nonlinearity can only be eliminated if we abandon any economic theory at 
all —  and the inquiry is reduced to the manipulation o f a simple statistical 
artifact, deserting any attempt to produce realist explanations of real events.

Third, the nature of the wars and their economic impact must be carefully 
evaluated. Economic theory normally considers the wars to be exogenous pro
cesses defined in the political sphere, and many researchers feel quite at ease 
when they eliminate these 'outliers’ from their series. Again, the paradox is 
quite difficult for the mainstream paradigm. Either those shocks are considered 
to be strictly exogenous, and so they are the best candidates for the causal 
force creating cycles and consequently cannot be ignored by the statistician, 
or they are internally caused by the economic structure itself: both ways, the 
shocks cannot be eliminated. Either case implies that those periods and factors 
cannot be ignored by statistics. Indeed, there is a major argument in favour of their 
consideration: simply, the wars effectively happened and, whatever the implicit 
historical theory of the scientist, the research should consider these periods since 
they are part of the reality, as a cause or as a consequence of the economic endeavour.

The series under consideration show the evident influence of those big 
exogenous impacts, but also indicate something else: it is obvious that there is 
a long decline in the UK since the outbreak of the First Wolrd War, and that for 
at least forty years the exports lagged in relation to the GDP or industrial 
production. The level of the volume of exports of 1912 was only overtaken in 
1955, and still for some twenty years the evolution of the series did not reach the 
levels of growth of the national or the industrial product. The main factor for the 
detected behaviour is therefore a long tendency o f decline in international 
competitivity for theBritish economy as a whole, in which war impacts, international 
leadership evolution and economic performance are mixed as causal relations. 
And we may guess that these historical facts are indeed the major cause for the 
evidence of nonlinearity.

There is a possible strategic recourse for lltc econometric standard argument, and 
indeed it is implied by some scholar, based on the distinction between two different 
types of exogenous shocks, namely between those which are considered as non-ecoromic, 
rare, very strong and to be despised, and those wliich are supposed to be truly random 
and small. The log-linear macroeconometric models arc generally based on the notion 
of a stable system affected by these small random shocks, and oilier more significative 
impacts are excluded from the analysis. This may be so for toy-models, but definitely 
cannot be accepted for the analysis of real time series.
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23.2. All that is solid melts into air

One major piece in the building up o f the econometric program was the semi
nal 1927 article by Slutsky,17 which did not present a general theory of the cycle 
but suggested an important conjecture: ‘it is possible that a definite structure of 
a connection between random fluctuations could form into a system of more or 
less regular waves’ (Slutsky, 1937: 106).

Slutsky used series from the Russian lottery, and computed a moving average 
in order to prove that ‘the summation of random causes may be the source of 
cyclic, or undulalory processes’ with ‘quasi-strict periodicity’ (ibid.: 114, 120). 
This is a very powerful result: Slutsky proved that the cycles could be mere 
statistical artifacts im posed by the computation o f m oving averages. 
Alternatively, the results can be interpreted in a distinct way: if the propagation 
mechanism is considered to be a real feature of real systems, the random shocks 
can create cycles, provided that propagation part is designed to operate in order 
to combine, to sum and to average their effects. This interpretation was at the 
core o f Frisch's theory o f the cycle, in which the random shocks were defined 
as ‘the source of energy in maintaining oscillations* (Frisch, 1933: 197), 
impacting on an economic structure modelled as a system of mixed linear 
differential and difference equations with complex conjugate roots.This provided 
a global theory for the cycle:

The most important features o f the free oscillation [‘the majority o f  the economic 
oscillations’] is that the length o f  the cycles and the tendency towards dampening 
are determined by the intrinsic structure o f the swinging system, while the intensity 
(the amplitude) o f  the fluctuations is determined primarily by the exterior impulse. 
An important consequence o f this is that a more or less regular fluctuation may be 
produced by a cause which operates irregularly, (ibid.: 171)

This is, as the reader knows, the rocking horse.
The crucial point o f the Slutsky paper was the conclusion about the effect of 

the random shocks: this hypothesis was discussed here under the form of the 
null o f  the generation o f the process by a linear system with independent 
and identically distributed random shocks, and was rejected in several 
instances. It should be once again noted that a linear system can only mimic 
the behaviour o f a real scries if exogenous stochastic shocks are added in 
order to create the cycles.

But, for one o f the cases in which the IID hypothesis has not been rejected, 
UK GDP (1860-1989), the moving average of the residuals o f the series seems 
to substantiate the Slutsky effect. The following graphs show some evidence of 
cycles in the pattern of evolution of the residuals if  a moving average o f 10 
years is computed:
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Figure 23.1 A Slutsky effect on residual of UK GDP ? (residuals o f an AR 
process on GDP, and a 10 years moving average on the same 
residuals)

Indeed, this seems to support the argument that the summation of random 
variables (what one could argue to be the case of the GDP residuals) creates the 
artifact—  in a strict interpretation of Slutsky’s article —  or the new /acr—  if 
one follows Frisch’s interpretation, of the cycles. Moreover, against Kondratiev, 
this graph suggests that a moving-average procedure may create the illusion of 
long cycles since three patterns of large waves become evident. The next graph 
follows closely Kondratiev’s method for the treatment of the series, and shows 
some evidence of three long cycles in the UK GDP, which are even more striking 
than the previous ones (as previously, the two World War periods are indicated; 
the abciss is time, 1860-1989):

United Kingdom GDP

Figure 23.2 Long cycles in UK GDP: a Kondratiev artifact? (detrended 
GDP and a 10 years moving average on the residuals)
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If the residuals arc indeed IID, this evidence of long cycles may be legitimately 
interpreted as an illusion caused by the summation procedure, which is more or 
less highlighted according to the filtering procedure adopted. If Slutsky was 
right, then the cycles may indeed be spurious effects of the random shocks on 
the propagation system. Nevertheless, all these conclusions strategically depend 
on the basic assumptions about the independent nature of the exogenous shocks 
on a linearly structured propagation system. Now, as shown by the earlier 
discussion on aggregation, as far as the current case is concerned the appearance 
of the IID distribution of (he residuals of GDP is itself an artifact, since at least 
several of its main components are presumably generated by nonlinear proces
ses. This nonlinearity and the presence o f a structure in the residuals, which as 
a consequence arc not IID, is hidden by the overall aggregate index of the 
GDP: the multiplicity of structures obscures the existence of a structure. This is 
very important, since it falsifies the whole conclusion: it is because ofcomplexity 
that simplicity is wrongly assumed.

United Kingdom industrial production1$ j U-A »  drtftOJhd i n u

— ind, prod —  10 years mov. aver

Figure 23.3 UK industrial production: detrended series and a 10 years 
moving average on residuals

On the contrary, if the impacts are not randomly generated but clustered in 
certain moments, if some organization is imposed by economic or non-strictly 
economic factors such as wars or innovations, then there is a plausible 
explanation to each switch of regimes.

A final point to be made is about the comparison between these results and 
those of the simulated series, whose structure is known by definition. The 
moving-average processes on the detrended series and on the detrended-filtered 
series indicate both the existence of four Kondratiev waves, which of course 
we know to exist by construction. The single important difference of this
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Figure 23.4 Results of detrending the simulated series and applying a 10 years 
moving average on the obtained residuals

Simulated seriej
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Note; the turning points are indicated by arrows

Figure 23.5 Results o f an AR process in the simulated series and a JO years 
moving average on the residuals
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representation in relation to the original series is that the fourth Kondratiev is 
scarcely detected, as a consequence o f the shortness o f the information available 
for that period. The turning points are clearly marked in the second graph by 
strong oscillations, which indicate a change o f regime.

These effects arc created in the series which is known to be generated 
endogenously by a nonlinear deterministic system, that is, there are no random 
shocks at all.This proves that the Slutsky effect does not prove any sort o f causality: 
a low-dimensional chaotic system, as the Goodwin growth-cycle model here used, 
can also generate a scries simulating randomness and whose moving average will 
exhibit the same effect, even if the residuals of a linear filtering are not UD and in 
fact indicate the presence of a hidden nonlinear structure. In other words, the Slutsky 
is true, but not general; it is a sufficient, but not a necessary condition for cycles. 
Moreover, some scries which are considered by the standard techniques as randomly 
generated may result from an effect of aggregation hiding their true nonlinear 
nature.These series may also simulate a Slutsky effect which is really meaningless: 
it is no more than the illusion of an illusion.
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domination, and vice-versa.
This is obviously untenable, and only in scholar blackboard exercises 

can one maintain the pretension o f pure endogeneity, ignoring the 
‘exogenous* political factors. Even more so, because of the outstanding 
fact that most o f these explanations require random shocks —■ which are 
exogenous, unknown and indefinable —  as the very condition for the cycle 
and for showing some similitude with reality. What the paradox reveals is 
that most definitions of exogeneity and endogeneity are logical implications 
of the mathematical formulation o f the model, which implies by itself an 
arbitrary discrimination: exogeneity is defined in order to exclude the 
complex factors and endogeneity is conceived of in order to represent the 
equilibrium mechanism. In other words, the antinomy is a properly of the 
model and not a general feature of reality, and imposes a drastic choice between 
the endogenous mode of explanation which supposes history without events, 
and the exogenous mode supposing events without history.

A major reason for the use of historical methods in economics is the necessity 
o f reincorporating combined explanations in order to understand social 
phenomena, which would otherwise be absurdly disintegrated in a nonsensical 
puzzle. However they are defined within each theoretical universe, the 
‘exogenous* and ‘endogenous’ factors must be integrated in the same concrete 
economic analysis. It is because o f history and not because of mechanical 
representations that we understand and may eventually explain the turning points, 
the structure o f the epochs in economic evolution, the social constraints, the 
main innovations, the rise and fall of institutions.

There is still a further reason for the reconsideration o f the historical methods 
as a complement to economic theory. As indicated, the BDS statistics detects 
hidden structure, be it nonlinearity or nonstationarity. In the calculations for 
this part, the procedure o f detrending and then filtering our time series was 
used for the indicated technical reasons. But these procedures cannot be taken 
for granted, since we know how damaging they maybe: the traditional detrending 
method is indeed a major concession to the standard techniques, and a most 
pernicious one, since there is no clear theoretical basis for the elimination of 
the trend, or in general for the double decomposition. Detrending is a 
mathematically arbitrary procedure, and it implies the abandonment o f any 
evolutionary perspective since the object of the research becomes the reversible 
fluctuations around a theoretical line, instead o f the irreversible evolution of 
the historical process. This is the price for the divorce between the growth theories 
domain and the business cycle domain, which still dominates the formulation 
of techniques and theories —  and it is the ultimate victory of Maxwell’s demon 
or of Laplace’s infinite intelligence.

The procedure o f detrending was nevertheless used in the previous pages 
since the BDS test cannot be applied to monotonically increasing (decreasing)
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or non-station ary series. In the case o f the computation o f the Hurst exponent 
no detrending against time is absolutely necessary, although log series or first 
differences are typically used—  and the range represents the changing average 
level for each subset; consequently, the technique is only able to identify the 
nature o f the historical structure in the case of major variations in the series.

The sim u ltan eou s and com bined inquiry into nonlinearity and 
nonstationarity is still a task for the future, and this is why the reader must be 
alerted about the limitations of the current statistical instruments. Once accepted 
the agenda o f complexity, the old wisdom is ehallengcd: nonstationarity may 
be a major influence creating the nonlinearity, and vice-versa —  the variation 
in variance may be the evidence for the changes of the 'trend*, or in other 
words o f a nonlinear process. The solution here adopted, to investigate changes 
in variance as symptoms of nonlinear relations and to use both techniques, is 
just a preliminary step.

The procedure could therefore be charged for accepting the same 
arbitrariness as the neoclassical paradigm, if it was the case of producing 
conclusive affirmations about some precise structure of the macroeconomic 
series depending on the previous decomposition. But, on the contrary, the 
current argument is that economics must eliminate that type o f explanation 
and look for a new mode of theorizing, based on non-parametric methods in 
order to study non-specified nonlinear and complex relations. As on the 
other hand it is known that a fundamental nonlinearity cannot be hidden 
by the traditional procedures o f filtering and extracting the trend if  these 
new methods are used, these results are robust.

The complex approach excludes the procedure o f extraction of the trend 
and the impulse-propagation model in order to test hypotheses or to establish 
precise parametric specifications in the Laplacean mood. In the same sense, it 
challenges the epistemic distinction between endogenous and exogenous 
variables and criticizes aggregation: the rocking horse is indeed a toy. In fact, 
there is no point in detrending the series whenever there is no economic 
explanation for the procedure and for its results: Schumpeter suggested the 
trend to be the incorporation o f ‘growth’ effects from population and capital 
expansions, but he was wise enough to argue against any general procedure of 
trend decomposition. Mitchell did the same. On the other hand, detrending 
may create meaningless entities, such as cycles with no real time dimension. 
One may indeed suspect that the Slutsky-Frisch paradigm has been hunting the 
snarks just to find a Boojum and to vanish with it, as in Lewis Carroll’s ‘agony 
in eight fits’. Indeed, the presumed linear structure of the models is contradicted 
by a tenacious and badly-behaved nonlinearity.

In order to deal with the nonstationarity of the scries —  with the whole 
original series as the very subject of the research —  it is necessary to reconsider 
the historical insights as the best reliable instrument to complement and to lead
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the statistical inspection. However, this is not generally accepted, primarily at 
the methodological level: the dominance of econometric confirmationism in 
economics and the unending quest for a laboratory type of control and production 
of experiments vitiated the debate about the interrelation with other social 
sciences. One very impressive piece of evidence is the general acceptance of 
the explanatory capacity of closed and reversible models; this in fact implies 
that a theory should be able to explain exhaustively all the social processes, or 
that economics should be a global science able to measure, to explain and to predict 
all human actions. This design implies the reincarnation of praxeology, which was 
endorsed by lire Austrians and indeed at one time by all the neoclassical current: 
the newly unified social science should be defined by the computation of utility, 
all humanity reduced to the measurement of pleasure and pain.

After the positivist attempt in the same direction, scientists should wonder 
if this all-inclusive theory is possible and even if it is prudent. It is therefore 
necessary to reverse Comte’s strategy for the unification of social sciences: he 
thought he could eliminate metaphysics in economics, replacing it by a sociology 
based on strictly inductive, fact- and law-finding knowledge according to the 
positivist patterns; it is now obvious that such a type of unification is neither possible 
nor desirable, and that multiple forms of cooperation from the specific dimensions 
of each science are needed, in the sense of a Sozialokonomie articulating historical, 
sociological and economic researches.

In this framework, it is indeed possible to progress in the explanation of 
complex social phenomena without simultaneously abandoning the formal rigour 
which is so badly needed in economics. And it is also possible to deal with the 
relevant phenomena not as pathological aberrations to be treated by punitive 
methods, but as the pertinent questions: cycles in irreversible time, switches of 
regimes in economic evolution or disturbances representing in history the relation 
between the economic and the political spheres. The analysis of an economy in 
historical perspective is just that: there are no cosmological essences or cyclopic 
regularities moving the universe like a clock, and any effortto find such creatures 
is wasted time. Hicks once stated that ‘As economics pushes beyond “statics” it 
becomes less like science, and more like history’ (Hicks, 1979: xi); on the 
contrary, the argument of this book is that the traditional distinction between 
nomological (natural sciences) and ideographic (history) sciences must be 
abandoned and dissolved in a global approach to evolution and, indeed, that 
historical knowledge is indispensable to economics, and that is the condition 
for theoretical precision and scientific exactness.

As Schumpeter argued in the 1949 NBER Conference, the construction of 
economic knowledge is essentially needing the contribution of other social sciences, 
namely history and sociology. These last chapters argued that common sense favours 
such an inter-disciplinary approach, necessary to cope with the complexity of the 
real world. And, if the proof was convincing, so does statistics itself.

Notes of Part Four 333

Notes of Part Four
1 Karl Pearson, a disciple of Mach — Ihc cmpirocriticist philosopher who influenced the future 

Vienna Circle — introduced the concept of correlation in statistics. Under the influence of 
Mach’s dismissal of causality, Pearson reduced the notion to the conceptual limit of the 
probability correlation. Pearson, a Baconian, was engaged in the 1910 polemics with Keynes, 
described in Part Three.

2 But not the last ones, in which Yule identified the dangers of spurious correlation (Yule, 1921, 
1926), namely criticizing the acceptance of non-existent sampling conditions, since each 
economic observation is not drawn from a population and it is not independent of the previous 
ones. In this framework, Yule even argued in 1926 that the ‘usual conceptions' of statics were 
not applicable,

3 The debate between the Ncyman-Pearson (Egon Pearson, the son of Karl Pearson) strategy of 
test of hypotheses and R.A. Fisher’s strategy of tests of significance is understandable at this 
light. Fisher privileged tests of significance and analyses of variance for small series, while 
Ncyman and Pearson argued for an infirmationist action. In fact, only a weak and indirect 
confirmation is produced, since the alternative and not the null hypothesis is tested, and the 
test is unable to prevent or to detect eventual errors in the definition of the variables. The N- 
P strategy is nevertheless a hallmark of the HDM in economics.

4 'When we cannot accept that the observations, along the time series available to us, are 
independent, or cannot by some device be divided into groups that can be treated as 
independent, we get into much deeper waters. For wc have then, in strict logic, no more than 
one observation, all of the separate items have to be taken together. For the analysis of that 
the probability calculus is uscicss; it docs not apply. Wc are left to use our judgement, making 
sense of what has happened as best wc can. in the manner of the historian. Applied economics 
docs then come back to history, after all, I am bold enough to conclude, from these 
considerations, that the usefulness of “statistical" or “stochastic" methods in economics is a 
good deal less than is now conventionally supposed’ (Hicks, 1979; 121).

5 Hicks again: ’Thus it is not at all sensible to take a small number of observations (sometimes 
no more than a dozen observations) and to use the rules of probability theory to deduce from 
them a “significant” general law. For we are assuming, if we do so, that the variations from 
one to another of the observations are random, so that if we had a laige sample (as we do not) 
they would by some averaging tend to disappear. But what nonsense this is when the 
observations arc derived, as not infrequently happens, from different countries, or localities, 
or industries — entities about which wc may well have relevant information, but which we 
have deliberately decided, by our procedure, to ignore. By all means let us plot the points on 
a chart, and try to explain them; but it docs not help in explaining them to suppress their 
names. The probability calculus is no excuse for forgetfulness’ (Hicks, 1979; 121-2). Or in 
the same sense: ‘The national income and electricity consumption of OECD countries in 
1970 is not a sample of anything, and therefore the calculation of the “significance” of the 
relation between them lacks point: the relation is what it is’ (McCloskey, 1985: 167),

6 Curiously. Frisch, who was aware of the difficulties involved in the traditional methods 
and clearly distinguished between substantial and statistical significance, approved 
Schumpeter's claim in that matter. Significance tests must be ‘subordinated to the general 
intuitional and philosophical interpretation’, wrote Frisch (1951:9-10), who strongly advised 
his colleagues about the intrinsic limits of the proof by the statistical tests: ‘They [the 
significance tests] have a clcarîy defined meaning only within the narrow confines of the 
model in question. 1 wish it were more clearly and more commonly recognised by all 
model builders that all the shrewd mathematical tests arc of this relative sort’ (ibid.). Neither 
Frisch norTinbcrgcn followed the probabilistic revolution they had introduced in economics: 
Frisch moved in the thirties from econometrics to an important and passionate work on 
planning, and so did Tinbergen after the Second World War,

7 This is again based on a critique of the metaphor from physics: ‘Economists have inherited 
from the physical sciences the myth that scientific inference is objective, and free of personal 
prejudice. This is a utter nonsense. All knowledge is human belief; more accurately, human
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opinion. What often happens in the physical sciences is that there is a high degree of conformity 
of opinion... .The false idol of objectivity has done great damage to economic science'(Learner, 
1983:36).Thecxlreme relativist opinion expressed by Learner is not a precondition for accepting 
his point on the subjective component of probability or on the specification of the model.

8 ‘We comfortably divide ourselves into a celibate priesthood of statistical theorists, on the one 
hand, and a legion of inveterate sinner-data analysis, on the other. The priests arc empowered 
to draw up lists of sins and arc revered for the special talent they display. Sinners arc not 
expected to avoid sins; they need only confess their errors openly’ (Learner, 1978: vi).

9 ‘Indeed, any system that involves a conservation principle (given means) and a maximizing 
rule (optimal satisfaction) is a mechanical analogue* (Gcorgcscu-Rocgcn, 1971: 318). 
Georgcscu-Rocgen criticized lire Cowles Commission epistemology, namely the assumption 
of the constancy of the parameters, the ’as if’ sampling process and the deterministic 
conclusions, and suggested an alternative dialectical approach (Mirowski, 1992: 91, 93 f.).

10 In that regard, in the first issue of a new journal dedicated to Com plexity, the editorialist John 
Casti (1995: 12-3) argued that there are three general laws in the emergence of complexity: 
that described by the Theorem, the Fourier representation of functions as infinite scries of 
sines and cosines, and the Power Law, namely Zipf’s Law of the frequency of words, of the 
relation of dimensions and occurrences of falls of meteorites, earthquakes, spéciation, 
dimension of cities, etc. (Knigman, 1996: v, 39),

11 The PHASER software was used to generate the series using the Runge-Kutia algorithm. 
Other software used wasTSP, SPSS (to analyse the time series), Excel (to prepare Ihe graphs). 
BDS and DMC (to compute the correlation dimension).

12 The initial conditions and values of the parameters arc fixed at moment 0, and then only three 
parameters are corrected every 50 ‘years', just as the initial condition for k. So, the simulated 
'Kondratievs* compared to the real counterparts for the accepted dating (in parenthesis, the 
date for the end of long wave) are 1801-1850(1848), 1851-1901 (1893), 1901-1951 (1945), 
and 1951-1988 (...).

13 Even if no measurement errors were possible, a complete precision is never available, including 
for a controlled experiment. The degree of accuracy of the measurement of the residuals is a 
choice of the scientist in the case of the computer experiment: the conclusions will reject 
nonlinearity very easily if a gross measure is used, ignoring the irregularities that characterize 
chaos or nonlinear scries by the procedure of rounding. For the present purposes, measures 
with 17 digits were used in the computation,

14 The sampling distribution of the statistics is not known under lire null of nonlinearity, but the 
asymptotic distribution is known under the null of HD.

15 Brock and his colleagues proved that if the scries is generated by a low-dimensional chaotic 
process, then the residuals of the linear filtering will also be low-dimcnsionally deterministic, 
will have the same dimension and the same largest positive Lyapunov exponent. So, the pre- 
whitening procedure does not affect the dimension of the series if its dynamics is chaotic (Brock, 
and Malliaris,1988: 301; Mullineaux and Peng, 1993: 70). The correlation dimension indicates 
the minimum number of degrees of freedom needed to simulate the process and to describe the 
data, or the number of lags in a nonlinear system (Brock and Sayers, 1988: 86). The fractal 
.dimension obtained is typically smaller than the real one (Barnett and Choi, 1989: 151), In this 
framework, a deterministic system implies a low dimensional process, whereas a purely random 
one implies an infinite dimension, in practical terms, it is impossible to distinguish between 
high dimensional chaos and a stochastic process for a given series (Brock and MalJiaris, 1988: 
322).

16 Maddison indicates that some data are interpolated from fragmentary information for 1871- 
85 and 1945-6 for Japanese GDP.

17 The article was published in English only in 1937, but its first version (1927) included several 
pages of an English summary, and it was widely known in the Western countries. Frisch 
wrote to Slutsky in March 1932 asking for permission to publish it in one of the first issues of 
Ecotwm etrica (which was still in preparation); by that time, a translation had already been 
prepared under the supervision of Schultz (correspondence of Frisch, University of Oslo 
Library). But the publication was successively delayed until 1937.

18 The same can, and must be said in relation to other processes of social change, such as

Notes o f Part Four 335

the diffusion of new constellations of innovations, new modes of organization of the 
working force, changes in institutions and, in general, all the processes occurring in 
the socio-institutional sub-system. The example of the wars was chosen among them 
because there is no difficulty to dale it very exactly.

19 Still, if this was the case, the example discussed in this Part provides further arguments against 
any simplification about the effect of the ‘war* factor. The countries previously considered suffered 
the wars in very different conditions: one was defeated in the devastating war (Japan), others won but 
were severely affected (UK) or benefited considerably from it (USA), another was neutral (Sweden).
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