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1 INTRODUCTION: PARADIGMS, 
HARD CORES, AND FUGLEMEN 

IN MODERN ECONOMIC 
THEORY 

Philip Mirowski 

Every age has scojfed at its predecessor, accusing it of having generalized too 
boldly and too naively. Descartes used to commiserate the lonians. Descartes 
in his turn makes us smile, and no doubt some day our children will laugh at 
us. Is there no way of getting at once to the gist of the matter, and thereby 
escaping the raillery which we foresee? No, that Li impossible; that would be a 

complete misunderstanding of the true character of science. 

—Henri Poincare, Science and Hypothesis 

Apologia 

Books with titles such as that sported by the volume you hold in your hands 
are, let us admit, frequently disappointments. Not only in the discipline of 
economics, but in the wider academic world as well, there is a persistent 
jostle and clamor to proclaim the "revolutionary" this or the "pathbreak-
ing" that. The exigencies of self-promotion have escalated beyond all 
bounds of circumspection and propriety; it seems no one is content to admit 
to continuity with tradition. The last three decades have even witnessed the 
spectacle of the natural scientists chiming in, with all the fashionable talk of 
"scientific revolutions", "paradigms", "degenerating research programs", 

1 



2 IHE RECONSTRUCTION OF ECONOMIC THEORY 

"incommensurability", and so forth. The widespread academic disdain for 
any semblance of mere yeoman service in the cause of furthering knowledge 
is exemplified by Thomas Kuhn's description of "normal science" as 
"puzzle-solving": a mundane activity, similar to the solution of a crossword 
puzzle, or the successful negotiation of a maze by a rat. After all, who wants 
to grow up to be a normal scientist? 

The reality, of course, falls far short of this mark. Once past the title page 
of The Reconstruction of'X", usually the boredom sets in. The disillusion­
ment comes in one of two brands. In the first, the alleged novelty of the 
analysis is wildly exaggerated, with the results varying only insignificantly 
from the reigning orthodoxy. In the second, the conventional wisdom is 
flayed and pilloried without mercy, while the work stops well short of any 
operational suggestion as to how one might avoid the errors of those sub­
jected to scorn. In either case, the reader has been duped, and is sure to 
think twice about picking up another book with a similar title. A few more 
such incidents, and another cynic is born. 

So why pick such a rash title? The mandate given to the editor of the 
present volume was succinct and to the point: gather together some of the 
most recent attempts to remake economic theory at its most fundamental 
levels, and avoid the two debased brands of academic revolutions. Now, 
anyone would have realized that this would be a devilishly difficult task, 
more likely than not to backfire; but, in retrospect, the editor still marvels at 
the complacency with which he embarked on the enterprise. It was quite 
easy to identify the critics of conventional economics who had little more 
than criticism to offer; it was much more difficult to feel certain that he had 
actually stumbled upon a substantive divergence from the orthodoxy that 
appeared to promise further fruitful developments. Thus the purpose of this 
introduction is to provide justification for the title, which the editor has 
come to believe is appropriate. The modus appologia will be to present the 
reader with an outline of the principles of selection the editor finally settled 
upon, along with some indication as to how the present essays fulfill those 
criteria. Forewarned and forearmed, the prospective reader should then be 
equipped to judge for him- or herself whether truth in advertising has been 
further abused, or if something a little more interesting and entertaining is 
afoot. 

What Is the Orthodoxy in Economics? 

Any assertion of novelty of analysis must presume an orthodoxy as a bench­
mark. However prosaic this may seem, it is by no means a simple matter, 
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because orthodoxies have a habit of not standing still. Kuhn captured our 
problem in a phrase: " . . . to answer the question 'normal or revolutionary?' 
one must first ask 'for whom?'" (in Lakatos and Musgrave, 1970, p. 252). 
Certainly there is a surfeit of economists who harbor the conviction that 
their ideas are original and profound, just as there is surely a second surfeit 
of economists poised to challenge that conviction. However many econo­
mists we might canvass, there is no guarantee that we would eventually 
converge upon a solid orthodox credo. This problem is compounded by 
some blind spots in most economists' field of vision when it comes to the his­
tory of modern economic thought, an issue we shall shortly have occasion 
to discuss. 

To circumvent the problem, we shall provisionally define the orthodoxy 
in economic theory (to which the essays in this volume claim to provide an 
alternative) as the composite of standard curriculum prevalent in American 
or American-influenced graduate programs. This choice severely restricts 
the field of possibilities, because after World War II the American graduate 
economics curriculum has become much more homogeneous than was the 
case previously. With only minor risk of exaggeration, in that curriculum 
there are now only two schools of thought to choose from: the predominant 
neoclassical economic theory, and a European variant of an attenuated form 
of Marxian economic theory. Although other schools of thought have 
flourished in the past and still claim adherents, in a surprisingly short interval 
German historicism, American Institutionalism, Austrian subjectivism, and 
yes, even Keynesian macroeconomics have been displaced and superseded 
as active research programs in the schools that train the majority of the next 
generation of economists. Hence, irrespective of the fact that the ranks of 
economists have swelled at an exponential rate in the postwar period, the 
dispersion of the types of credentials of the Western economist has nar­
rowed to a bipolar distribution. However one might evaluate the desirability 
of such a trend, it is the critical backdrop against which the essays in this 
volume should be understood. 

To merely attach names to these two schools of thought is nowise suf­
ficient to characterize them; nor does it illustrate the thesis that economics 
has grown more homogeneous. In order to do so, we must have some idea of 
the features that comprise their identity, as well as the features that are 
adventitious or expendable. Lakatos (Lakatos and Musgrave, 1970, p. 133) 
has coined a marvelously ironic term for the concept we seek: the "hard 
core" of a research program. Lakatos believed that research programs are 
usually accompanied by a package of prescriptions as to which inquiries to 
avoid, and which research paths to pursue. The "hard core" of a program is 
that collection of concepts, theories, and practices that are ruled off limits to 
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empirical falsification or conceptual refutation. The problems or anomalies 
linked to this assemblage which happen to arise in the course of inquiry are 
deflected onto a second set of concepts, theories, and practices which Laka-
tos calls the "protective belt": these can be radically altered, or, if need be, 
dropped. The philosophical assertion of a certain inviolate set of concepts 
and practices in science was not original with Lakatos; much of the basic idea 
could be found in the discussions of the Duhem-Ouine thesis which, briefly 
summarized, states that any single hypothesis is immune to falsification, 
because of the plethora of auxiliary hypotheses attached to any scientific 
theory (see Harding, 1976). We do not need to subscribe to Lakatos' meth­
odological strictures in detail to see that this concept of the "hard core" 
could be very useful in an attempt to identify the orthodoxy in an intellec­
tual discipline. If there exists some constellation of concepts and prac­
tices that are treated as privileged and, as such, embody the unity and 
coherence of an inquiry, then that hard core will serve adequately as a 
shorthand referent for the entire research project. 

Is there a hard core characteristic of neoclassical economics or Marxian 
economics as they are manifested in the conventional economics graduate 
program? The quest for either of these hard cores is a notoriously tricky 
business. Many historians of economic thought and some methodologists 
have tried it, especially for neoclassical economics, with none too impressive 
results. The candidates for neoclassicism have ranged from Robbins' 
"scarce means for given ends" to Benthamite methodological individualism 
to Hollis' and Nell's empiricism. It is the contention of this editor (Mirowski, 
1984 and forthcoming) that none of these characterizations of the hard core 
of neoclassicism really fill the bill, in that they neglect the actual historical 
practices of those whom no one would dispute were progenitors of neo­
classicism. (Parenthetically, this was the same criticism Kuhn, Lakatos, 
Laudan, and others made of the Popperian and logical positivist philos­
ophers of science.) While disputes over the history of doctrine are not a 
major concern in this volume, they do occupy one very central role in it: they 
will serve to identify the orthodox concepts and practices that undergo 
reconstruction in this volume. In this instance the editor has drawn upon a 
thesis he has elaborated at length elsewhere (Mirowski, forthcoming), as 
well as summarized in his essay on mathematical formalism in this book, for 
the purpose of providing the demarcation criteria for the hard cores of 
neoclassical and Marxian economic theory. 

This thesis, baldly stated, is that both of these research programs grew out 
of attempts to approriate and apply the metaphors, practices, and methods 
of the physics of two different historical periods, and to bend them to the 
discussion of economic phenomena. Thus the hard cores of the respective 
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research programs in economics are the metaphors and methods of the 
natural science of the respective historical periods. Even more bluntly, 
Marxian economic theory is a bowdlerized version of Cartesian substance 
theories of motion; whereas neoclassical economic theory is a bowdlerized 
version of nineteenth-century energy physics. 

Clearly some brief elaboration is in order, although for details the reader 
is urged to consult the cited texts. First, the Marxian theory. Descartes, as is 
well known, wanted to portray the world as ultimately reducible to man­
ifestations of matter and its extension. Although the Cartesian research 
program was superseded in many respects by the Newtonian paradigm, the 
"rational mechanics" of the eighteenth and early nineteenth centuries did 
preserve and elaborate upon the process of physical explanation as reduc­
tion of phenomena to an undifferentiated material substance in motion. The 
classical economists, anxious as they were to build their explanations upon 
solid "natural" foundations, adopted the substance metaphor as the basis 
for their theories of value. One need only recall the Physiocratic Tableau 
Oeconomique, with its generic substance "ble" wending its way among the 
three classes of society, to conjure an explicit example of Cartesian expla­
nation (Foley, 1976). Marx, both through intensive study of the classical 
economists and through his Hegelian influences (especially The Phenome­
nology of Spirit), imbibed the metaphor of value as substance in motion, 
and took as his task the rendering of its economic implications internally 
consistent. His version of the labor theory of value was the pinnacle of 
Cartesian substance theories in economics, and it is this that remains the 
hard core of the Marxian economic tradition. This is even true of its 
modern Cambridge or Sraffian variant (Steedman, 1977), which claims to 
jettison the labor theory of value, only to fall back upon the natural sub­
stance of the "standard commodity." 

Next, the neoclassical theory. After physical theory was consolidated in 
the mid-nineteenth century around the mathematical formalisms of energy 
and the field concept, the revised picture of the physical world was rapidly 
incorporated into a new economic theory much more mathematical and 
formal in character than classical economics. In this theory, energy became 
transmuted into "utility". This utility was suffused throughout an abstract 
commodity space, and was the primary motive force behind economic activ­
ity: that is, it constituted a field. Theoretical analysis assumed the format 
of variational or extremal principles, such as Lagrange's technique of locat­
ing extrema under constraints, employing the principle of undetermined 
multipliers. Constrained optimization became the hallmark of neoclassical 
theory, its hard core being the postulation of a psychological field which 
behaved, for all intents and purposes, just like potential energy. 
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These two characterizations of the hard cores of the predominant re­
search programs in economics have many intriguing imphcations for the 
history of economics, its epistemology, its sociological structure, as well as 
its persistent imperialistic relationship to the remainder of social theory, but 
these are not our present concern. In the development of criteria for the 
inclusion of contributions to this volume, the editor employed these theses 
in order to decide what was and what was not just another version of ortho­
dox theory. The criteria were deployed to identify divergence from the 
respective hard cores, as well as to estimate the prospect of the contribution 
being "absorbed" back into the orthodox research tradition. The editor 
hoped that the result of this process would be the identification of a reason­
ably coherent third stream or alternative economic theory. The criteria 
derived from this understanding of the respective hard cores were: 

1. The presence of an alternative to the physical reductionism inherent in 
the scientific metaphors that comprise the hard cores of neoclassicism 
and Marxism. In the contributors' essays, this often appears as a reluc­
tance to remain satisfied with exogenous natural determinants of eco­
nomic phenomena. 

2. The development of a mathematical formalism not simply appropriated 
from a physical model without comment. 

3. The reevaluation and reconceptualization of an economic phenomenon 
whose format had previously been dictated by some idiosyncracy of the 
parent physical model: for instance, the presumed temporal reversibil­
ity of trade, the notion of statics adopted from mechanics, or the con­
struct of growth as the spatial accumulation of identical units. 

4. A consideration of the philosophical problems specific to social re­
search, which are often discussed in the context of the controversy over 
which principles, if any, distinguish social inquiry from the natural sci­
ences. 

5. Finally, a confident and sure grasp of the structure of neoclassical and 
Marxian economic theory, as an antidote to the temptation to reinvent 
the wheel. 

Is There a "Third Stream"? 

So much for the wish list. Suppose for the sake of argument that the above 
characterizations of the hard cores are correct, and that the five criteria 
above are sufficient to identify a third stream of economic theory, neither 
Marxian nor neoclassical. Wishful thinking aside, does such a creature 
really exist? 



PARADIGMS, HARD CORES, AND FUGLEMEN 7 

The editor was extremely gratified to discover that some very substantial 
components of such a theory do exist, but that they were scattered hap­
hazardly throughout the insurmountable heap of economics literature pub-
hshed since the 1960s. Hence the rationale for yet another book tossed upon 
the heap: the existence of a viable alternative to the bigemony of neoclassi-
cism and Marxism is in danger of getting lost in the sheer volume. In many 
cases, partisans of one or the other of the orthodox positions have been in­
capable of recognizing the significance of a suggested alternative, and 
therefore our contributors have not until now had their ideas appear in the 
same venue. Searchers for a third stream have in the past had to be omnivor­
ous readers of many far-flung (and sometimes inaccessible) journals such 
as Australian Economic Papers, the Journal of Post Keynesian Economics, 
Journal of Economic Issues, Cambridge Journal of Economics, Economic 
Development and Cultural Change, Social Concept, and in one case, even 
Mathematics Magazine. 

That is not to say, however, that all of the present essayists agree on all, or 
even most, points of economic theory. As an example, the relative aversion 
to the neoclassical (or Marxian) research program varies drastically among 
the contributors, as will become apparent from perusal of their papers. If the 
editor were forced to rank the present company as to the degree of equanim­
ity with which they regard the last forty years' evolution of neoclassical 
theory, he would list himself as the most implacably opposed to its theoreti­
cal imperatives, followed in rapidly increasing order of sympathy by Levine, 
Bausor, Ellerman, and Katzner. More than once the editor found himself 
playing the Montagnard to their Girondists, prodding them in directions 
about which they had strong reservations. It is a tribute to each of their 
commitments to scholarship that they suffered this importunity with pa­
tience, grace, and cheerful good humor. In this and other respects, perhaps 
all the talk of revolutions and the shattering of paradigms is wrong; rather 
than a band of guerrillas, the present company is better understood as an 
array of fuglemen: exemplars, reconnoiterers into unknown territory, pur­
suing the thankless and unrewarded task of the innovation of an economics 
that deserves the name of social theory. 

Somewhere between the particularity of individual vision and the gener­
ality of a unified, disciplined intellectual school lies the actuahty of third 
stream economic theory. At the risk of conjuring a system where none really 
exists, the editor is convinced that there are common themes emerging from 
the various manifestations of third stream theory. While they may not be the 
central themes, which would command allegiance from all those who might 
identify with third stream theory, the editor has found them to be sufficiently 
widespread as to constitute a point of departure and a basis for commu-
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nication. We offer a brief precis of each here, for the benefit of those un­
acquainted with the third stream Uterature. 

A. Third stream economic theory does not appear to be synthetic, in 
that it evinces a distinct lack of interest in encompassing the neoclassical and 
Marxian models as special cases of a more general or covering law model. 
The portrait of science as necessarily cumulative has provoked increasing 
skepticism in recent history and philosophy of science (Laudan, 1984). Prob­
lems of incommensurability and meaning-invariance arise even in the natu­
ral sciences when one research tradition claims to fully subsume another. In 
economics, there is the further problem that the neoclassical and Marxian 
schools have patterned themselves on particular conceptions of natural sci­
ence methods and concepts, which the third stream eschews. Hence, for the 
most part, contributors to this volume generally avoid fostering the appear­
ance of unbroken tradition of economic analysis. 

B. Third stream economics generally does not accept "price" as a co­
herent phenomenological entity to be elevated to the position of the central 
object of explanation by economists. This volume provides instances of a 
movement to categorize price into its various functions, and then to break it 
down into its more fundamental constituent phenomena. Levine, for one, 
in his essay herein as well as in (Levine, 1980), presents a trenchant cri­
tique of equilibrium price as an a priori reconciliation of the forces buried 
within the natural givens of the analysis, as if equilibrium were merely 
something hidden from our superficial perception, an entelechy in the 
already-written book of our days, Levine's suggested alternative is to recon-
ceptualize price as one of many instruments available to the firm to achieve 
some of its many objectives: firm growth, market expansion, market stabil­
ity, financial manipulations, restructing of its market environment, or 
even the transmutation of its clientele. As he forcibly argues, there is no 
comprehensive way to reduce all of these diverse objectives to a single rank­
ing or objective function, just as there is no sensible algorithm that re­
duces all of the firm's instruments to a single prototypical control variable, 
such as, say, a "shadow price". From this perspective, the very idea that a 
firm would either treat prices as parametric or simply acquiesce to some 
"market clearing price" seems outlandish. 

In two other examples from this collection^ Bausor and Mirowski dissect 
the conventional notion of price, and in particular the "law of one price", in 
order to display its subliminal content. Bausor skeptically evaluates the 
commonplace that price can act either as a seaworthy vessel of information 
or as a dependable mechanism of coordination. His insight is that one must 
start with a model of individual psychology which freely allows the existence 
of differences of opinion, expectations, and interpretative capacities, before 
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one can reasonably pose the question of coordination success or failure. 
Only if the people in economic models are not zombies would the problem of 
economic coordination even arise. The conventional construction of a mar­
ket clearing price rapidly breaks down in such an environment. Bausor 
concludes by outlining an equilibrium model in historical time, revealing the 
circumscribed role of price in such a framework. Mirowski, on the other 
hand, questions the near-universal conviction that price is merely the simple 
ratio of physical quantities of goods. In asking the question why are prices 
expressed as numbers, he raises the possibility that the seemingly "natural" 
ratios mask a whole complement of institutional prerequisites which belie 
any simple barter economy. A detour through abstract algebra is used as an 
occasion to suggest that numerical prices embody a working distinction 
between legitimate and illegitimate trade, which in turn is a prerequisite for 
the reilication of growth and profit. 

C. The third stream of economic theory has many diverse sources 
of inspiration—within this volume alone one can easily discern classical, 
Marxian, and neoclassical themes—but there does seem to be a common 
denominator of discourse, which might be dubbed neoinstitutionalism. 
Each contributor has independently adopted the goal of constructing mod­
els that do not portray the market as a self-sufficient isolated entity, but 
rather an institution predicated upon the operation of other social institu­
tions, the components operating in a sometimes symbiotic, sometimes con­
tradictory relationship. Pride of place in this respect goes to Ellerman, who 
has developed a theory of property rights and appropriation which is analyti­
cally prior to the theory of the market, and indeed, value theory itself. 
Appropriation has always been a wretched skeleton in the neoclassical 
closet, ever since Walras tried to avoid it with the lame excuse that "nature 
makes things appropriable' (Walras, 1969, p. 76). The conundrum for Wal­
ras was to explain why his prices were "natural" even though "the appro­
priation of scarce things . . . is a phenomenon of human contrivance." 
Although there have been attempts in the interim to solve this problem, 
neoclassicals are not much further along than they were in Walras' day. 
Ellerman clarifies the flaw inherent in these attempts, as well as in any 
analysis that depends upon the distributive-shares metaphor. In its place, 
Ellerman proposes a labor theory of property, distinctly different in form 
and content from the Marxian labor theory of value. Although he does not 
cite them, his work has some resemblance to that of Thorstein Veblen and 
John R. Commons in their quest for an institutional legitimization of eco­
nomic distribution. 

Other contributors also address themes reminiscent of institutionalist 
concerns. Levine's stress on the firm as an institution capable of semi-
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autonomy from the market recalls the pioneering work of Berle and Means 
of a half-century ago. Katzner's model of the firm, which he uses mainly as a 
vehicle to discuss problems in the application of formalism to economic 
analysis, innovates a technique for the discussion of the roles of rules and 
social hierarchy in production, a concern of the institutionalist branch of 
labor economics. Mirowski confronts the institutional underpinnings of eco­
nomic analysis in two essays: one explores the socially contingent character 
of economic quantification; the second, compares the treatment of institu­
tions in game theory and in the writings of Veblen, Commons, and Mitchell. 

D. Third stream economic theory diverges from the pattern of previous 
challengers to the bigemony of neoclassicism and Marxism in that it explicit­
ly evaluates the impact of the escalating standards of mathematical sophis­
tication upon the content of economic theory. The essays in this volume are 
particularly noteworthy because they meet a high standard of fluency in 
mathematical expression, while avoiding the arrogance of the axioms/proof/ 
illustration format without corresponding discussion of the theoretical sig­
nificance of the economics. Most representative of this trend, the contribu­
tion by Katzner echoes the thesis (Katzner, 1983) that mathematical formal­
ization and quantification are two separate theoretical issues in economics. 
The present paper furthers that thesis by explicitly focusing attention on 
the influence of formalization upon the concepts found in conventional neo­
classical models; his work lends coherence to the frequently fuzzy discus­
sion of the interaction and interpenetration of mathematics and economics. 
In particular, his trenchant observations on the great divide between dia­
lectical and arithmomorphic concepts carry on the tradition of that unsung 
classic by Nicholas Georgescu-Roegen, The Entropy Law and the Economic 
Procei.? (Georgescu-Roegen, 1971). 

Other contributions to this volume also more or less explicitly comment 
on the economic content of mathematical models. The essay by Mirowski 
considers at length the conventional defenses of the use and abuse of 
mathematics in neoclassical economic theory, and finds them wanting. It is 
contended in that essay that such harmless choices as the unit of measure­
ment, or the appropriation of a particular subset of mathematical technique, 
are freighted with profound theoretical content. The paper by Ellerman 
entertains the notion that accounting, the shunned relative of economics, 
embodies the fundamentals of a group algebra which can serve to formalize 
trading relationships. Bausor's essay explores the implications of probaba-
listic arguments for the problem of coordination in historical time. Any one 
of these could alone falsify the common impression that there exists no 
alternative to mainstream mathematical economics. 

Ultimately, no amount of systematization after the fact by the editor will 
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conjure a third stream of economic theory; that is for the reader to decide for 
him- or herself. Nevertheless, the editor retains the conviction that there 
are more novel ideas contained herein per page than in most of the journal 
literature in economics, and it is on this basis that he recommends this book 
to you, the reader. 
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2 RECONCEPTUALIZING 
CLASSICAL ECONOMICS 

David P. Levine 

From the point of view of method and analytical structure, classical political 
economy provides the most clear-cut alternative to neoclassical economics. 
The central distinction between classical and neoclassical theory has to do 
with the way in which the former attempts to account for the reproduction of 
the economy through time. By including the notion of reproduction, the 
classical theory attempts to conceive of the economy as a determinate and 
enduring system, two qualities missing from the neoclassical conception. 
While the classical theory falls short in its effort to provide an account for the 
reproduction of a market economy, that effort can help guide us to a recon­
struction of economic analysis with implications significantly different from 
those of the neoclassical theory. In the following, we present the barest 
outUne of a reconceptuahzation of classical economics.' 

Natural Price and Market Price 

Recent efforts to revive the method of classical political economy focus on 
the way in which technical/material relations enter into the determination of 
prices and commodity exchange.^ By so doing, these efforts attempt to 
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provide an objective framework within which economic relations can be 
determined and thus avoid the contingency of the neoclassical theory with its 
emphasis on purely subjective conditions. 

By focusing on this technical or material aspect of the classical theory its 
modern practitioners emphasize only one side of classical analysis and ex­
clude another which more directly incorporates the idea of property own­
ership. In a recent paper (Levine, 1980) I have attempted to investigate 
these two sides of the classical theory and to show how they stand opposed 
one to the other. Briefly, we can summarize the two aspects of the classical 
theory as follows: 

1. The classical theory conceives of the economy as a system of relations 
between independent property owners pursuing their private interests. 
This is the conception of civil or civilized society and it emphasizes 
property ownership and self-seeking. Its focus is therefore on the mar­
ket and what it terms market price rather than on the process of produc­
tion and reproduction of those things that exchange in the market. 

2. Simultaneously, the classical theory conceives of the economy as a sys­
tem of the reproduction and expanded reproduction of a set of material 
relations having to do with the subsistence of persons. Here, it focuses 
on production price, the subsistence wage, and the growth of a produc­
ing apparatus. 

The idea of the self-ordering market (Adam Smith's "invisible hand") 
implies a unity of these two aspects of the classical theory. In particular, it 
suggests that the system of relations between independent property owners 
realizes as an unintended consequence its own reproduction and growth and 
therefore the reproduction and growth of the set of material/technical rela­
tions. A difficulty arises, however, in the attempt to unify the two aspects of 
the classical theory. This difficulty stems from the fact that when persons act 
according to their private interests they need not act in such a way as to 
encourage the reproduction of the material/technical order. Conversely, 
when we constrain agents to act so as to reproduce a system of material 
production we in effect require them to give up their private interests. One 
way of phrasing this paradox is to say that the classical theory requires 
that its agents act both as persons and as mere elements of an impersonal 
structure. 

The difficulty arises insofar as agents acting as persons (i.e., in their 
private or self-interest) cannot be relied upon to act in a way that leads to 
systemic coherence. The market exists at the whim of its participants and is 
as ephemeral as their preferences. The core weakness of the Walrasian 
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theory stems from the fact that it portrays the economy in just this way, and 
therefore says nothing genuinely determinate about economic relations. 
Classical theory develops a deterministic conception which allows for the 
analysis of economic processes without reference to preference, whim, and 
free choice. This is the great strength of the classical method when set 
against that of modern economics. 

Classical political economy deploys two distinct notions of price to cap­
ture the two sides of its overall conception. These are the notions of natural 
and market price. Analysis of the relation between natural and market price 
reveals the underlying contradictions implied by the duality of the classical 
conception of the economy. 

The classical theory intends the natural price to refer exclusively to condi­
tions of production (or of material/technical reproduction) and the market 
price to refer exclusively to conditions within the market (property rela­
tions) . This distinction initially leads to an identification of natural price with 
a notion of a quantity of labor time (assumed measurable without regard to 
the property system). This identification appeared to provide a firm rooting 
of price in the production process considered prior to and independent of 
market relations. However, the so-called labor theory of value led classical 
theory into serious and ultimately insoluble difficulties associated in particu­
lar with the calculation of labor value and the value of capital (Steedman, 
1977; Levine, 1978, ch. 9). The methodological and analytical imphcations 
of the attempt to root exchange in production remain clear, however, when 
we leave aside problems specifically associated with the labor theory of 
value. The distinction between natural price and market price appears with 
equal force when we treat natural price as a production price, following that 
strain within classical theory recently emphasized in the work of Piero 
Sraffa. 

In one sense, the idea behind the distinction between market and produc­
tion price is to show how the circumstances of production govern the mar­
ket and thus how the laws of the market simply express the conditions of 
production and reproduction. When the production price governs the mar­
ket price so that commodities exchange at their production prices, then the 
price system makes possible the reproduction and expansion of the economy 
as a whole. When the production price fails to govern the market price the 
exchange of commodities need not assure and may even prevent the repro­
duction of the economy as a whole. The commitment of the classical theory 
to the idea of reproduction also commits it to establishing a mechanism that 
maintains the consistency of market price with reproduction. This mecha­
nism treats the production price as a "center of gravity" which draws the 
market price toward a level consistent with reproduction. 
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Within the classical theory, production or natural price acts as a kind of 
ideal price implicit within the structure of production and the assumed pre-
market determination of aggregate income distribution. The natural price, 
in this case, is determined by: (1) the technical conditions of production 
which enter into determination of costs of production, (2) the real wage 
(subsistence or cost of production of labor) which, together with the techni­
cal conditions, determines the rate of profit, and (3) the condition of equality 
of rates of return on capital advanced which assures that prices depend only 
on technical conditions and aggregate distribution. The natural price yields a 
revenue to the producer just adequate to repay the costs of labor, replace 
used up capital, and realize profit on capital at the normal rate. 

The production price embodies an idea of allocation of capital and profit 
according to given (premarket) conditions of technology and distribution. 
When we make production price a part of the core of our idea of the market, 
we make the market (and market price) the result of determinants given 
from outside. When we do this, we significantly undermine any notion of the 
market as a determinant, treating it wholly as something determined. The 
classical economist designs the relation between market and natural price so 

. as to treat the market in just this way. 
In this respect, the classical method has something important in common 

with the method employed in Walrasian theory. We express this common 
quality when we treat both as instances of equilibrium theory (Walsh and 
Gram, 1980). The differences between classical and neoclassical theory have 
less to do with their conceptions of market price formation as a process 
executing nonmarket laws (realizing premarket determinants) and more to 
do with their specification of the premarket determinants of the market. The 
classical theory focuses on technology, reproduction, and aggregate dis­
tribution; the neoclassical theory focuses on scarce factors and individual 
preferences. While these difi'erences are in their own way fundamental, both 
theories treat the market as a passive mechanism for realizing a predeter­
mined result. 

The distinction between market and production price originates in the 
idea that the condition of private ownership does not ultimately enter into 
the determination of the rates at which commodities exchange. Since the 
market is defined as the arena for the assertion of property right, the necessi­
ty that the market accomplish ends having nothing specifically to do with 
individual property ownership creates a genuine problem. Since market 
price directly expresses only the private decisions of individual property 
owners it cannot immediately be the production price. But, since the market 
and market price have no real purpose other than realizing conditions of 
production they must (at least tend to) become the production price. 
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While decisions made by individual property owners play no role in deter­
mining production price, they make up the whole basis of market price 
formation. This means that the specification of the agents (property owners) 
is crucial both in distinguishing market price from production price, and in 
establishing the ultimate determination of market price by natural price. 
The classical theory excludes social classes or corporate entities from acting 
as such within the market and identifies the market with confrontations 
between individuals pursuing their private interest. Forces not directly 
embodied within particular persons must act on the market indirectly. With­
in the market, systemic forces are aggregate forces which arise out of the 
summation of individual interests and endowments. The idea of supply and 
demand captures this notion of systemic forces as aggregates of individual 
facts. For this reason, the classical theory of the market begins with supply 
and demand. 

In classical political economy, supply and demand take the form of fixed 
stocks of commodities brought to the market place at a given point in time. 
The object of the commodity owner is to sell his stock of commodities for as 
high a price as he can get. In practice, this amounts to the sale of commod­
ities at whatever price the market "will bear". The classical and neoclassical 
theories look very similar at this point primarily because when they consider 
the market as such; they leave aside the processes outside the market that 
give rise to supply and demand. The market concerns itself only with the 
amounts and distribution of wants and endowments, not with their origin. 
The market price equates supply and demand, thereby clearing the market. 
In this sense, it is a market-clearing price. 

In the first instance, the market-clearing price need bear no systematic 
relation to the natural price (since it does not take into account the condi­
tions that stand behind endowments and wants). The market price may be 
inconsistent with both the reproduction of any given person and the repro­
duction of the economy as a whole. In order to avoid this result, the classical 
theory must place an agent into the market which, when acting in its private 
interest, brings about social reproduction and growth. The interaction be­
tween such agents links production price with market price. The agent is the 
capitalist, and the process of interaction is the competition of capitals. 

The capitalist exchanges commodities in order to make profit. His rate of 
profit measures the revenue received from the sale of his products today 
against the cost incurred when he purchased the productive inputs in the 
past. Thus the calculation of profit correlates two market conjunctures and 
links market prices across time. The profit rates of individual producers 
resulting from the relation between market prices at different points in time 
determine whether market and production prices correspond. Equality of 
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profit rates across producers and at a level consistent with the subsistence 
wage means equality of market price with production price. Inequality of 
profit rates requires an adjustment in the market price. Since the production 
price is a fixed ideal, it cannot meaningfully be said to be inappropriate nor 
required to adjust. By definition, the market price is the dynamic price. 
While the natural price changes with changes in technology and distribution, 
the actual price movement is one of market price now in the direction of an 
altered production price. 

Price adjustment takes place through the movement of capital from less 
to more profitable lines of production. This shifts the relation of supply to 
demand, increasing supply in more profitable lines, reducing it in the less 
profitable. The movement of capital through its effect on supply and demand 
lowers prices and profit rates in the more profitable sectors while raising 
them in the less profitable. Ideally, this leads the market price toward the 
production price. Movement of capital and of prices ceases when profit rates 
are uniform. 

In the classical theory, competition and the movement of capital elimi­
nate, or at least tend to eliminate, all differences in profit rates between 
producers (or firms). Because of this the process of competition has no effect 
on its result: once production price rules no trace of competition remains. 
Since the theory defines the result of competiton independently of the pro­
cess of competition, it eliminates any possible impact of the activities of firms 
on prices, distribution, and growth. 

Firms do not enter explicitly into the classical theory but appear only in 
the guise of the individual capitalist or his unit of production. The firm is not 
considered an agent in its own right. The classical theory treats the firm as a 
creature of the capitalist, which comes into existence with a decision made at 
a point in time to embody capital into a particular form. This form exists at 
the discretion of the capitalist who gives it up as soon as conditions in the 
market require that the capital be moved to a different line of production. 
Without the implied mobility of capital, production price cannot dominate 
market price. This same mobility of capital makes the firm nothing more 
than a temporary agglomeration of capital for a specific purpose connected 
to a particular conjucture of prices. 

At the same time that the classical theory treats competition and the firm 
as passive transmitting devices, its conception of natural price remains an 
empty ideal in the absence of competition; indeed, in the absence of a very 
special form of competition. Thus competition is both essential and ulti­
mately irrelevant. This seeming contradiction leads the classical theory to a 
specific formulation of competition and the firm. In order to prevent the 
interaction of firms from having an effect on the outcome of market pro-
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cesses, the classical theory conceives competition in a specific way involving 
mobility of capital, supply and demand, and market-clearing price. But, 
when classical economics proceeds in this way it undermines the basis for a 
coherent reproduction process. 

The dependence of price on conjunctures of supply and demand makes 
the valuation of capital contingent on a sequence of contingent price struc­
tures. The classical theory of the market reevaluates capital during each 
market period and on the basis of circumstances specific to particular market 
periods. Since the market price is a market-clearing price it can provide no 
assurance that the sequence of valuations will yield profit or even preserve 
the integrity of the capital and the firm from one period to the next. Because 
of this, the theory fails to establish the structural coherence of the market 
in principle. 

A coherent theory of the market must identify mechanisms within the 
market which, at least under normal circumstances, assure its renewal. In the 
classical theory this mechanism is the capitalist or firm. But classical theory 
does not endow this agent with those qualities that would enable it to bring 
about either its own reproduction or that of the market as a whole. Indeed, 
the market-clearing price can deviate so sharply from the natural price as to 
make continued production impossible. When this happens, the process of 
price formation destroys the firm and the market, and for purely accidental 
reasons. 

This conclusion has particularly important implications for the deter­
mination of the form of capital investment. Since each period brings with it a 
new regime of capital values, capital investment cannot provide a point of 
stability capable of providing coherence to the transition from past to future. 
Since investment in fixed capital requires stability of valuation across time, it 
necessitates a different method of market valuation than that required by the 
classical theory of markets. Because the classical theory ties market valua­
tion to the mobility of invested capital and market-clearing price, it requires 
that capital investment take the form of circulating capital. It in effect treats 
all capital (including the formally fixed part) as circulating capital (Sraffa, 
1960, p. 63; Levine, 1978, ch. 9). Clearly if we subject fixed capital to 
periodic reevaluation according to the rule of market-clearing price, we 
make the decision to invest in fixed capital problematic. The classical theory 
falls short of establishing the basis for a rational calculation of the relation 
between past and current costs on one side and the price of output in the 
present and future on the other. No theory which, in its conception of the 
dynamics of the market, fails to establish the basis for rational cost calcula­
tion in this sense can claim to provide an adequate theoretical account for 
the reproduction of the market system. 
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In the classical theory, market prices depend on supply and demand at the 
time of the relevant exchanges. Since supply and demand are not subject to 
any systematic determination and appear as the result of accidental cir­
cumstances, the prices of commodities in markets at points in time can 
fluctuate more or less without limit. This means that profit fluctuates with 
the contingent circumstances affecting supply and demand. 

When prices and profits fluctuate in this way, they provide no basis for 
agents dependent upon the market to adopt the long-run view and to plan 
their economic activities upon the basis of the idea that the market provides 
them with a rational environment capable of securing their survival. The 
capitalist can only continue as such so long as the prices at which he sells his 
products exceed by a sufficient margin the prices he paid for the productive 
inputs. He expects this to be the case when he invests his capital in an 
industry on the basis of past profitability. But the past is a weak guide to the 
future in the classical model, which contains no mechanism to assure that the 
past has a determinate effect on the present and future. The fact that the 
conjuncture of prices has at one time provided adequate profit in a particular 
industry provides no basis for assuming that this will continue to be the case. 
The classical theory does not conceptualize the force within the market that 
makes the present sufficiently tied to the past and future so as to assure a 
basis for decision making consistent with the idea that the market secures the 
livelihood of the agents dependent upon it. 

In economics, coherence presupposes a consistent transition between 
past, present, and future. Such a transition requires stability of the basic 
determinants of the market across time. Stability of structure supports the 
long-run standpoint. Neither stability nor the formation of long-period ex­
pectations exclude structural change. They do, however, limit and define a 
temporal framework for structural change consistent with a coherent transi­
tion between past, present, and future. Stability of structure across time 
means that at least certain elements of that structure must recur. Thus 
coherence of a market economy requires that it exhibit three interconnected 
attributes: stability, the long-run, and recurrence. 

To see the importance of the concept of recurrence consider the way in 
which the classical model assures determinacy of prices. In the classical 
conception discussed above determinacy of prices stems from the condition 
that the system of commodities be reproduced through time. It is this condi­
tion of reproduction that limits prices. If we simply take the products of 
production in a particular period and exchange them without regard to the 
requirement that their exchange make possible their reproduction (as in the 
determination of market prices), then there are no limits to the rates of 
exchange (other than those having to do with the total supplies and their 
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distribution among particular persons as in a Walrasian economy). But, 
once we require that the set of commodities reappear as the result of their 
own productive consumption, the set of viable price structures contracts. In 
this sense, the conditions of reproduction, and of expanded reproduction, 
determine the prices of commodities. 

This is a very powerful idea; yet nowhere does the theory account for 
reproduction—the recurrence of the commodity system through time. In­
stead it simply assumes what it needs to establish. It does so precisely be­
cause its conception of economic agents does not include the notion of 
recurrence as an intrinsic objective of those agents and as an objective they 
can accomplish once they treat it as a goal. Thus while the theory requires 
recurrence, not only does it fail to account for recurrence, it constructs the 
economy in such a way as to make recurrence an accident. 

Recurrence of the economic system as a whole requires that recurrence 
be a reasonable end for the particular agents. When this happens the system 
of agents will normally exhibit the kind of stability within which long-run 
decisions can be made, and reproduction will result from the inner workings 
of the economy rather than by accident. 

Since the calculation of profit links the present, past, and future, the 
pursuit of profit provides one foundation for the kind of stabiUty we associ­
ate with a consistent temporal flow. In the classical theory, the pursuit of 
profit appears as the motivation of particular persons and in this sense stems 
from a specification of self-interest. By introducing the profit motive, the 
classical theory directs a subset of agents toward the work of reproduction 
and growth. In classical theory the concept of profit always takes precedence 
over that of recurrence so that recurrence is at the mercy of profit seeking. 

This happens because in its specification of agents, the classical theory 
includes only particular persons. These particular persons do not see beyond 
their private interests, nor do they subordinate their activities to any larger 
institutional entity in relation to which they can define their interests. The 
profit motive does not appear as a motive to create an enduring basis (of 
wealth) for a corporate entity that transcends the capitalist. Instead, the 
classical theory identifies profit seeking with self-aggrandizement. This 
obscures the relation of profit seeking to the work of creating and sustaining 
a (corporate) entity that goes beyond the particular person. Thus, the profit-
seeking person seeks nothing more than mere profit. 

This is the point in the structure of classical argument where its weak­
nesses with regard to the problems of coherence and reproduction are 
most sharply felt. And, indeed, a relatively small change in this element of 
the classical theory leads to substantial change in the overall meaning and 
theoretical import of the argument as a whole. In particular, once we assume 
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that the profit motive has deeper roots in the desire of the agent to create an 
enduring structure two conclusions follow: First the pursuit of accumulation 
takes precedence over the pursuit of profit; and second, the agent subordi­
nates current profit to the security of its capital. We commonly associate these 
two conclusions with the replacement of the self-interested person by the 
corporate entity or firm. Often the modern literature views this change as 
one of form or motive. And, given this standpoint it can be shown that the 
behavior of the economy depends relatively little on which specific motiva­
tion we consider. Pursuit of growth requires profit and generally will result in 
efforts to assure the highest profit consistent with the long-run survival of the 
firm. Similarly, survival over the long run requires profitability and so does 
not lead us away from the idea of profit seeking. All of this suggests that the 
three ends—profit, growth, and recurrence—work together. 

There are, however, important implications connected to the way in 
which we organize our thinking regarding these three aspects of the ends of 
the capitalist or capitalist firm. In particular, the specific objective we take to 
be predominant or primary will determine the way in which the other two 
objectives assert themselves and the outcome of the efforts on the part of the 
agent to achieve the remaining goals. Thus, when we focus on profit making 
we tend to associate it with the ends of particular persons attempting to 
generate private wealth for private purposes. This leads to a conception of 
an economy made up of particular persons acting upon the basis of their own 
narrow views and special concerns. One result is that capital accumulation 
over time and the institutional stability of a structure of wealth production 
are contingent upon the whims of particular persons. This leads to the kind 
of problem evident in the classical theory when it attempts to make indi­
vidual self-seeking assure the reproduction of a coherent and enduring in­
stitutional structure. 

When the particular property owner enters the market with the purpose 
of acquiring some particular commodity which satisfies a particular well-
defined need, the exchange orients itself to consumption outside of the 
market. Once completed, the act of consumption finishes the process and 
brings an end to the economic cycle. The orientation toward consumption 
does not lead directly to the recurrence of the market but requires a renewal 
of the need if the agent is to return to the market and renew the exchange. 
This makes recurrence of the market contingent on the recurrence of a 
particular need, or set of particular needs. 

Keynes' theory also treats profit seeking as the goal of particular persons 
and subordinates profit making to decisions concerning the wealth positions 
of individuals. The profit motive determines the form in which individuals 
hold their wealth (which depends upon expected rates of return and riski-
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ness of alternatives). Because Keynes treats profit seeking as the motive of 
an individual wealth holder he severs the link between profit and the crea­
tion of an enduring structure of production. He argues in a way analogous to 
classical political economy that the activity of the capitalist is that of moving 
wealth about in pursuit of its most profitable form. The capitalist has and 
makes no commitment to any particular form of wealth (e.g., investment in 
fixed capital) because to do so would impede the frenetic search for ever­
more profitable lines of investment. Thus Keynes shares the classical pre­
occupation with liquidity because he shares with classical economics the 
idea that profit is the motive of a class of individuals. 

Keynes' argument differs from that of classical economics in the conclu­
sion it draws concerning the implication of the pursuit of liquidity for wealth 
holding. The classical economist concludes that the logical form of capital 
investment is circulating capital and, in effect treats all capital as circulating 
capital. Keynes goes one step farther, arguing that the profit-seeking agent's 
preoccupation with mobility will lead him to invest in financial assets rather 
than means of production. The core of Keynes' theory is the argument that 
the profit motive undermines the reproduction and growth of the producing 
apparatus and leads to low levels of employment output and investment. 

For Keynes the presence of a financial alternative leads wealth holders 
away from the work of building society's producing structure. The profit 
motive undermines the long-run standpoint. It does so, in part, because of 
its connection to the particular person rather then to an enduring (corpo­
rate) structure. He ignores those aspects of the motivation of the wealth 
holder that transcend the standpoint of private persons because he treats all 
wealth holders as private persons (Levine, 1984). The dominance of the 
profit motive over those of growth and recurrence follows. 

When the profit-seeking agent differs from other agents only in the mo­
tive that drives its actions, even the making of profit itself becomes contin­
gent. In order to overcome this contingency, we need to alter our conception 
of the agent to emphasize institutional endurance and growth through time. 
The individual capitalist of classical theory seeks his profit in temporary 
contingent circumstances within the market. The Keynesian wealth holder 
seeks his profit in speculative opportunities that arise outside of his control. 
For an agent to adopt a long-run view, the source of profit must endure 
through time and not be dependent on particular conjunctures of conditions 
at points in time. To endure through time is to structure the temporal flow so 
as to provide the necessary conditions for endurance. The agent must find 
itself within an environment structured to support recurrence and the long-
run view, and it must actively form that environment to assure the possibility 
of its own endurance. 
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This process appears in various forms. In order to help clarify those 
ideas, we suggest the following elements or aspects of the process only as 
examples. 

1. Fixed capital investment—Investment in fixed capital forces the firm to 
take a long run view. At the same time, for it to be rational for a firm to 
invest in fixed capital, that firm's market must have sufficient coherence 
to underwrite the idea that future revenues will pay for the equipment 
and yield profit. The presence of fixed capital forces the firm to rethink 
the way in which it calculates profit, building its survival into its concept 
of profit. We consider this calculation in the next section. 

2. Financial reserves—The firm must maintain financial resources, or ac­
cess thereto, adequate to allow it to survive those periods when receipts 
from the sale of commodities do not cover costs. The firm can view such 
periods (sometimes correctly, sometimes incorrectly) as the "short run" 
so long as it can view itself enduring beyond their limits. This work of 
seeing itself into the future depends upon the firm's ability to endure 
through good and bad times. It must cease to be dependent on particular 
sales, and on the market conjuncture in a given period. 

3. Changes in the form of the product—For products that depreciate 
rapidly (due to spoilage, etc.), liberation from the dominance of the 
short-run depends upon the firm's ability to change the specification of 
its product. More generally, the firm seeks (on the one side through 
preservation of perishables, on the other through changes in style) to 
determine the rate of depreciation of the use value of its products. This 
is a good example of the way in which the firm alters the conditions of 
sale and consumption which govern profit making and growth. 

4. Advertising and the sales effort—The firm seeks stability of demand in 
order to make reasonable its treatment of demand as part of an environ­
ment within which its own institutional coherence can be secured 
through time. Advertising can (when successful) increase the security of 
the firm's markets and support the long-run view. Other related aspects 
of advertising (associated with competition) can work to overthrow a 
stable division of the market (e.g., through the introduction of new 
products).^ 

One important implication of the change in the classical conception of the 
orientation of the firm to the market has to do with prices. Indeed, the 
literature focussing on this issue tends to look to price rigidity as that aspect 
of classical economics most important for the theory of economic growth 
(Kalecki, 1954; Steindl, 1952). When firms alter their environment in order 
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to make it suitable for their reproduction over the long run, part of their 
intent is to make the price at which they sell their product independent, to a 
degree, of particular exchanges and particular conjunctures of supply and 
demand. This makes price an objective attribute of the commodity, of its 
production process, and of enduring aspects of its market. 

Of course, price rigidity must be defined with reference to specific forces 
and a determinate time period. If we have a theory that defines price flexibil­
ity as the sensitivity of price to short-run fluctuations in supply and demand, 
then, if prices do not move in the face of excess or inadequate supplies, we 
term the resulting behavior "price rigidity". By so doing we make it appear 
that prices are absolutely less flexible and sensitive to circumstance than they 
would be were they responsive to current demand. Yet, there is nothing in 
the longer view of the agent as an enduring institution that makes prices 
absolutely less flexible. It only follows that prices may be sensitive to factors 
other than demand in the short run and the relation of supply to demand. 
Thus, in particular, prices may now be sensitive to long-run factors such as 
technology, market structure, and the structure of demand. Indeed, in the 
classical theory, the very sensitivity of prices to short-run fluctuations con­
stituted a barrier to considering any systematic relation of market price to 
long-run factors and leads to the opposition between market and production 
price. Thus, the issue is not rigidity per se, but the nature of the forces in 
relation to which prices appear to be flexible, and especially whether those 
are of a long-run or short-run character. 

A Model of the Expansion of Firms 

The concept of a long-run price (or of price rigidity) referred to at the end of 
the preceding section needs to be made concrete through a specification of 
the long-run processes within a market economy which bring about the 
determination of prices. This is precisely the problem posed by the classical 
notion of a natural price. In order then to determine the long-run (or natu­
ral) price we must specify the fundamental process of a capitalist economy 
that binds together the series of points that constitute the temporal flow. The 
argument of the preceding section suggests a solution to this problem. This 
solution lies in the conception of the profit-seeking agent as a capitalist firm 
that subordinates profit making to the requirements of capital accumulation 
over the long run. A system of such firms constitutes the basis for a market 
governed by laws consistent with the survival and growth of its constituents. 
These are aggregate or systemic laws of economic growth. 

The classical theory also includes laws of systemic growth but treats them 
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in the way it treats production price, as independent of both the market 
and the survival and growth of firms. This is the most apparent for Ricardo 
who grounds the expansion of the capitalist economy in the natural fertility 
of the earth. In order to increase the social capital, which Ricardo assumes to 
consist exclusively of a wages fund, it is necessary to produce more of the 
subsistence required to hire and sustain the laborers. This requires either 
bringing more land into cultivation or more intensive cultivation of existing 
land. In either case, the result is a fall in the productivity of labor on the 
marginal unit of production, a decline in the rates of profit and investment, 
and eventually an end to the growth process due to exhaustion of natural 
fertility. Ricardo treats capital accumulation as a process by which persons 
work for an external end: realization of the innate productive potential of 
the earth. The ends and decisions of agents only play the role of realizing the 
potential productivity of nature. 

Marx conceives of the problem in much the same way since he treats 
capital accumulation as a process that realizes a producing potential. The 
law of the process (the rising organic composition of capital) has nothing to 
do with the condition of property ownership and exists independently of the 
system of relations between property-owning agents (the market). In this 
respect, Marx advances a genuinely classical conception by analyzing the 
growth of the capitalist economy as a process of material/technical expan­
sion. Once the structure of production has been conceptualized, it only 
remains for the classical theorist to establish how property owners act so as 
to assure the realization of the material-producing potential given to them as 
a natural/technical condition. This calls for the classical theory to show how 
the system of property relations, which appears to have its own purpose and 
outcome, has an implicit yet effective purpose in the realization of objective 
laws and of the development of an objective producing potential. In the 
classical theory, private agents act in their private interests and yet are 
driven to realize an historical mission, so to speak, which is that of realizing 
the producing potential of modern society. 

This conception of the growth process is structurally analogous to the 
concept of natural price and reproduces the same dichotomy discussed 
above. It excludes any conception of the firm as an active and enduring agent 
and deprives the market of any capacity to bring about its own recurrence 
through time. The classical theory of growth in fact depicts a sequence of 
points along a development path without delineating a process to establish 
the way in which the configuration of today's prices and profit emerge from 
the past process of price determination. Since the particular configurations 
(of production price) are independent of market processes they do not lead 
from one to the next but depict the outcome once a transition has been fully 
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accomplished. Thus the growth process, which in principle integrates a 
sequence of economic configurations, in the classical theory merely connects 
them externally one to another. 

Evidently, the classical theory lacks an important element in its concep­
tion of growth. This element involves the way in which market growth 
constitutes an integrated process rather than a series of events. The missing 
element is precisely the conception of the market as a determinant. The 
Keynesian theory of ecomonic growth takes us an important step in the 
direction of recasting the idea of long-run growth to make it an integrated 
process. It does so precisely by focussing on the demand-creating effects of 
investment and on the part played by the market in determining the overall 
rate of economic growth. 

The core idea of the Keynesian theory of economic growth is that the 
growth of a capitalist economy is a self-sustaining process which connects 
demand to investment in a cycle of mutual determination (Harrod, 1939; 
Robinson, 1962). Within this cycle, production and exchange reproduce the 
conditions necessary to continued production and exchange. In order to see 
the implications of this method we will present a formulation of the growth 
process based on this idea and then consider its implications for the recon­
struction of the classical theory of markets. We begin by isolating the distinct 
premises of our reformulated theory with regard to the unit of analysis, price 
determination, distribution, and investment. In each case, we can see that 
the change from classical economics involves the way in which the idea of 
recurrence enters into the specification of the theory. 

1. The unit of analysis—We will assume that the primary agent within a 
capitalist economy is the capitalist firm. The firm is irreducible to a 
particular person or set of particular persons; its needs and interests do 
not correspond to those of individuals (e.g., its owner or owners). We 
will assume that the primary objective of the firm is the preservation of 
its institutional integrity through the expansion of its capital (Penrose, 
1959). 

2. Price determination—We will assume that competition and market 
structure limit prices and profit margins. Since competition and market 
structure are attributes of the structure of the economy they change as 
part of the long-run process of economic development. In this sense 
prices depend on long-term factors rather than short-term configura­
tions of supply and demand. The resulting price is not a market-clearing 
price and this means that short-run adjustments must be made in inven­
tories and utilization of capital rather than prices. 

3. Distribution—Since prices depend on structural conditions involving 
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the market, distribution cannot be determined independently of the 
market. Profits and the real wage depend upon the wage bargain (which 
determines the money wage) and upon the prices of commodities, which 
depend upon costs and profit margins. 

4. Investment—In the classical theory, capitalists automatically invest 
their profits (aside from a small part reserved for consumption) in new 
capital. They keep doing so until a point is reached at which the rate of 
return falls to zero (or below some minimum acceptable rate). The rate 
of return falls to zero when the productivity of new capital goes to zero. 
Aside from this point, no investment decisions (other than those having 
to do with the flow of capital across lines of production) need be made. 
By contrast, we will assume that investment depends upon expected 
profitability—which depends upon a number of factors including, but 
not limited to, productivity. 

These conditions imply a relation of price to profit that differs from that 
underlying the classical formulation of production price. Rather than price 
depending upon cost and an independently given average profit rate, price 
and profit will be jointly determined. To see this clearly we will introduce the 
notion of a gross profit margin linking prices and distribution (Kalecki, 
1954). Formally, the gross profit margin (e,) is the ratio of gross revenue per 
unit of output to unit prime costs: 

e, = ^ i — (2.1) 

where p, is the price, w, the money wage rate, n, unit labor requirements, and 
m, the unit materials cost (all with reference to a particular firm producing a 
single product). 

If wc assume that some given part of gross profit is spent on distribution of 
earnings and the salaries of managerial personnel, then the remainder con­
stitutes a pool of earnings /?, capable of financing gross investment: 

R. = [p.Xi - {w,L, + m.X^) ](1 - fl,) (2.2) 

where X,-, L,, and a, represent output, employment, and the proportion of 
gross profit spent on salaries and distributed to shareholders. We will treat 
investment (/,) as a share of earnings: 

/,-c,7?, (2.3) 

Ci, the capitalization rate, measures the relation between capital accumula­
tion and profit, it links capital in the past to capital in the future. We consider 
it subject to a decision based upon expectations concerning future profitabil-



RECONCEPTUALIZING CLASSICAL ECONOMICS 29 

ity. The theory of capital accumulation focusses on the structural conditions 
that determine the magnitude of c, and e,. 

If we let a, represent the rate of capital accumulation of the firm and X, its 
capital investment, then 

which, together with expressions 2.1, 2.2, and 2.3, implies that 

where kj is the ratio of capital to prime costs. 
The market enters into the determination of the growth of the firm 

through its effect upon the growth of productive capacity. The net increase 
in productive capacity depends upon net investment (gross investment, /,, 
less costs of replacing used-up equipment) and any change in the capital-
output ratio implied by the introduction of new equipment. If we let 2, 
represent the ratio of depreciation costs to output then 

Zi = Vidi 

where V; and di represent the capital-output ratio and the rate of deprecia­
tion (replacement costs measured as a proportion of capital invested). The 
rate of increase of output capacity (T,) will be 

T; = a, - Ji 

where y, is the proportional rate of change of Zj. The expression T, links the 
rate of growth of the capital of the firm to the growth of the market. By so 
doing it also connects (see expression 2.4) prices and profits to market 
growth. If we can establish the way in which the growth of the market limits 
the growth of the capital of the firm (a,) we will have simultaneously estab­
lished how market growth enters into the determination of prices and 
profits. 

The market for the products of the firm depends on both aggregate fac­
tors and factors specific to the firm and its particular product. Formally, the 
growth of demand for the product of a particular firm is a function of the 
growth of the market as a whole and the change in the firm's market share: 

17, = 17 + 0-, 

where 17 and 17; represent the rate of growth of the market as a whole and of 
the market for the products of the particular firm; tr, represents the ratio of 
any change in the firm's (or product's) market share to the size of its market. 
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We can incorporate the idea that the growth of the market limits the 
growth of the firm by assuming that 

Ti =^ ^, 

This implies that 

T, < 17 + (T, + y, 

The Marxian theory assumes that y, governs this relationship over the 
long run. In the classical theory all particular rates of growth of firms are 
assumed equal (in equilibrium) so that the problem is directly one of aggre­
gate growth. Equation 2.5 appears as 

a{t) -a{t-\) = y 

where a{t) is the current rate of accumulation and « ( / - 1) is the rate of 
accumulation in the previous period (equals the rate of market growth rj). 
Since y<0 due to an increase in the capital-output ratio, the rate of accu­
mulation falls over time for reasons having nothing to do with the market. 

We will assume, by contrast, that capital intensity does not exhibit any 
tendency to rise or fall with changes in technology and the growth of capital 
(y, = 0) so that 

a,<T, + a-, (2.5) 

This in effect reverses the classical method, emphasizing the factors it ex­
cludes and leaving out of account the factor to which it assigns the primary 
role. We will see further on, however, that while this difference is basic it 
also allows us to formulate an important classical theme in a more satisfac­
tory way. 

Equation 2.5 suggests that the growth of the market acts as a hmit to the 
accumulation of capital. This conclusion is not, however, immediately im­
plied. In particular, since the rate of growth of the market (17) depends upon 
the demand-creating effects of investment it must be assumed to rise and fall 
with the particular rates of accumulation of the particular firms. The more 
rapidly firms accumulate capital the higher the overall rate of market 
growth. Indeed, the overall rate of growth of the market adjusts to invest­
ment decisions and must, in principle, correspond to the investment deci­
sions of firms. This is the sense in which growth is a self-justifying and 
self-sustaining process. It seems to imply that the market limitation ex­
pressed in equation 2.5 is purely formal. If the market adjusts to investment 
decisions, how can it also limit them? 

If firms use all of their profits for the acquisition of new means of produc­
tion (and if consumers do not save) then aggregate demand will just equal 
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the value of current output. Since within the circular flow of income and 
output the revenues received by consumers in their capacity as suppHers of 
productive inputs exactly equal the demand they represent as consumers, 
the corresponding costs of production must equal demand for means of 
consumption. This implies that demand for means of production must equal 
the revenue of firms after these costs have been subtracted. In other words, 
demand for means of production must equal gross profit. Thus, the amount 
of profit received by the aggregate of firms will equal the amount they spend 
on investment goods. This makes the investment decisions of firms the 
immediate cause of their profits when those firms are taken as a whole 
(Kalecki 1954). 

Firms generate revenues through production and sale of commodities. 
These revenues are the incomes of consumers (wages, salaries, and possibly 
revenue from ownership of capital). If consumers spend all of their incomes 
on means of consumption, then the demand they generate will fall short of 
the value of output by the amount of profit or retained earnings (if we 
consider income from capital). In order to maintain incomes at the current 
level, firms must invest the difference between the value of output and the 
incomes of consumers. Or alternatively, the amount of investment will de­
termine the level of output that can be sustained and therefore consumer 
incomes and demand for means of consumption. 

Investment decisions depend on the expected profitability of production 
with new plant and equipment. This is true insofar as the object of the firm is 
the expansion of its capital and its markets and therefore the orientation of 
current production toward providing the foundation for expanded repro­
duction in the future. Because of this orientation, investment and profit 
depend upon expectations about the future, and because of this the path of 
economic growth will depend upon the environment in which agents form 
expectations. Consistent with our earlier discussion, we will assume that the 
economy consists of agents which organize their environment in such a way 
as to make possible decisions oriented toward the future. In brief, this means 
that agents form and act on the basis of long-period expectations. If we 
assume that agents form such a view of the world, their expectations can be 
of two kinds: (1) the future will be exactly like the present and the past (aside 
from minor variations associated with contingent factors); and (2) the fu­
ture, while in important ways similar to the past, will also differ from it in 
ways relevant to the investment decision. 

If firm's expectations are of the first kind, they will act to transmit past 
experience directly into current decisions and to use the past as a model for 
the future. High current profits will stimulate high rates of growth since they 
will yield expectations of high profits in the future. When each firm accumu-
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lates at a rapid rate, then the market tor firms as a whole will expand at a high 
rate and will justify individual decisions to maintain high rates of invest­
ment. Conversely, low current or recent profits will discourage investment, 
which will adversely affect demand and maintain profits and investment at a 
low level. 

This circle of mutual determination of profit, investment, and demand 
means that the subjective factor we associate with expectations plays a 
primary role in determining the growth of the capitalist economy. In a sense, 
the capitalist economy grows as rapidly as it has the will to grow. 

In Keynesian theories, the "will" to grow is more or less given; and this 
tends to imply that it has a contingent and subjective determination. Indeed, 
when we focus exclusively on the process of circular causation, it appears 
that within wide limits, this process can sustain itself at arbitrarily deter­
mined rates. The objective element arises directly out of the relation of the 
individual producer to the system as a whole. The aggregate results of indi­
vidual decision making have an objective force for the individual firm and 
face that firm as an external coercive force. The level of output, investment, 
and profit becomes an objective fact simply because of its ability to sustain 
itself through time. Indeed, it becomes an impediment to growth by fixing 
expansion at a given rate. 

This impediment takes on a new dimension when we introduce explicitly 
the firm as an active agent pursuing the expansion of its capital and increase 
of its markets. In order for the mutual causation implied in the two-sided 
relation between investment and demand to directly determine the growth 
process it is necessary for the agents (especially firms) to take the structure of 
the market to be given. This implies that firms must accept the limits to their 
growth implied by the system their growth creates. 

This conclusion denies, however, the inherent dynamism of the capitalist 
firm, which views all limits to growth as a challenge to be overcome rather 
than as a signal to restrict its aspirations. Instead of acting as a passive 
transmitting device linking investment to demand in a process of self-
replicating growth, the firm acts to break the circle of causation that limits 
the growth of its capital. This makes the firm the active agent responsible for 
transforming economic growth into a process of structural change. 

A contradiction develops between the intent of the firm to expand its 
capital and markets as rapidly as possible consistent with its long-run sur­
vival, and the objective fact of a given ongoing aggregate rate of market 
expansion which coerces the firm to grow within the limit it defines. This con­
tradiction forces the firm to translate its intent to grow in size into a drive 
to grow through structural change and thus to contribute to a process of 
economic development. This leads us to shift to the second assumption 
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concerning expectations. Clearly, if the firm adheres to the first assump­
tion regarding expectations, it cannot overcome the limit defined by the self-
sustaining rate of aggregate expansion. If firms assume that the future, 
while limited by the past, need not replicate the past, then room exists for 
the firm to break the circular causation that binds its particular rate of 
growth to a given rate of aggregate expansion. 

The only structural changes systematically incorporated into the classical 
theory are changes in productivity. For Ricardo, changes in productivity 
result from natural conditions. Because of this the economic agents play a 
purely passive part in structural change. Marx reverses the Ricardian idea, 
focussing on improvements in methods of production brought about by 
capitalists in an effort to increase profitability and accelerate the growth of 
their capitals. 

The classical theory focuses on the way in which changes in productivity 
affect capital accumulation by pressing down the rate of profit. At the same 
time, it assumes that the object of the producer in introducing new technique 
is to increase profit and investment. These two ideas are reconciled through a 
specific formulation of the relation between the individual producer and 
the price system. While the new technique employed upon the basis of 
existing prices yields a higher rate of profit, the new technique employed 
within the framework of prices appropriate to it (the corresponding prices of 
production with a given real wage) yields a lower rate of profit. The adjust­
ment of prices to a new equilibrium subsequent to the introduction of the 
new technique reconciles the motivation of the producer to raise his profit 
rate with the result of his action, which is a lower profit rate. 

This way of reconciling individual decisions with their systemic context 
presumes price flexibility, capital mobility, and constancy of the real wage. 
It also assumes that technical change increases the capital output relation 
(7 ,>0) and therefore presses down the rate of profit. We have elsewhere 
argued that this last assumption applies only to a limited (though significant) 
historical experience and does not have general applicability to the process 
of capitalist expansion (Levine, 1975). If we drop the assumption of rising 
capital intensity, the impact of changes in productivity on growth appears in 
a decidedly different light. 

As productivity increases, unit labor and materials costs fall, and the 
gross profit margin increases. The increase in the gross profit margin implies 
a tendency toward accelerating accumulation of capital (equation 2.4). If 
firms increase their capitals upon the basis of the increase in profit, the 
growth of the market as a whole will accelerate. The initial increase in 
productivity raises the self-sustaining rate of accumulation to a new level. 
But, if firms take the growth of the market into consideration in determining 
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their rates of accumulation, an opposition will result between their potential 
for accumulation and the perceived capacity of the market to absorb pro­
ducts at an increasing rate. While the market as a whole grows to accommo­
date accumulation of firms taken as a whole, the market of the particular 
firm does not expand to accommodate its particular rate of investment. The 
mutual determiniation of demand and investment holds for the system as a 
whole but not for the individual agent. This means that while the growth 
of the market results from individual investment decision it also limits 
accumulation since it confronts the individual producer as an external 
coercive force. 

Thus, when changes in productivity tend to increase profit margins the 
potential for capital accumulation comes into conflict with the capacity of 
the market to absorb the output of new capital. In order to resolve this 
conflict, the firm must work to alter its particular relation to the market. 
Since it takes the aggregate rate of market growth (17) to be given, an 
increase in its rate of accumulation depends upon its ability to increase its 
market share (<T; > 0). Equation 2.5 expresses this aspect of the accumula­
tion process. 

In order to take changes in market shares into account, we must drop the 
classical assumptions that force us to treat determination of the growth pro­
cess as a corollary of the idea of an equilibrium state within which profit rates 
are equal across firms. Instead, we have suggested a formulation within 
which growth drives firms to attempt to differentiate their rates of profit and 
accumulation. As we will see, this differentiation constitutes the process of 
capitalist expansion. 

Growth of the firm's market share results from two separate factors: (1) 
growth of the industry within which the firm produces relative to the eco­
nomy as a whole, and (2) redistribution of market shares within an industry. 
The first factor involves new product development, the second involves 
adjustments in market structure during the course of the development of a 
given product. We will consider the second factor first. 

If the firm assumes that the overall distribution of demand across prod­
ucts and the rate of aggregate market growth are given, it can only over­
come the market limit to its growth by increasing its share of a given de­
mand. So far as the classical theory considers competition at all, it assumes 
that competition has this limited objective and that it can only redistribute a 
given pool of demand (until the point is reached at which the distribution of 
demand yields equal profit on all capitals). However, the premise of this 
argument—that the struggle over market shares does not affect aggregate 
growth—requires closer scrutiny. 

The object of the struggle over shares is to enhance the rates of accumula-
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tion of particular firms. Insofar as expectations of a change in market share 
justify firm investment at a rate that exceeds the overall market growth rate 
and insofar as these expectations do not directly affect investment plans of 
other firms, such expectations, if sufficiently widespread, can lead to a 
change in aggregate growth. We can divide firms into three groups on the 
basis of expectations: 

Group 1: firms that expect their market shares to rise (a-, > 0) 
Group 2: firms that expect their market shares to fall (tr, < 0) 
Group 3: firms that expect their shares to remain constant (tr; = 0) 

The classical theory assumes that the magnitude of investment plans on the 
part of Group 1 firms equals that of Group 2. This need not be the case. If 
pessimistic expectations in Group 2 do not offset the optimistic expectations 
in Group 1, then the overall growth rate will increase. In the limit, if optimis­
tic expectations in Group 1 do not imply pessimistic expectations elsewhere, 
the effort to increase market share translates into a commensurate increase 
in demand. The struggle over shares stimulates the market in such a way as 
to allow all firms to accumulate (albeit at different rates). It follows that the 
intensity of the struggle over market shares can enter into the determination 
of aggregate growth. This suggests a basic weakness in the classical method 
of treating competition which, as wc have seen, requires that we consider the 
result of competition without regard to the process of competition. 

It is clear, however, that the struggle over shares of the market for a given 
product proceeds within definite limits. The firm's expectation of an increase 
in its share stems from a judgment of the relative strength of its current 
position. If competition strengthens that position at the expense of other 
firms it will eventually eliminate the weaker competitors; and with their 
elimination the competitive process eliminates the basis for the expectations 
that fuel it. Thus the more competition goes on under conditions approxi­
mate to those assumed in the classical theory, the more it will become 
self-limiting in the long run. This condition leads firms to shift their attention 
from the effort to change market shares to the development of new products 
and new markets which do not involve the limitations associated with com­
petition within an industry. 

While the development of a new product may adversely affect the mar­
kets for existing products, the expectation under which the firm operates 
when it introduces the new product does not require that result. This in­
creases the likelihood that, in association with the development of a new 
product. Group 1 firms will outweigh Group 2 firms so that the effort 
to increase market share through product innovation will have a positive 
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net effect. 
The magnitude of the impact of any given new product on aggregate 

growth will also depend on the nature and magnitude of the capital invest­
ment required for its development. The less appropriate the existing capital 
to producing and marketing the new product, the greater the net capital 
investment its development stimulates. The greater this net investment, 
the greater the demand created, and the greater the stimulus to aggregate 
market growth. 

In the absence of opportunities to change the structure of the existing 
market by redistribution or new product development, firms can break the 
market limit to growth by penetrating external markets. We can define 
external markets by reference to the system of mutual determination of 
demand and investment. The demand created within this system constitutes 
the internal market. It includes demand directly generated by investment 
(for labor and means of production) and demand generated indirectly via 
the multiplier effects. The internal market is the self-generating system of 
capitalist commodity production taken as a whole. Demand originating out­
side of this system constitutes an external market. By definition, the external 
market arises out of noncapitalist relations of production and circulation. 
When noncapitalist producers produce for and depend upon exchange they 
constitute an external market for capitalist production. If capitalist pro­
ducers can take over the markets of noncapitalist producers and make 
them markets for their own products, the markets for the products of those 
capitalist producers will grow at a rate in excess of the rate of growth of their 
internal market. This difference represents the rate of penetration of exter­
nal markets and results from the competition between capitalist and nonca­
pitalist systems of production and exchange. 

The availability of external markets depends upon the presence of a 
common means of exchange between the capitalist and precapitahst sys­
tems. Only in the presence of a common means of exchange can the circu­
lation of commodities in the noncapitalist sector constitute a market for 
capitalist commodity production. This condition tends to be self-terminat­
ing as the penetration of the external market leads to concentration of the 
means of payment into the capitalist sector. Unless the noncapitalist sec­
tor produces the means of exchange (e.g., gold), its relationship with the 
capitalist sector must ultimately destroy it. 

Taking into account external markets and assuming that the firm accumu­
lates capital at a rate determined by expected market limits, we can rewrite 
equation 2.5 as follows:"* 

ai=ri + aj + (TJ (2.6) 
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where o-,- and aj represent the firm's expectation of an increase in its market 
share and its abihty to penetrate external markets. Equation 2.6 allows us to 
distinguish two distinct relationships between the particular firm and the 
market as a whole. In the first, we treat the firm as a transmitting device 
which sustains a given rate of aggregate market growth. Thus 

Uj^a for all firms, and a = 17. 

This relationship between the firm and the market characterizes the circular 
causation of the Keynesian theory and reproduces the classical idea of the 
firm as an adapting agent that takes the existing conditions to be given. The 
second relationship between the firm and the market focusses on the shares 
factors ((Tj' and o-;̂ ) and emphasizes the way in which the firm works to 
distinguish its particular rate of growth from that of the market as a whole. In 
this case 

a, - Tj = 0-- + 0-? 

The second relationship between the firm and the market, if sufficiently 
widespread, implies a change in the structure and growth rate of the market 
as a whole. It means that the new rate of overall market growth will differ by 
an amount determined by the net effect of structural change and this means 
that the rate of structural change as measured by the market shares factors 
enters into the determination of the pace of economic expansion. Under 
these conditions, growth takes place through structural change. Percep­
tion of and exploitation of opportunities for market development determine 
the rate of growth of the market. The unity of growth and development im­
plied in the second relationship between firm and market challenges the 
classical method, which separates the process of structural change from 
the determination of the rate of growth viewing the rate of growth in 
equilibrium subsequent (in logical time) to the completion of the process 
of structural change. 

This challenge to the classical method extends into the theory of the 
market and of price formation. The process of structural change is a process 
of the redistribution of the existing market and the opening up of new 
markets. Within this process, price determination must be understood as a 
mechanism of market development rather than as an equilibrating mecha­
nism given technical conditions, income distribution, and, therefore, the 
distribution of output. 

If we assume that the expected rate of market growth for the firm deter­
mines investment, then market growth together with technical conditions 
will determine the capitalization rate and profit margins. Combining 
expressions (2.4) and (2.6) we have 
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Ci(ei-l)-
1 

If the capitalization rate is given, then the price and profit margin must 
adjust to the rate of market growth. If the capitaHzation rate is not given, it 
must be determined jointly with the profit margin. Such adjustments are 
impossible in the classical theory since the theory assumes (1) that all net 
profit is invested (c, = 1) and (2) that the profit margin is determined either 
by market prices (supply and demand) or by the real wage (natural prices). 
This means that the determination must go from the profit margin to the rate 
of market growth rather than vice versa as suggested here. 

The classical theory does not allow the firm to adjust the parameters of 
its relationship to the market in order to determine its particular rate of 
accumulation according to its perception of opportunities for market de­
velopment appropriate to it. In the alternative theory outlined here, 
the firm treats its profit margin and capitalization rate as variables subject 
to determination within an accumulation strategy designed to take advan­
tage of the ongoing process of market development. 

The firm works to determine its particular market (its structure and 
growth rate) in accordance with its need to survive and grow. This does not 
mean that the firm possesses unlimited power to accomplish its particular 
ends. It does mean that the firm acts as the specific agent of change and 
because of this its particular ends and range of action in its environment must 
be taken into account in the analysis of the structure and growth of the 
market. Since the primary end of the firm is long-run accumulation, when we 
place the firm at the center of a process of development we must explicitly 
consider a structure and process that support reproduction and capital accu­
mulation over the long run. And, we must treat the firm as in part responsi­
ble for bringing into existence a structure of long-run expansion which 
makes possible its own development into an enduring institution. 

Towards a Rejuvenated Classical Economics 

The classical theory conceives of the economy as a determinate system by 
treating the economic process as a material process. Our reconceptualiza-
tion also focusses on reproduction or recurrence as the central concern of a 
deterministic theory. We have, however, relinquished the idea of equilib­
rium as material/technical renewal. In its place we propose to focus on the 
specification of the particular agent and that agent's relation to the system as 
a whole. We can draw conclusions about the nature of the determinacy of a 
market economy from a specification of this relation so long as the agents 
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carry within them the drive toward renewal of the system as a whole, while 
the system generated out of the joint actions of agents limits and defines 
their activities. 

As we have seen, the classical method incorporates a specific conception 
of the relation between the individual agent and the economy as a whole. 
This conception embodies a contradiction which undermines the develop­
ment of a genuinely deterministic theory. The contradiction arises because 
of the opposition within the structure of classical theory between (1) the idea 
that determinacy is rooted in the recurrence through reproduction of the 
system of economic relations and (2) the specification of the agent and 
his relation to the system of agents in such a way as to make recurrence 
accidental. Our reconceptualization of classical theory accepts the validity 
of the first aspect of the classical argument while seeking to recast the 
conception of the agent in order to make it consistent with the idea of re­
currence. This reconstruction allows us to conceptualize not only the impli­
cation of reproduction for a determinate price system but also the process 
through which the system regenerates and transforms itself through time. 

The agent whose activities bind together the temporal flow and constitute 
a coherent process is the capitalist firm viewed as an entity sui generis. The 
firm organizes its world into a form consistent with its own sustenance and 
growth. This world, in turn, shapes the firm in accordance with its own 
intrinsic logic—the logic of a system of firms. This two-sided relationship 
constitutes capitalist development as a coherent, integrated process. The 
theory outlined above indicates the hidden potential of one aspect of classi­
cal methodology to articulate the logical structure of the development 
process of a capitalist economy. 

Notes 

' For a more detailed discussion, see Levine (1981). 
^See in particular the work stemming from Sraffa (1960). 
'Changes in the form of the product and advertising involve the consumer. They require a 

specification of rational decision making on the part of the consumer consistent with recur­
rence. See Levine (1981). 

''Subscripts now refer to the weighted average over the set of products produced by a 
particular firm. 
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3 PROPERTY APPROPRIATION 
AND ECONOMIC THEORY 

David P. Ellerman 

Appropriation in Property Theory 

7776 Distributive Shares Metaphor 

There is a major logical gap in neoclassical economic theory. This gap has 
not been revealed in the debates between neoclassical value theory and 
alternative theories such as the neo-Ricardian, post-Keynesian, or Marxist 
value theories. The reason is simple; all these value theories ignore or mis­
represent the structure of property appropriation in production. An ac­
curate description of the structure of property rights and obligations in 
production requires not a new value theory, but a different type of theory, 
property theory. 

Prior to the neoclassical marginalist revolution, the structure of property 
rights was considered part of political economy [e.g., J. S. Mill's Principles 
of Political Economy, especially Book II, Chapters I and II, "Of Property" 
and "The Same Subject Continued"]. There has been a recent revival of 
interest among economists in property rights—e.g., in the work of Coase, 
Alchian, Demsetz, Furubotn, Pejovich, and Williamson, which will be 
referred to as the economics of property rights literature. 

41 



42 THE RECONSTRUCTION OF ECONOMIC THEORY 

The theory of property presented here differs markedly from the con­
ventional economics of property rights because the latter has no rigorously 
specified theory of property appropriation in production. The literature is 
largely informal in its discussion of property rights. The question of appro­
priation in production is not sharply posed, much less adequately dealt 
with, in the economics of property rights literature. 

The treatment of property appropriation given here is mathematically 
formulated (Ellerman, 1982) and is integrated with the existing description 
of the stocks and flows of value within the business firm, i.e., with account­
ing. But the conventional literature is informal and largely metaphorical; it 
uses the methodology of "as if". It is "as if" the factor suppliers each con­
tracted for a share of the product and then the entrepreneur was the 
claimant of the remaining residual. It is "as if" piece workers were selling 
their product. It is "as if" employees with profit sharing joined the entrep­
reneur in getting a share of the residual profits. 

The ruling metaphor is the distributive shares metaphor which pictures 
the factor owners as getting shares in the product. Income is pictured as 
being distributed within a firm "as if" each factor supplier had a contrac­
tual claim on a fixed or variable share of the product. In the usual treat­
ment of marginal productivity theory, each factor is pictured "as i f it 
"produced" and then "received" a share of the product. It is "as if" all this 
were the case, but what is actually the case? 

As a description of property rights, the distributive shares picture is 
quite misleading. The simple fact is that one legal party, such as the em­
ployer in a capitalist firm, owns all the product. For example. General 
Motors doesn't own just "capital's share" of the GM cars produced; it 
owns all of them. Orthodox economists are, of course, aware of this legalis­
tic fact, but they feel called upon to metaphorically reinterpret the product 
as being "shared", or "distributed", in order to account for the income 
received by the input suppliers. How else can one account for the other 
factor incomes if one factor is pictured as owning all the product? 

Economists should resist the temptation to improve upon the legal facts 
with the economic metaphor of distributive shares; the legal facts suffice to 
explain the factor incomes. Property can take either a positive or negative 
form as assets or liabilities, i.e., as property rights or obhgations. By "prod­
uct", economists mean only the positive product, the output assets produced 
in production. But there is also a negative product. To produce the output 
assets, it is necessary to incur the liabilities for using up the inputs. 
And one can 'own', or hold, liabilities just as one can own assets. The simple 
fact that accounts for the other factor incomes without the distributive 
shares metaphor is the fact that the one party who owns all the positive 
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product also owns all the negative product, i.e., also holds all the liabilities 
for the used-up inputs. General Motors not only owns all the GM cars 
produced but also holds all the liabilities for the factors such as steel, rubber, 
glass, and labor used up in production. The money paid out to satisfy these 
liabilities represents the costs of production. The suppliers of the steel, 
labor, and other factors, instead of being joint claimants on the product, are 
only creditors of that one party who owns all the positive and negative 
product. One party owns all the outputs but that party does not receive 
its value in net terms since that party must also satisfy the liabilities for the 
inputs. 

The Whole Product 

We have seen that in order to accurately describe the structure of property 
rights in production without the "benefit" of the distributive shares 
metaphor, it is necessary to expand the usual concept of "product" to in­
clude the negative product (input liabilities) in addition to the usual positive 
product (output assets). This bundle of property rights and obligations will 
be called the whole product, i.e., 

whole product = output assets -I- input liabilities 

A party can acquire the legal title to an asset in two ways: (1) by acquiring the 
legal right by transfer from a prior owner as in a market exchange, and (2) by 
being the first or initial owner of the asset. The first or inital acquisition of the 
legal right to an asset is called the appropriation of the asset. Similarly, there 
are two ways that a party can disacquire or give up the legal title to an asset: 
(1) by transferring the legal right to another party as in a market exchange, 
and (2) by being the last or terminal owner of the asset. In the second case, 
the owner surrenders legal right and claim to the asset but not by transferring 
it to another party (e.g., when the asset is consumed or used up in produc­
tion) . This termination of the legal title to an asset is called appropriation of 
the liability for the used-up assets. 

In production, the outputs are produced and the inputs are used up. Prior 
to the productive activity, the output assets were not yet created and the 
legal right to the inputs had not been terminated. In production, a question 
arises. Who is to appropriate the liabilities for the used-up inputs and who 
is to appropriate the outputs? The output assets and the input liabilities 
are precisely the whole product. Hence the basic question about the struc­
ture of property rights and obligations in production is, "Who is to appro­
priate the whole product?" 



44 THE RECONSTRUCTION OF ECONOMIC THEORY 

This fundamental question has both a normative and a descriptive in­
terpretation. Who ought to appropriate the whole product and who in fact 
does appropriate the whole product? We will first consider the descriptive 
question. 

The Market Mechanism of Appropriation 

It is interesting that the question of appropriation does not seem to be 
sharply posed in the economic, legal, or philosophical literature. When the 
question of appropriation is discussed, it concerns not day-to-day produc­
tion and consumption but some original or primal distribution of property. 
Economists discuss the initial or original distribution of factor ownership in 
the models used in welfare economics but do not even recognize the occur­
rence of appropriation in any of the production that follows the initial dis­
tribution of factors. Jurists and philosophers contemplate the original 
appropriation of unowned or commonly owned objects in manner following 
Locke's example—which set the context as a mythical original state of soci­
ety. Yet new property is created and old property is consumed in everyday 
production and consumption activities, not just in some mythical "original 
position." Moreover, when appropriation is discussed, it is limited to assets 
and neglects the symmetrical treatment of liabilities. 

In the economic literature, production is sometimes described as "trading 
with nature." That is a metaphor, not a description of a legal mechanism of 
appropriation. Economists are well aware of the legal mechanism of con­
tract used to acquire and disacquire property rights in market exchanges. 
But conventional economics has ignored the legal mechanism used to ac­
quire and disacquire property rights in trades with nature. If one must use 
such a metaphor of appropriation as "trading with nature," then what is the 
legal mechanism—the "contract with nature"—by which one disacquires 
the inputs and acquires the outputs of production? 

An appropriation, since it only involves one legal party such as a corpora­
tion, is not as public as a legal transfer between parties. Indeed, it is only the 
contested appropriations which involve two or more parties that come to the 
attention of the legal authorities. For example, a property damage suit arises 
out of a situation where one party, the plaintiff, has de facto appropriated 
certain liabilities that the plaintiff believes should be appropriated by 
another party. If the court agrees, then the resulting damage payments are 
an example of a legally enforced appropriation of liabilities by the de-
fendent. But such examples are relatively rare, whereas the matter of ap­
propriating liabilities arises whenever property is consumed, used up, or 
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Otherwise destroyed in all production or consumption activities. The 
matter of appropriating assets arises whenever new property is created, 
as in any production activities. If contract is the normal legal mechanism for 
transferring property, what is the normal legal mechanism for the appro­
priation of the assets and liabilities created in production and consumption? 

When no law is broken so that the legal authorities do not intervene to 
hold a trial, then there is a laissez-faire or invisible-hand mechanism that 
automatically takes over. That is, when the law does not intervene to reassign 
the liability for a used-up asset, then that liability is automatically left in the 
hands of the last legal owner of the asset. If the last legal owner does not 
voluntarily appropriate the liability, the party can seek redress by trying to 
get the legal system to intervene and reassign the liability. 

If appropriable new assets are produced as a result when certain commod­
ities or assets are used up, then the legal party that voluntarily appropriated 
the liabilities for the used-up assets would naturally lay claim on the 
produced assets. In the absence of any reassignment of the liabilities, the 
legal authorities would consider that claim as being defensible. Hence we 
have the normal legal mechanism governing how assets and liabilities are 
in fact appropriated in normal day-to-day activities of production and 
consumption. 

THE MARKET MECHANISM OF APPROPRIATION: When no law is 
broken, let the liabilities generated by an activity lie where they have fallen, and 
then let the party that assumed the liabilities claim any appropriable new assets 
resulting from the activity. 

It is this laissez-faire mechanism that determines who in fact appropriates 
the whole product in normal production activities. One party purchases all 
the requisite inputs to production, including labor, and then that party bears 
those costs as the inputs are consumed in production. Hence that party has 
the legally defensible claim on the produced outputs. In this simple manner, 
one party legally appropriates the whole product of production (input liabili­
ties and output assets). 

The market mechanism of appropriation also shows how profits can co­
exist with equal-valued market exchanges in a capitalist economy. Some 
exchanges are just exchanges, while some exchanges (e.g., the purchase of a 
complete set of inputs) set up the appropriation of the whole product via the 
market mechanism of appropriation. The profits are the value of that 
appropriated whole product. 

The market mechanism of appropriation is quite independent of the 
various assumptions about market conditions and equilibrium usually made 
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in economic models.The property theoretic mechanism has the same struc­
ture regardless of whether the markets are competitive or not or are in 
equilibrium or disequilibrium. One of the methodological techniques used 
in property theory (e.g., in our analysis of capital theory given below) is to 
first establish a property theoretic result in the context of a familiar competi­
tive model, and then to note that the structure of property rights (properly 
formulated) is in fact independent of market conditions. That structure is 
concerned with the basic "rules of the game," a game that might be played 
under competitive or noncompetitive conditions and in states of equilibrium 
or disequilibrium. 

Given a production activity, the legal party who legally appropriates the 
whole product of the production activity will be called the firm. Hence the 
question of who is to appropriate the whole product is really the question of 
who is to be the firm. There are three basic types of firms. In a capitalist firm, 
the whole product is appropriated by "capital", the suppliers of equity 
capital. In a socialist firm, it is "society" organized as the government that 
appropriates the whole product. In the type of firm called a worker coopera­
tive or a self-managed firm it is the party herein called "labor", consisting of 
all those who work in the enterprise, who would appropriate the whole 
product (see the literature of the Industrial Cooperative Association such as 
Ellerman, 1981,1984). Hence the basic question that differentiates capitalist 
production, socialist production, and self-managed production is the ques­
tion: "Who is to be the firm?"—capital, the state, or labor? 

The descriptive question of who is to be the firm is answered by the 
laissez-faire mechanism. The whole-product appropriator is the party who 
hired (or already owned) the inputs and assumed those costs as the inputs 
were used up in production and thus could lay claim to the produced outputs. 
Hence the determination of who is the firm, i.e., who appropriates the whole 
product, is based on how the input hiring contracts are made. If capital hires 
labor, then capital is the firm. If labor hires the capital, then labor is the firm. 
If some third party (such as an entrepreneur or even the state) hires both the 
capital and workers, then that third party is the firm. Hence the determina­
tion of who is to be the firm is decided in factor markets by who hires what 
or whom. 

The determination of who is to be the firm is thus not decided by the 
ownership of the means of production or by any so-called "ownership of the 
firm". The ownership of capital does not legally determine who is to be the 
whole-product appropriator since capital can be hired out just as labor can be 
hired in. It is the direction of the hiring contracts that decides the matter. 
There is no property right called "the ownership of the firm" which legally 
determines the matter. 
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There is, of course, the legal form of the capitalist corporation that is 
owned by its shareholders. But prior to the hiring contracts, a corporation is 
only a capital owner. Capital owners meet labor in the market. Labor could 
hire capital just as the capital owners can hire labor. It is the direction of that 
hiring contract that determines whether the capital-owning corporation 
hires in labor and is thus the firm or whether the corporation is only a capital 
supplier whose business is hiring out its capital to another party who uses it in 
production and who is thus the firm (whole-product appropriator). There is 
no necessity for the other party such as labor to "buy the firm"; hiring the 
capital will suffice. The ownership of the means of production thus embodies 
no legal obligation for the owners of the capital to be the firm, to appropriate 
the whole product produced using that capital. However, the ownership of 
capital is quite relevant to the question of marketplace power, the question 
of which party has the power to make the hiring contracts in its favor. 

Appropriation in Accounting 

Property Accounting 

The "firm," as it appears in price theory, is highly abstract and stylized. For a 
more realistic description of the fine structure of production inside a firm, 
e.g., the stocks and flows of value in a production process, one must turn to 
accounting. The development of property theory at the concrete level of 
business accounting has been introduced in more detail elsewhere (EUer-
man, 1982, 1985, 1986). This new theory is caWsAproperty accounting, and 
uses the formal machinery of double entry accounting with vectors to de­
scribe the subject matter of property theory. Property accounting provides a 
description of the fine structure of appropriation in production and shows 
where appropriation occurs beneath the transactions of conventional value 
accounting. Readers who do not wish to delve into this integrated treatment 
of property theory and accounting should go directly to the next section of 
this chapter. 

In double entry property accounting, assets appear as property credits 
and liabilities appear as property debits in the equity or total-ownership 
property account called Total Assets and Liabilities. It is the property 
account underlying the value account of New Worth or Equity. Hence the 
appropriation of assets and liabilities is formulated in property accounting as 
the appropriation of property credits and property debits. The temporary 
property T-account which contains all the appropriated property credits and 
debits is called the Whole Product T-account since it represents all the assets 



48 THE RECONSTRUCTION OF ECONOMIC THEORY 

and liabilities resulting from production. 
In double entry property accounting, each property T-account consists of 

a pair of nonnegative vectors, the credit vector on the right-hand side of the 
T-account and the debit vector on the left-hand side: 

property T-account = [debit vector//credit vector] 

In the Whole Product T-account, the credit vector is called the positive 
product and represents the output assets appropriated in production. The 
debit vector is called the negative product and represents the input liabilities 
appropriated in production. The Whole Product is a right-hand side or credit 
balance T-account; so, as a vector with positive and negative components 
(rather than a pair of nonnegative vectors), the Whole Product is the differ­
ence between the positive product (credit vector) and the negative product 
(debit vector), i.e., 

whole product vector = positive product — negative product 

Whole product vectors are not new in economic theory; they are the 
production vectors in the production set representation or productive 
opportunities inspired by the noncalculus mathematics of activity analysis 
(Koopmans, 1951). A feasible whole product vector is called a production 
possibility vector (Arrow and Debreu, 1954, p. 267), an activity vector 
(Arrow and Hahn, 1971, p. 59), a production (Debreu, 1959, p. 38) or input-
output vector (Quirk and Saposnik, 1968, p. 27). Economists represent the 
outputs as positive components and the inputs as negative components but 
without any interpretation in terms of accounting (assets and liabilities). 

How does property change? Property changes by 

1. transactions between legal parties, and 

2. appropriations (or, metaphorically, transactions with nature). 

Transactions between legal parties can be divided into two types: 

1. a. market transactions, where there is an equal quid pro quo in market 
value, and 

2. b. nonreciprocal transfers between legal parties—e.g., dividends, taxes, 
and gifts. 

It is convenient to further subdivide market transactions into 

1. a. 1. purchases, and 
1. a. 2. sales. 
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We have briefly catalogued the ways in which property changes. Any of 
these changes in property can be interpreted in either of two fundamental 
senses: 

A. as a change in the legal property rights, i.e., as a de jure or legal change, 
and 

B. as a change in the possession of the property, i .e., as a de facto or factual 
change. 

For instance, in a market transaction, a legally vaUd contract constitutes the 
exchange of legal property rights. The actual delivery of the goods and the 
payment of the consideration constitute the factual exchange of property. 
The factual transfers are said to "fulfill" the contract. Both the legal transac­
tion and the factual transaction must be recorded in property accounting. 
For a current cash market exchange, both the legal and factual transaction 
could be recorded with one accounting transaction. 

For credit transactions, the legal and factual transfers are accounted for 
separately. In a credit purchase of inputs, there is the legal transaction 
wherein a present right to certain inputs is exchanged for the right to certain 
future-dated cash. Only one side of the factual transaction can occur at the 
time of the credit transaction, namely the delivery of the purchased inputs. 
The other side of the factual transaction, the payment of the future-dated 
cash, must await that future due date. In the mean time, the unfulfilled legal 
transfer sits on the balance sheet as a liability. 

In order to express property accounting mathematically, it was first 
necessary to describe double entry bookkeeping in mathematical terms. Sur­
prisingly, the modern mathematical treatment of double entry bookkeeping 
was not previously known in the accounting literature (see Ellerman, 1982, 
1985). Double entry bookkeeping is mathematically based on the group of 
differences construction in group theory, which is used, for example, to 
construct the additive group of all the integers using ordered pairs of natural 
numbers (nonnegative integers). The ordered pairs are exactly the T-
accounts of double entry bookkeeping. The extension to ordered pairs of 
nonnegative vectors gives the vector T-accounts or T-terms used in property 
accounting. 

Let W, X, y, and Z be nonnegative «-dimensional vectors. Given the two 
T-accounts [W//A'] and \YIIZ], the cross-sums are the two vectors VK+ Z 
and X + Y obtained by adding the debit vector in one T-account with the 
credit vector in the other T-account. Two T-accounts are equal if their 
cross-sums are equal: 

[WIIX] = IYIIZ] if W+Z = X+Y 



50 THE RECONSTRUCTION OF ECONOMIC THEORY 

T-accounts add together by adding debit to debit and credit to credit: 

[W//X] + [Y//Z] = [W+ Y//X+Z] 

The zero T-account, [0//0] (where 0 stands for the «-dimensional zero vec­
tor), is the additive identity element: 

\WIIX] + {QII{)] = [WIIX] 

The additive inverse of a T-account is obtained by reversing the debit and 
credit entries: 

[WIIX] + {XII W\ = [W+XIIX+ W] = [0110] 

A T-account or T-term [VK//.Y] equal to the zero T-account will be called a 
zero-term. 

Each T-account has a unique reduced-form representation where each 
component in the vectors is zero either on the debit side or the credit side of 
the T-account. A T-account, [ W//A"] is put into reduced form by subtracting 
the minimum min(W, X) of the vectors (computed component-wise) from 
each side: 

[Wll X] = [W- min(Vy, X) IIX - min(W, X)] 

Given the T-account [(100,40, 18) // (120,36,20)], the minimum of the debit 
and credit vectors is (100, 36, 18) so the reduced-form representation of the 
T-account is 

[(100, 40,18) - (100, 36,18) // (120, 36, 20) - (100, 36, 18)] 
= [(0,4,0)//(20, 0, 2)] 

"Putting a vector T-account into reduced form" is the vector accounting 
operation of "finding the balance in a T-account." The remaining vector 
accounting machinery will be developed in the context of the following 
concrete example. 

A Property Accounting Example 

Consider a simple manufacturing enterprise which utilizes the commodities 
of cash, outputs, and inputs so the quantity vectors are three dimensional: 

(cash, outputs, inputs) 

There are no fixed assets. The cost of interest and taxes will be ignored. The 
initial Assets vector is (2500, 10, 6) so there is $2500 of cash on hand, the 
output inventory contains 10 physical units of outputs, and the input inven-



PROPERTY APPROPRIATION AND ECONOMIC THEORY 51 

tory contains 6 physical units of the inputs. In a later section, we will see how 
a property vector like the Assets (2500, 10, 6) might be multiphed by a cost 
vector such as (1, 2.5, 5) to yield the familiar valuation of Assets at cost: 
(2500 X 1) + (10 X 2.5) + (6 X 5) = $2555. 

Debts are legal obligations for future-dated cash (or other asset) pay­
ments. We will represent debts in terms of the present cash which would pay 
off the debt. Debts are owed to other legal parties, so the vector representing 
that debt can be labeled with the name of that party. We assume that the firm 
owes a bank a debt with the present value of $1000, so it would be repre­
sented by the vector (1000, 0,0). The remaining vector which completes the 
balance sheet identity will be called the Total Assets and Liabilities vector or 
just the Total A&L vector. The initial balance sheet vector equation is 

Assets Bank Debt Total A&L 
(2500,10, 6) = (1000, 0, 0) + (1500,10, 6) 

The Total A&L property account records the total legal rights and obliga­
tions of the legal party. Temporary or flow accounts will be associated with it 
to record changes in legal rights and obligations. The summary flow account 
associated with the Total A&L will simply be called Changes in A&L or 
simply dA&L. This summary flow account will be subdivided into other 
flow accounts which record the various specific ways that property rights 
change—e.g., market transactions, nonreciprocal transfers, and appro­
priations.The market transactions will be recorded in two accounts. Pur­
chases and Sales. We will not consider any nonreciprocal transfers, so that 
account will not be needed. The appropriations will be recorded in the 
Whole Product account. 

Debts owned by the firm and debts owed to the firm require personal 
accounts for the creditors (such as the Bank Debt account) and debtors. 
Since credit transactions create such debts, we require a personal account 
for each party involved in a credit transaction. In the economic activity being 
modeled in the example, we will assume a credit purchase of some inputs 
from suppliers so there will be a Suppliers account. With the flow accounts 
and the Suppliers account added in (all with zero balances), the initial bal­
ance sheet vector equation is 

Assets Bank Debt Suppliers Total A&L 
(2500,10,6) = (1000,0,0) + (0,0,0) -I-(1500,10, 6) 

Whole Prod. Purchases Sales dA&L 
+ (0,0, 0) -I- (0,0, 0) + (0,0,0) + (0,0,0) 

An equation between nonnegative vectors, where each vector has a posi­
tive coeffficicnt, is encoded into a zero-term by encoding each left-hand-side 
(LHS) vector W as a debit balance or LHS T-account [W//0], and each 
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right-hand-side (RHS) vector A' as a credit balance or RHS T-account [0// 
X]. Such a zero-term is called an equationalzero-term since it represents an 
equation. The initial balance sheet equation is encoded as the following 
initial equational zero-term: 

Assets Bank Debt Suppliers 
[(2500, 10, 6)//(0,0,0)] + [(0,0,0)//(100,0,0)] + [(0,0,0)//(0,0,0)] 

Total A&L Whole Product Purchases 
+ [(0,0,0)//(1500,10,6)] + [(0,0,0)//(0,0,0)] + [(0, 0,0)//(0, 0, 0)] 

Sales AA&L 
+ [(0,0,0)//(0,0,0)] + [(0,0,0)//(0,0,0)] 

Since the T-accounts can only be added together, we can leave the plus signs 
implicit so that we have the set of property T-accounts called the property 
ledger. 

The following is the list of the economic events we assume to take place: 

1. 15 units of the inputs are purchased and delivered for $5 cash each. 
2. Contract for credit purchase of 5 units of inputs at $5 each. 
3. Suppliers deliver the 5 units purchased on credit. 
4. 18 units of the inputs are used up in production. 
5. 36 units of the outputs are produced. 
6. 40 units of the outputs are sold and delivered for $3 cash each. 

Each event will be encoded as a zero-term. These zero-terms will be called 
transactional zero-terms since they represent transactions. For instance, the 
transactional zero-term for the first transaction is 

Assets Purchases 
[(0,0, 15)//(75, 0,0)1 + [(75,0,0)//(0,0,15)] 

The list of the transactional zero-terms with the affected T-accounts is the 
property journal. 
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Table 3-1; Property Journal 

; 

2 

3 

4 

5 

6 

Accounts and Description 

Assets 
Purchases 

Cash purchase of inputs 

Suppliers 
Purchases 

Contract to purchase inputs on credit 

Assets 
Suppliers 

Delivery of purchased inputs 

Whole Product 
Assets 

Inputs used up in production 

Assets 
Whole Product 

Outputs produced in production 

Assets 
Sales 

Cash sale of outputs 

[Debit 

[(0,0,15) 
((75,0,0) 

[(0,0,5) 
[(25,0,0) 

1(0,0,5) 
[(0,0,0) 

[(0,0,18) 
[(0,0,0) 

[(0, 36, 0) 
[(0,0,0) 

[(120,0,0) 
[(0, 40, U) 

// 

// 
// 

// 
// 

// 
// 

// 
// 

// 
// 

// 
// 

Credit] 

(75,0,0)1 
(0,0,15)] 

(25,0,0)1 
(0,0,5)1 

(0,0,0)] 
(0,0,5)1 

(0,0,0)1 
(0,0,18)1 

(0,0,0)1 
(0, 36, 0)1 

(0, 40, 0)1 
(120,0,0)] 

The temporary or flow accounts—Whole Product, Purchases, and Sales 
are then closed into the summary flow account JA&L, which is then closed 
into Total A&L. 

Table 3-2: Property Ledger 

CI 

C2 

C3 

C4 

Accounts and Description 

Whole Product 
dA&L 

Close Whole Product into dA&L 

Purchases 
dA&L 

Close Purchases into dA&L 

Sales 
dA&L 

Close Sales into dA&L 

dA&L 
Total A&L 

Close dA&L into Total A&L 

[Debit 

[(0, 36, 0) 
[(0,0,18) 

[(0,0,20) 
[(100, 0, 0) 

[(120,0,0) 
[(0, 40, 0) 

[(20,0,2) 
[(0,4,0) 

// 

// 
// 

// 
// 

// 
// 

// 
// 

Credit] 

(0,0, 18)1 
(0, 36, 0)] 

(100, 0, 0)1 
(0, 0, 20)] 

(0, 40, 0)1 
(120,0,0)] 

(0, 4, 0)1 
(20, 0, 2)1 
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The list of the property T-accounts in the equational zero-term is the 
property ledger. "Posting the journal to the "ledger" means adding all the 
transactional zero-terms (the journal) to the equational zero-term (the 
ledger). 

Table 3 - 3 : Posting the Journal to the Ledger 

[(2500,10, 
(1) [(0,0,15) 
(3) [(0,0,5) 
(4) [(0,0,0) 
(5) [(0,36,0) 
(6) [(120, 0, 0) 

Assets 
6) // 

II 
II 
II 
II 
II 

[(2620,46,26) // 
= [(2545, 6, 8) // 

(2) [(0,0,5) 
(3) (0,0,0) 

[(0,0,5) 
= [(0,0,0) 

(0,0,0)] 
(75, 0,0)] 

(0,0,0)] 
(0, 0,18)] 

(0,0,0)] 
(0, 40, 0)] 

(75,40,18)] 
(0,0,0)] 

Suppliers 
II (25,0,0)] 
// (0, 0, 5)1 

// 
// 

(25,0,5)] 
(25,0, 0)] 

Whole Product 
(4) [(0,0,18) // (0,0,0)] 
(5) [(0,0,0) // (0,36,0)] 

(CI) [(0,36,0) // (0,0,18)] 

(C4) 

= 

(1) 
(2) 

(C2) 

[(0,0,0) 

[(0,0,0) 
[(0,4,0) 

[(0,4,0) 
[(0, 0, 0) 

[(75,0,0) 
[(25,0,0) 
[(0, 0, 20) 

Bank Debt 
II (1000,0,0)] 

Total A &L 
II (1500, 10, 6)] 
// (20, 0, 2)] 

// (1520,10, 8)] 
// (1520, 6, 8)] 

Purchases 
II (0,0,15)] 
// (0, 0, 5)] 
// (100, 0, 0)] 

(6) [(0,40,0) 
(C3) [(120,0,0) 

Sales 
II 
II 

(120,0,0)] 
(0, 40, 0)] 

AA&L 
(CI) [(0,0,18) // (0,26,0)] 
(C2) [(100,0,0) // (0,0,20)] 
(C3) [(0,40,0) // (120,0,0)] 

= 
(C4) 

[(100, 
1(0,4, 
[(20, ( 

40, 18) 
-0) 
),2) 

// 
// 
// 

(120, 36 
(20, 

(0, 

,20)] 
0,2)] 
4,0)] 

The T-accounts are summed, put into reduced form, and those with a 
zero balance are closed (underscored twice). Dropping the closed flow 
accounts, we can reinsert the plus signs between the permanent or stock 
property T-accounts to obtain the ending equational zero-term. 
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Assets Bank Debt 
[(2545, 6, 8)//(0,0,0)] + [(0, 0, 0)//(1000, 0,0)] 

Suppliers Total A&L 
+ [(0,0,0)//(25, 0,0)1 + [(0,0,0)//(1520,6,8)] 

The ending equational zero-term must be decoded to obtain the ending 
balance sheet equation. A LHS or debit-balance account [Wll X] is decoded 
as the vector W - A" on the LHS of the equation. A RHS or credit-balance 
account [ W // A' ] is decoded as the vector X~ Won the RH S of the equation. 
This yields the final balance sheet vector equation: 

Assets Bank Debt Suppliers Total A&L 
(2545,6, 8) = (1000,0,0) + (25,0,0) + (1520,6,8) 

The income statement in value accounting could be defined as the state­
ment that connects the Net Worth accounts in the beginning and ending 
balance sheet equations. In property accounting, the corresponding state­
ment would be the property flow statement which connects the Total A&L 
accounts in the beginning and ending balance sheet vector equations. Since 
all those changes are channeled through the summary flow account, t^A&L, 
the property flow statement is just a list of the activity in the dA&L account. 

Property Flow Statement 
Whole Product = [(0, 0, 18) // (0, 36, 0)] 
Purchases =[(100,0,0) // (0,0,20)] 
Sales =[(0,40,0) // (120,0,0)] 

dA&L =[(100,40,18) // (120,36,20)] 
= [(0,4,0) // (20,0,2)] 

The dA&L account connects together the beginning and ending Total A&L 
accounts in the sense that 

Beginning Total A&L dA&L Ending Total A&L 
[(0,0,0)//(1500, 10,6)] + [(0,4,0)//(20,0,2)] = [(0, 0, 0)//(1520, 6, 8)] 

The closing balance, [(0,0,18) // (0,36,0)], in the Whole Product account 
shows that the liabilities for 18 units of inputs were appropriated in produc­
tion and that 36 units of outputs were the assets appropriated in production. 
The Whole Product T-account is a RHS account so it decodes as the whole 
product vector, (0, 36, -18) . Whole product vectors are used without the 
cash component in the production-set representation of production oppor­
tunities. 

A system of value accounting (balance sheet equation, journal, and led­
ger) can be derived from the above (highly simplified) property accounting 
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system by multiplying each property vector by a vector of valuation coef­
ficients such as prices or costs. Different rules for defining costs or recogniz­
ing revenue would lead to different value vectors and different derived 
systems of value accounting. But the property accounting system remains 
the same regardless of the values used. Thus property accounting allows one 
to sidestep the valuation controversies of accounting and to describe the 
underlying transactions in an objective manner. 

Derivations of Value Accounting from Property Accounting 

Given a price vector, a cost vector, or any vector of valuation coefficients, 
one can take the scalar product of the value vector times the property vector 
in a property accounting model to obtain a value accounting model. Differ­
ent value vectors will yield different value accounting models from the same 
underlying valuation-free model of property accounting. Here the cost 
vector will be used to map the property accounting transactions into con­
ventional value accounting transactions. 

The market price vector is f = (1, 3, 5). Since 36 units of output were 
produced by using up 18 units of input costing $5 each, the unit cost of the 
output is $2.50. Hence the cost vector is C = (1,2.50, 5). 

The scalar product of the cost vector C times a vector T-term [X// Y] is 
defined as the following scalar T-term: 

C[X//Y\ = [CX//CY] 

For instance, (1, 2.5, 5)[(80, 4, 0) // (0, 0, 2)] = [90 // 10]. The value T-
account [CX/ICY] is said to be the value T-account corresponding to the 
property T-account [Xl/ Y]. A property T-account is said to "underlie" its 
corresponding value T-account. If the Whole Product property T-account is 
multiplied by the price vector, the corresponding value T-account would be 
called Production [Ellerman, 1982] or Economic Profit. If evaluated at the 
cost vector, the value T-account could just be called Cost of the Whole 
Product. Sometimes we will use the same name for a property account and 
the corresponding value account, when the valuation procedure is not im­
portant for the argument. 

Much information is lost in the transition from property accounting to 
value accounting. Some transactions do not show up at the value level. Some 
transactions will wash out at the value level because of an equal-valued 
exchange. Other transactions will wash out because of the high level of 
aggregation. Any transaction that swaps one asset for an equal-valued asset 
will not show up in a model using an aggregated Assets account. 
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There are several ways that the same property accounting event can be 
analyzed as transactions. One way is to disaggregate or aggregate the 
accounts. A event recorded with one transaction might have to be recorded 
with two or three transactions if an account such as the Assets account is split 
up into several specific accounts. Another way to reformulate the property 
transactions is to split the flow accounts into positive and negative accounts. 
For example, a Net Income or Profit account can be split into the difference 
between a Revenue and an Expenses account, i.e., Profit = Revenue-
Expenses. Or the Whole Product can be split into the Positive Product and 
the Negative Product. 

If the Assets account is disaggregated into Cash, Output Inventory, and 
Input Inventory, then the initial balance sheet vector equation would be 

Cash Output Inv. Input Inv. Bank Debt Total A&L 
(2500, ().())+ (0,10,0) + (0,0,6) = (1000, 0,0)+ (1500, 10,6) 

Multiplying through by the cost vector yields the balance sheet equation for 
the conventional value accounting model: 

Cash Output Inv. Input Inv. Bank Debt Net Worth 
2500 + 25 + 30 = 1000 + 1555 

The equational zero-terms using scalars can be obtained either by directly 
encoding the scalar equation or by multiplying the value vectors times the 
vector equational zero-term. 

The value accounting transactions can be obtained by multiplying the 
appropriate value vector times the transactional zero-terms involved in the 
property accounting transactions. Only selected transactions will be ana­
lyzed, rhe first transaction will be analyzed to show the separate legal 
and factual transfers. But the primary analysis is to show where the property 
appropriation of the whole product appears in conventional value 
accounting. 

Consider the first property accounting transaction. 

Accounts and Description [Debit // Credit] 

Assets [(0, 0, 15) // (75, 0, 0)] 
Purchases [(75,0,0) // (0,0.15)] 

Cash purchase of inputs 

With the articulated asset accounts, this would be broken down into the 
following three transactions. 
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Accounts and Description [Debit // Credit] 

Suppliers 1(0,0,15) // (75,0,0)| 
la Purchases [(75,0,0) // (0,0, 15)] 

Legal contract to purchase inputs 

Input Inventory [(0,0,15) // (0,0,0)] 
lb Suppliers [(0,0,0) // (0,0,15)] 

Factual delivery of the inputs 

Suppliers [(75,0,0) // (0, 0, 0)[ 
Ic Cash [(0,0,0) // (75,0,0)] 

Cash payment to suppliers 

This articulated presentation of the cash purchase of the inputs shows as 
separate transactions the legal exchange of rights in the contract (1 a) and the 
factual deliveries (in fulfillment of the contract) of the inputs (lb) and the 
cash (Ic). To see that these three transactional zero-terms can collapse back 
to the previous transactional zero-term, relabel Input Inventory and Cash as 
just Assets and add the three transactional zero-terms together. The net 
effect on Suppliers will cancel out, so we will end up with the previous 
transaction affecting only the accounts of Assets and Purchases. 

If we multiply transaction 1, which uses the aggregated Assets account, 
by the cost vector, the transaction vanishes—because the input purchase is a 
swap of equal-valued assets. Use of the three transactions with the articu­
lated assets accounts will elicit the information about the asset swap. The 
value transaction corresponding to property transaction la will be denoted 
by the asterisk—la*, and so forth. 

la* 

lb* 

Ic* 

Value Accounts and Description 

Suppliers 
Purchases (at cost) 

Legal contract to purchase inputs 

Input Inventory (at cost) 
Suppliers 

Delivery of the inputs 

Suppliers 
Cash 

Cash payment to suppliers 

[Debit 

[75 
[75 

[75 

[0 

[75 

[0 

// 

// 
// 

// 
// 

// 
// 

Credit] 

75] 
75] 

0] 
75] 

0] 
75] 

Each T-term in transaction la* vanishes. If we add the transactional 
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zero-terms from lb and Ic* together, the net effect on the suppliers cancels 
out, so we have the transaction: 

Value Accounts and Description [Debit // Credit] 

lb* Input Inventory (at cost) [75 // 0] 
+ Cash [0 // 75[ 

Ic* Cash purchase of inputs 

This, at last, is the normal transaction recorded for transaction 1 in value 
accounting. The several underlying property accounting transactions show 
the legal and factual transfers of property behind this simple journal entry. 

The whole phenomenon of appropriation is neglected in conventional 
accounting and economic theory. This is in part due to the fact that conven­
tional accounting only records a transmittal of cost from inputs to outputs 
(often through an intermediary of "goods in process"). To see this, consider 
the two property transactions for the appropriation of the input liabilities 
and the appropriation of the output assets, where we have used the articu­
lated asset accounts. 

Accounts and Description [Debit // Credit] 

Whole Product [(0,0,18)// (0,0,0)] 
Input Inventory [((), 0, 0) // (0, 0, 18)] 

Inputs used up in production 

Output Inventory [(0,36,0) // (0,0,0)] 
Whole Product [(0,0,0) // (0,36,0)] 

Outputs produced in production 

Multiplying through by the cost vector C = (1,2.5,5) yields the following: 

Value Accounts and Description 

Cost of Whole Product 
4* Input Inventory (at cost) 

Inputs used-up in production 

Output Inventory (at cost) 
5 * Cost of Whole Product 

Outputs produced in production 

[Debit 

[90 

[0 

[90 

// 

// 
// 

// 
// 

Credit] 

0] 
90] 

0] 
90] 
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If these two transactional zero-terms are then added together, the net 
effect on the Cost of Whole Product account will cancel out so we are left 
with the conventional transaction that transfers costs from the input inven­
tory to the output inventory. 

Value Accounts and Description [Debit // Credit] 

4* Output Inventory (at cost) [90 // 0] 
+ Input Inventory (at cost) [0 // 90] 
5* Production of outputs 

This shows that in conventional accounting the appropriation of the whole 
product lies behind the transactions that transmit costs from the input inven­
tory to the output inventory (often through intermediate goods-in-process 
inventories). Thus we see at the level of accounting detail how the laissez-
faire appropriation of the whole product occurs in production and is re­
corded in property accounting and in conventional value accounting. 

Appropriation in Descriptive Economic Theory 

A Logical Difficulty in Neoclassical Economic Theoiy 

Property theory is not an alternative approach to price theory; it is con­
cerned with a different subject matter, the structure of property rights and 
obligations—particularly in production. Hence property theory, unlike the 
alternative value theories, is not intended to displace neoclassical value 
theory or the other value theories. But it does have implications for descrip­
tive economic theory, neoclassical or otherwise. 

Neoclassical price theory neglects appropriation. There is one special 
case where appropriation can be safely ignored; and, accordingly, that 
special case has been the glory of neoclassical theory, general equilibrium 
theory under universal constant returns to scale. The logical gap is still there 
in that special case, but it is irrelevant for price-theoretic purposes. Outside 
of the special case of zero-profit equilibrium, the logical gap becomes a 
logical flaw in neoclassical economic theory. 

One major casualty is the Arrow-Debreu model, which attempts to show 
that there can be a competitive equilibrium in a private enterprise capitalist 
economy, with decreasing returns to scale and positive pure profits. That 
model has withstood untold amounts of empirical criticism, but the property 
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theoretic analysis shows the logical flaw in the Arrow-Debreu-type models. 
By misrepresenting the structure of property rights in production, these 
models exclude a variety of arbitrage that is perfectly possible in a private 
enterprise capitalist economy. The modeling error is fatal. Such arbitrage 
precludes a genuine competitive equilibrium with positive pure profits. 

Other casualties are some of the basic concepts of capital theory such as 
the concepts of the "capitalized value of a capital asset" or the "marginal 
efficiency of a capital asset". These concepts misrepresent the structure of 
property rights by including in the bundle of rights associated with a capital 
asset certain rights which are appropriated and which thus cannot be pre-
owned by the asset owner. 

Appropriation Is Not a Return to a Factor 

In a market economy, the whole product appropriator is not always the prior 
owner of some specific input. Usually owners of capital hire labor, but 
workers can borrow or hire capital, and an entrepreneur could hire both the 
labor and capital. The whole product appropriator is determined by the 
direction of the hiring contracts, by who hires what or whom. The whole 
product is a return to a contractual role, the role of being the hiring party 
(the last legal owner of the used-up inputs). Moreover, it is a return in terms 
of property; it is simply a value return. In the textbook model of perfectly 
competitive equilibrium under constant returns to scale, there are no pure or 
economic profits, so the net value of the whole product is zero. This does 
not mean that the hiring party gets "nothing". The hiring party gets no net 
value in that instance, but still gets the whole product in terms of prop­
erty. Moreover, the property mechanism of laissez-faire appropriation 
operates regardless of whether the price mechanism is in equilibrium or 
disequilibrium and regardless of whether the markets are competitive or 
noncompetitive. 

There is a widespread tendency, especially in economics, to "explain" 
any income as the return to some factor. The whole product is not a return to 
some factor. It is of no avail to postulate hidden or implicit factors. At best, 
some hidden factor might be priced so that the profits would be exactly zero 
when the factor is taken into account. Hidden factors do not change the 
structure of property rights involved in production. The whole product, 
even if of zero value, is still appropriated; it still accrues to the contractual 
role of being the hiring party. 

The 'explanation" that profit is a return to risk bearing is quite tautolo-
gous when "risk bearing" means bearing the costs (appropriating the ncga-
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tive product). It is just the argument that appropriating the positive product 
is the "return" to appropriating the negative product. Of course, the party 
that appropriates the negative product also appropriates the positive prod­
uct and thus nets the profits. But why in the first place did that party, rather 
than some other, appropriate the negative product and thus the whole 
product? Only by having the contractual role of being the last owner of 
the inputs. 

The Imputation Fallacies of Capital Theory 

Broadly speaking, economic resources have two types of uses, active and 
passive. A resource is used passively when it is sold or rented out in return 
for some market price or rental. A resource is used actively when, instead of 
being evaluated directly on the market, it is used up in production, usually 
along with other resources. Then the liabilities for the used-up resources and 
the rights to any produced assets are appropriated. Thus appropriation is 
involved in the active use, not in the passive use of resources. 

Difficulties arise in the conventional treatment of the active case, since 
economics tends to ignore appropriation. The economic return in the active 
case is not just the value of the original resource but the extra value of the 
appropriated property. But the total return in the active case is mistakenly 
imputed only to the original resource, as if the ownership of the appropri­
ated property were already included in ownership of the original resource. 
Property that is appropriated cannot be previously owned; otherwise it 
could not be appropriated. The extra value of the appropriated property 
(e.g., the whole product) is not a return to the original resource. In the 
context of the laissez-faire appropriation mechanism, it is a return to the 
contractual role of bemg the hiring party, the last legal owner of the used-up 
resources. 

Appropriation is often neglected because the right to the whole product is 
treated as if it were part of a preexistent property right. This is the case in the 
Marxist view of the capitalist economic system where the preexistent prop­
erty right is the "ownership of the means of production". This is also a 
common practice in neoclassical capital theory, where the preexistent right 
is the ownership of a capital asset. Property appropriated in the future can 
have a present value (which could be zero) but it cannot have a present 
owner, since otherwise it could not be appropriated in the future. The pri­
mary imputation fallacy in capital theory is the "capitalized value" definition. 



PROPERTY APPROPRIATION AND ECONOMIC THEORY 6 3 

The Capitalized Value of an Asset 

One of the basic concepts of capital theory is the notion of the capitalized 
value of an asset. The definition is usually stated in a rather general fashion; 
owning the asset "yields" a future income stream and the discounted present 
value of the income stream is the capitalized value of the asset. But there are 
quite different ways in which owning an asset can yield an income stream. 
There are the active and the passive uses of capital. The capitalized value 
concept is unproblematic in the passive case where the income stream is the 
stream of rentals (net of maintenance) plus the scrap value. The capitalized 
value of that stream is, under competitive conditions, just the market cost of 
the asset. Bonds and annuities provide similar examples of income streams 
generated by renting out or loaning out capital assets, i.e., by the passive use 
of capital. 

Capital theory would be somewhat less controversial if it stuck to such 
examples of hired-out capital. However, the capitalized value definition is 
also applied to the quite different active case where, instead of hiring out the 
capital, labor is hired in, a product is produced and sold. The present value 
of the stream of net proceeds is then called the capitalized value of the capital 
asset as if to impute the net proceeds to the capital asset. The net proceeds 
can, however, be analyzed into the stream of implicit rentals on the capital 
assets (including scrap value) plus the profits which are the value of the 
future appropriated whole products (Ellerman, 1982, ch. 12). The rentals 
are the return to the capital asset; the whole products are the return to the 
contractual role played by the capital owner (when the capital is used active­
ly). The rights to the whole products are not part of the rights to the capital 
asset; whole products are appropriated. 

The capitalized value definition overlooks appropriation. One might then 
think that by purchasing the asset or the means of production, one is thereby 
purchasing the outputs and the net proceeds—so there is no need to 
appropriate the outputs. 

When a man buys an investment or capital asset, he purchases the right to the 
series of prospective returns, which he expects to obtain from selling its output, 
after deducting the running expenses of obtaining that output, during the life of 
the asset. (Keynes, 1936, p. 135) 

But in fact one thereby purchases only the asset. Any further return will 
depend on one's contracts. If one rents out the asset and sells the scrap, then 
one receives only the rental-plus-scrap income stream. If, instead, one hires 
in labor, bears the costs of the used-up labor and capital services, and claims 
and sells the outputs, then one receives the net proceeds mentioned by 
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Keynes. In each case, one owned the asset. The difference lies in the pattern 
of the subsequent contracts. By making the contracts so that one was the 
hiring party, one could additionally appropriate the whole product each 
time period with its positive or negative value. The capitalized value defini­
tion fallaciously imputes the value of the appropriated whole products to the 
capital assets rather than to the contractual role played by the capital owner. 

The Yield Rate of a Capital Asset 

Another example of assigning the whole product to the capital asset is 
involved in the notions of "marginal efficiency of capital" or "net productiv­
ity of capital." Under competitive conditions, the market interest rate would 
discount the stream of net rentals and scrap back to the market cost of a 
capital asset. When the capital asset is used actively then some discount rate 
will discount the stream of net proceeds back to the market cost of the asset. 
Such a discount rate is sometimes called an internal rate of return or average 
rate of return over cost. However, it is also presented as the yield rate of the 
capital asset and then it is called the marginal efficiency of capital (Keynes, 
1936, p. 135) or the net productivity of capital (Samuelson, 1976, p. 600). 
This usage presents the value of future appropriated whole products as if it 
were part of the return to owning the capital asset when in fact it is the return 
to having the contractual role of being the hiring party. The real problem 
with the net productivity of capital is not that it can have multiple values 
(e.g., the reswitching controversy) but that it fallaciously imputes the return 
to the capital-owner's social role (being the hiring party) to the capital 
asset itself. 

The Quasi-Rent of a Capital Asset 

Yet another method of imputing the whole product and its value, the profits, 
to capital is the quasi-rent doctrine. In a genuinely competitive model, all 
factors including the services of plant and equipment would have a competi­
tively determined price. Capital assets would have a competitive rental. In 
conventional microeconomics, it is held that capital assets might "earn" a 
short-run "quasi-renf due to the short-run inelasticities of supply in capital 
assets. There is no merit in the argument that short-run inelasticities require 
a special notion of quasi-rents in addition to the usual competitive rentals. 
Short-term competitive rentals reflect such scarcities, and thus the short-run 
rental might be higher than the rental in the longer term. The quasi-rent 
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doctrine is another example of the penchant in conventional economic 
theory to fallaciously impute the profits to capital. The value of the appropri­
ated whole product, the profit, is added to the machine's competitive rental, 
and the result is dubbed the "quasi-rent earned by the machine" (Stonier 
and Hague, 1973, p. 328). 

The Passive and Active Uses of Capital 

There is a pattern here. Capital has a passive use and an active use. Thus 
capital theory will always have a pair of concepts associated with capital, one 
concept derived for the passive case and one concept for the active case 
(table 3.1). The value concept associated with the active case includes the 
concept for the passive case plus the value of the whole product (the profits) 
that is appropriated by the capital owner in the active case. The difference 
between the passive and active case is the appropriation of the whole prod­
uct, which is the return to a contractual role, not a return to the capital. But 
conventional capital theory neglects appropriation, and imputes the whole 
product and its value, the profits, to capital. 

Table 3.1 

Concept Passive Case Active Case 

Value of Capital Asset 
Yield of Capita! Good 
Yield of Money Capital 

Capital Asset Rental 

Market cost 
Marginal productivity 
Marginal rate of return 

over cost 
Market rental 

Capitalized Value 
Net productivity 
Marginal efficiency of 

capital 
Quasi-rent 

The Retreat to the Zero-Profits Case 

What is the neoclassical defense against the charge of fallacious imputa­
tions? It is retreat to the zero-profit case where the whole products will have 
zero value so the misimputation will not matter for price-theoretic purposes. 
In that instance. Professor Samuelson can claim to have demonstrated the 
''Equality of capitalized value and reproduction cost" (Samuelson, 1961, 
p. 42; 1966, p. 309). Similarly, a prominent capital theorist shows that the 
competitive "equilibrium price of a one-year-old machine in terms of 
'costs'" is equal to the "present discounted value of the future net output 
which a one-year-old machine can produce" (Burmeister, 1974, p. 443). 
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In this special case, the fallacious imputation of the whole product to 
capital is a moot point from the price-theoretic viewpoint since the whole 
products then have zero value. In property terms, the imputation is as 
incorrect in that case as in general. And, of course, the capital theoretic 
definitions of capitalized value or net productivity are by no means restricted 
to the competitive model in the economics and finance literature. Professor 
Samuelson (1976, pp. 661 and 600) asserts that ''capital goods have a 'net' 
productivity" (while the other factors have only a marginal productivity), as 
a "technological fact." It is a clear-cut case where the social role of capital as 
the hiring party in capitalist society is presented as a technical characteristic 
of capital goods. 

The recent controversies in capital theory did not get to the root of the 
matter because they remained at the value-theoretic level (neoclassical ver­
sus neo-Ricardian/neo-Keynesian value theory). But capitalism is not a 
price system; capitalism is a property system. The root of the problem in 
capital theory is that it presents the return to capital's market role (being the 
hiring party) as resulting from the technical and legal characteristics of 
capital goods. The whole product is presented as part of the technological 
"net productivity of capital" and the legal rights to the whole product are 
presented as part of the "ownership of the means of production." One of the 
measures of the success and depth of capitalist ideology in economics is that 
even Marxian economics accepts the empirically false thesis that the right to 
the product is part of the ownership of capital assets. 

Corporate Ownership Is Not the Ownership of the Firm 

When the appropriation of the whole product is implicitly considered in 
conventional economics, the pattern, as in capital theory, is to construe the 
right to the whole product as being part of a preexistent property right. In its 
commonest form, this property right is called the ownership of the firm. We 
have defined the word "firm" to be the party who ends up appropriating the 
whole product: 

firm = whole product appropriator 

The identity of the firm (in this technical sense of whole product appro­
priator) is determined not by some preexistent property right such as the 
so-called "ownership of the firm," but by who hires what or whom. Firm-
hood is a contractual role, not a property right. 

Economists sometimes use a rather abstract version of the "ownership of 
a firm". Technical production possibilities are represented by a production 
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function, a production set, or a "production-opportunity locus" (Hirshleifer 
1970, p. 124), and then economists speak of the "owners" of these technical 
possibilities, e.g., the "owners of the productive opportunity" (Hirchleifer, 
1970, p. 125]. There is no such ownership right. Neoclassical economics' lack 
of attention to property-theoretic details is illustrated by the postulation of 
this peculiar "ownership" of a mathematical description of technically pos­
sible production opportunities such as a production function or production 
set. If one wishes to use the metaphor of appropriating the whole product as 
"trading with nature", then one should realize that there are no "owners" 
(Hirchleifer, 1970, p. 20) of the production set of possible trades with na­
ture. There might be the ownership of certain specialized inputs, such as 
proprietory technical information, but that is only the ownership of inputs to 
the production opportunity, not the "ownership" of the productive op­
portunity itself. There is no such property right as the "ownership" of a 
production function, a production set, or a productive opportunity. 

The notion of "ownership of a production set" is probably intended as an 
abstract version of the ownership of a corporation. But, as we have seen, a 
corporation is an owner of certain inputs such as physical and financial 
capital. The legal process of incorporation does not convert the ownership of 
a capital asset into the ownership of the production set of net product vectors 
that could be produced using that capital asset. Whether or not a corporate 
owner of inputs or any input owner appropriates the whole product pro­
duced using those inputs depends on whether the input owner hires in a 
complementary set of inputs and bears the costs of production or whether 
the input is hired out. The ownership of any input does not include within it 
the ownership of the whole product produced using the input; the whole 
product must be appropriated. Thus the ownership of a corporation (i.e., 
the indirect ownership of certain resources) is not the "ownership of the 
firm". Being the firm is a contractual role, not a property right. 

The Failure of the Arrow-Debreu Model 

In the early models of perfectly competitive equilibrium, constant returns to 
scale in production was assumed. This assured zero economic profits in 
equilibrium, so from the viewpoint of value theory, it was immaterial who 
was the firm, i.e., who appropriated the whole product vector (since it had 
zero net value). According to Professor Samuelson, 

it is precisely under strict constant returns to scale that the theory of the firm 
evaporates. (Samuelson, 1967, p. 114; 1972, p. 27) 



68 THE RECONSTRUCTION OF ECONOMIC THEORY 

In 1954, Professors Kenneth Arrow and Gerard Debreu published a 
paper (Arrow and Debreu, 1954) in which they claimed to show the exis­
tence of a competitive equilibrium under the general conditions of non-
increasing returns to scale, i.e., decreasing or constant returns to scale. 
Under decreasing returns to scale, there would be positive economic or pure 
profits. Hence the Arrow-Debreu model alleges to show the existence of a 
perfectly competitive equilibrium with positive economic profits. In the 
following passage, Professor Arrow contrasts the Arrow-Debreu model 
with a model by Professor McKenzie (1959) which used constant returns to 
scale. 

The two models differ in their implications for income distribution. The Arrow-
Debreu model creates a category of pure profits which are distributed to the 
owners of the firm; it is not assumed that the owners are necessarily the entrep­
reneurs or managers 

In the McKenzie model, on the other hand, the firm makes no pure profits 
(since it operates at constant returns); the equivalent of profits appears in the 
form of payments for the use of entrepreneurial resources, but there is no residual 
category of owners who receive profits without rendering either capital or entre­
preneurial services. (Arrow, 1971, p. 70) 

Since the whole product vectors can have a positive value in the Arrow-
Debreu model, the model had to face the question as to how these vectors 
got assigned to people. The Arrow-Debreu model does not answer the 
question by postulating "hidden factors" (which would compromise the 
model in a number of ways (see EUerman, 1982, ch. 13; or McKenzie, 1981). 
Arrow explicitly states that "pure profits" are distributed to "the owners of 
the firm," and that, in contrast, the McKenzie model does not have this 
"residual category of owners who receive profits without rendering either 
capital or entrepreneurial services." 

The Arrow-Debreu model answers the question by assuming that there is 
a property right such as "ownership" of the production sets of technically 
feasible whole product vectors. The trai n of reasoning is that production sets 
represent the production possibilities of "firms" and "firms" are identified 
with corporations which, of course, are owned by their shareholders. 

In a private enterprise capitalist economy, there is no such property right 
as the "ownership" of production sets of feasible whole product vectors. In 
the Arrow-Debreu model each consumer/resourceholder is endowed prior 
to any market exchanges with a certain set of resources and with shares in 
corporations. However, prior to any market activity, ownership of corpo­
rate shares is only an indirect form of ownership of resources, the corporate 
resources. It is the subsequent contracts in input markets that will determine 
whether a corporation, like any other resource owner, successfully exploits a 
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production opportunity by purchasing the requisite inputs. 
The Arrow-Debreu model mistakes the whole logic of appropriation. 

The question of who appropriates the whole product of a production oppor­
tunity is not settled by the initial endowment of property rights. It is only 
settled in the markets for inputs by who hires what or whom. In other words, 
the determination of who is to be the "firm" (the whole product appro-
priator) is not exogenous to the marketplace; it is a market-endogenous 
determination. This adds a whole new degree of freedom to the model, 
which can only be ignored in the special case of universal constant returns to 
scale when it does not matter (for income determination) who is the firm. 
This new degree of freedom eliminates the possibility of a competitive 
equilibrium with positive economic profits, e.g., with decreasing returns to 
scale in some production opportunity. 

Production Arbitrage 

There is no mathematical error in the Arrow-Debreu model; it (contrary to 
their claim) simply does not model a perfectly competitive free enterprise 
capitalist economy. By assuming that production possibilities are "owned," 
the Arrow-Debreu model does not allow anyone but the "owner" to de­
mand the requisite inputs. But in a free enterprise capitalist economy, any­
one can bid on the inputs necessary for some technically feasible production 
opportunity. In such an economy, production, the conversion of inputs into 
outputs, can be seen as a form of arbitrage, production arbitrage, between 
input markets and output markets. Traditionally, arbitrage is thought of as 
an exchange operation, e.g., in currency markets. But if the price of Chicago 
wheat exceeds the price of Kansas City wheat plus the transportation costs, 
then the operation of buying inputs (Kansas City wheat plus transportation 
services) and selling the outputs (Chicago wheat) would still be called arbi­
trage. If the price of a good one period hence exceeds the current price plus 
storage costs, then 

a sure profit could always be made by the time arbitrage, so to speak, of buying the 
commodity currently—borrowing, if necessary—and reselling one period later. 
(Fama and Miller, 1972, p. 62) 

But in general equilibrium models, where commodities are differentiated by 
spatial and temporal location, transportation and storage are examples of 
production. As more characteristics of the inputs, besides spatial and tem­
poral location, change in the production process, there is no magic dividing 
line that suddenly prevents the production arbitrage of buying all the re-
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quisite inputs and selling the outputs. 
It is the concept of arbitrage applied to production itself, the concept of 

production arbitrage, that undermines the Arrow-Debreu model. When 
there is a sufficient price differential betwen input and output markets to 
allow positive profits, then a potential arbitrageur can attempt to reap those 
profits by purchasing the required inputs, bearing their costs as the inputs 
are consumed in production, claiming the produced outputs, and then sell­
ing the outputs. Naturally, such a grand arbitrage operation is difficult in the 
real-world economy, but it is quite possible in an idealized textbook model 
of perfect competition. Thus production profits can be viewed as arbitrage 
profits. A competitive equilibrium is not possible when there are profitable 
arbitrage opportunities, e.g., profitable production opportunities. Produc­
tion arbitrageurs (i.e., entrepreneurs) would bid up input prices. Hence a 
competitive equilibrium is not possible in the situation that Professors 
Arrow and Debreu attempt to model, a competitive capitalist economy with 
some production opportunities exhibiting decreasing returns to scale. 

This restores a certain symmetry betwen increasing and decreasing re­
turns to scale. A competitive equilibrium is not possible at a point of increas­
ing returns to scale because no one wants to be the firm (negative profits). A 
competitive equilibrium is not possible at the point of decreasing returns to 
scale because everyone wants to be the firm (positive profits). General 
equilibrium theory for a competitive capitalist economy only works in the 
special case of constant returns to scale where (by assumption) no one cares 
who acts as the firm (zero profits). 

For the last several decades, the Arrow-Debreu model has been received 
doctrine in mathematical economics. Its failure is a major example of the 
impact on economic theory of an appreciation of the nature and structure of 
property appropriation. The reason for its failure, which was uncovered by 
the analysis of appropriation, was the market-endogenous determination of 
"firmhood", of who is to appropriate the whole product and thus be the firm. 
The whole product is assigned, by the laissez-faire mechanism, to a contrac­
tual role, not to a preexistent property right, and one's contractual role is 
determined by the contracts one makes or does not make in the market­
place. 

The Breakdown of the Conventional Representation of Markets 

The extra degree of freedom, the market-endogenous determination of 
firmhood, cuts much deeper into received doctrine that just the Arrow-
Debreu model. It changes the very conception of how competitive markets 
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operate, from an orderly process of equilibriation to a game-theoretically 
indeterminate struggle for positive profits. The conventional theory is that 
there are two basic types of economic agents, consumer/resourceholders 
and "firms". The consumer/resourceholders supply inputs to the input 
market and demand outputs on the output markets. The firms play the 
opposite role of demanding inputs on input markets and supplying outputs 
to output markets. The flow of commodities from the consumers as resource 
suppliers to the firms and the flow of products back to the consumers (with 
the money flows in the opposite direction) are represented in the familiar 
circular flow diagram (e.g., Samuelson, 1976, p. 46). 

The conventional picture assumes that firmhood is determined prior to 
market activity. The resource owners are lined up on one side and the "firms" 
are supposedly lined up on the other side of the input markets. But this is not 
the case in a free enterprise capitalist economy. It is not legally predeter­
mined that an input owner is a supplier of inputs rather than a demander of a 
complementary set of inputs. Prior to the market contracts, corporations are 
just other resourceholders. Any resource owner, corporate or otherwise, 
may aspire to be a "firm" in the technical sense of "whole product appro-
priator" by attempting to purchase the complete set of inputs to a productive 
opportunity. Hence the customary analytical machinery of resource owners 
having input supply schedules and "firms" having input demand schedules 
prior to market activity incorrectly represents the structure of the market 
process. The identity of the firms (parties who will appropriate the whole 
products) is only determined at the end of the game-theoretically indeter­
minate market process, not at the beginning. This is the breakdown, under 
the impact of production arbitrage, of the conventional representation of 
markets in a productive economy. 

Appropriation in Normative Economic Theory 

The Labor Theory of Value 

The purpose of this section is to outline the modern treatment of the princi­
pal normative theory of property, the labor theory of property (see Ellerman, 
1980a, or, for an earlier treatment, 1972, 1973), the theory that people have 
the right to the fruits of their labor. The labor theory of property has 
throughout its history been entwined with and often totally confused with 
the labor theory of value. Indeed, the two theories are sometimes almost 
identified when it is held that labor is the sole source of the value of produced 
property and that therefore labor should get the title to the property. 
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Various versions of the labor theory of value were used in the classical 
economic theories of Adam Smith and David Ricardo, without recognition 
of any property-theoretic implications. Smith used labor as a "measure of 
value" in the sense that price could be viewed in terms of the labor it 
commanded. Ricardo interpreted the price of a commodity, for the most 
part, in terms of the labor directly or indirectly embodied in the commodity. 
Property-theoretic implications of Ricardo's labor theory of value were de­
veloped by the small band of radical economic thinkers known as the "Ricar-
dian socialists" or classical "laborists" (e.g., in Lichtheim, 1969, p. 135). 
Ricardo's labor theory of value was developed into a value-theoretic critique 
of capitalist production by Karl Marx, the "greatest of the Ricardian social­
ists" (Lichtheim, 1969, p. 139). 

In England, the principal Ricardian socialists or classical laborists were 
Thomas Hodgskin, William Thompson, and John Francis Bray (see Men-
ger, 1899). Historians of economic thought have viewed the Ricardian 
socialists less as thinkers in their own right and more as precursors to Marx. 
This has affected the parts in the Ricardian socialists' thought that are 
emphasized, namely the parts that were later developed by Marx. Indeed, 
many aspects of the Marxian labor theory of surplus value and exploitation 
can be found in the Ricardian socialists. But the Ricardian socialists or 
classical laborists also explicitly developed the labor theory of property, and 
this property-theoretic theme did not survive in the exclusively value-
theoretic focus of Marx's thought. 

Neoclassical Value Theory: The Response to the 
Labor Theory of Value 

Marx explicitly developed the labor theory of value. The labor theory of 
property was thereafter eclipsed as debate focused on the labor theory of 
value. As the Ricardian socialists and Marx extracted radical conclusions 
from the Ricardian labor theory of value, orthodox economists became less 
and less satisfied with that approach to price theory. The full orthodox 
answer came with the marginalist revolution in the latter part of the 
nineteenth century. According to the neoclassical value theory that emerged 
from the marginalist revolution, price or market value was determined by 
considerations of marginal utility and marginal productivity that stand be­
hind the supply and demand for commodities in the marketplace. 

The labor theory of value was often represented by the slogan, "Only 
labor is productive." But neoclassical theorists quite correctly pointed out 
that other factors of production are also productive in the sense that the 
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product will be reduced if these factors are removed. Even if one could in 
some meaningful sense reduce capital goods to labor, land, and time, that 
still left land, including all natural resources, and time as other factors 
necessary for production in addition to labor. 

The Ricardian socialists often expressed the labor theory of property with 
the slogan, "Labor's right to the whole product." But neoclassical theorists 
quite correctly pointed out that labor cannot receive the value of all the 
outputs if there are other scarce productive inputs. The value of the out­
puts must be shared between all the productive factors. If labor is not the 
only productive factor, then how could labor expect to receive the "whole 
product"? 

The neoclassical value theory aims not only to refute the labor theory of 
value but to appropriate some of the moral force of the labor theory of 
property. That is, the marginal productivity theory of distribution attempts 
to show that, under certain conditions, each factor gets what it produces in 
capitalist production. Each factor or input has a certain marginal productiv­
ity which can be considered as the increase or decrease in the amount of the 
product as one unit of the input is respectively added or substracted from 
production. For instance, a profit maximizing firm would not buy an extra 
man-hour of labor for a wage that exceeded the value of labor's marginal 
product—since that is the value of the extra product resulting from an extra 
man-hour. And, if the value of the marginal product exceeded the wage, 
more labor would be purchased until diminishing returns brought the mar­
ginal product down to the competitive wage level. Hence in competitive 
equilibrium, labor would be paid the value of its marginal productivity. 

There is nothing in marginal productivity theory that is unique to labor. 
The same reasoning applies to any productive input. Capital and land also 
have a marginal productivity, and in competitive equilibrium each would be 
paid according to the value of its marginal productivity. 

The marginal productivity theory of distribution is used not only as a 
descriptive theory to predict behavior in the competitive model, but as a 
normative theory to "answer" the labor theory of value. The idea is to 
interpret the marginal productivity of each factor as the amount of the 
product "produced" by that factor. For instance, since the product increases 
by the marginal productivity of, say, a shovel when an extra shovel is added 
as an input, it seems natural to view that extra product as being "produced" 
by the shovel. Since, in competitive equilibrium, the shovel or its owner 
would be paid the value of the shovel's marginal productivity, the shovel 
would "get what it produced". The same would hold for every other produc­
tive factor. Hence instead of imputing the whole product to labor as sug­
gested by the classical laborists, the neoclassical theorists, such as John 
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Bates Clark, argued that the marginal productivity theory would impute to 
each factor what it produced; to labor the fruits of labor, to land the fruits of 
land, and to capital the fruits of capital. 

The Labor Theory of Property 

The modern treatment of the labor theory of property (Ellerman, 1980a) 
totally jettisons the labor theory of value (Ellerman, 1983a). The analysis 
and critique of capitalist production is constructed in a non-Marxist format 
and is strengthened by being based on the structure of property rights in 
production, not on value relations. The labor theory of property, being a 
property theory, is not intended to displace any value theory, including the 
neoclassical theory of value. 

Any imagined moral force of the marginal productivity theory of distribu­
tion is defeated by refocusing on the actual structure of property rights in 
production. When marginal productivity theory attempts to "impute" 
shares of the product to the various factors, it is using the distributive shares 
metaphor: each factor is viewed as "producing" and then "getting" a share 
of the product. The normative use of marginal productivity theory then 
attempts to show that each factor "gets what it produces". But as a descrip­
tive of property rights, we have seen that the distributive shares picture is 
quite misleading and false. The simple fact is that one legal party, such as the 
employer in a capitaHst firm, appropriates the whole product of production. 
It is the actual structure of property rights in a capitalist firm that should be 
justified or criticized, not a metaphorical "as if" picture of property rights. 

The labor theory of property addresses the normative question of who 
ought to appropriate the whole product of production. The labor theory of 
property holds that people have a natural right to the positive fruits of their 
labor and a natural obligation to bear the negative fruits of their labor. In 
any given productive enterprise, the production of the outputs and the using 
up of the inputs are, respectively, the positive and negative fruits of the joint 
labor performed by all the people working in the enterprise. The output 
assets are the positive fruits and the input liabilities are the negative fruits of 
the working community of the enterprise, i.e., of labor in the inclusive sense 
of the blue and white collar workers of the firm. Hence the labor theory of 
property implies that labor has the natural right to the outputs and the 
natural liability for the used up inputs, i.e., that labor should appropriate the 
whole product. 

The labor theory of property is totally independent of the labor theory of 
value. In the statement "Labor produces the value of the outputs and there-
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fore labor should appropriate the outputs," the words "the value of" should 
be deleted entirely—as should the labor theory of value itself. Labor pro­
duces commodities with certain characteristics. If those characteristics have 
a certain economic value, it is not because labor produced them but because 
they are useful elsewhere in production or are desirable to consumers. 

Orthodox economists make no attempt to justify capital's appropriation 
of the whole product. Instead, they evade the matter entirely by looking at 
distributive shares. They use the distributive shares metaphor to "picture" 
capital and labor as each getting a "share of the product". Since the size of 
the pie shares in the functional distribution of income is partly a function of 
prices, orthodox economists base their "story" on a value theory, the neo­
classical theory of prices. But the main point about the neoclassical value 
theory or even the Marxist labor theory of value is not whether it is true or 
false, but that it is quite irrelevant to the debate over capitalist production. 
Capitalism is not a particular type of price system or a particular set of value 
relations. Capitalism is a particular type of property system, the system that 
allows capital, by means of the employer-employee contract and the other 
input purchase contracts, to appropriate the whole product of production. 
The best of value theories would only determine the value of the assets and 
liabilities in the whole product, but would not determine who ought to 
appropriate that bundle of property rights and obligations in the first place. 

The labor theory of property cuts beneath the value theories of the con­
tending schools and directly addresses the structure of property rights in 
production. Production is a human activity carried out by the people in­
volved in the production process. This human activity is called labor and, 
abstractly considered, it consists of using up various inputs in the process of 
producing certain outputs. The production of the outputs and the using up of 
the inputs are the positive and negative fruits of that human activity, the 
whole product of labor. According to the labor theory of property, the 
people carrying out this productive activity should appropriate the fruits of 
that human activity. This is only the case when the people who work in a firm 
are the legal members of the firm, i.e., when the enterprise is a worker 
coorperative or self-managed firm. Then the people working in the firm are 
the firm from the legal viewpoint so they jointly appropriate the positive 
fruits of their labor and are jointly liable for the negative fruits of their labor. 

The development of the labor theory of property by the classical laborists 
such as Hodgskin, Thompson, and Bray suffered from several major de­
ficiencies. While the use of the phrase "whole product" is borrowed from 
them, they failed to include the all-important negative product in their 
concept of the whole product. They just referred to the positive product, the 
produced outputs, as the "whole product." But the classical laborists' claim 
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of "labor's right to the whole product" is incoherent without the inclusion of 
the negative product. 

The Juridical Principle of Imputation 

Another major deficiency in the classical laborists' development of the labor 
theory of property was their failure to interpret the theory in terms of the 
j uridical norm of legal imputation in accordance with de facto responsibility. 
We are concerned with responsibility in the ex post sense of the question 
"Who did it?" not with "responsibilities" in the ex ante sense of one's duties 
or tasks in an organizational role. A person or group of people are said to be 
de facto or factually responsible for a certain result if it was the purposeful 
result of their intentional (joint) actions. The assignment of de jure or legal 
responsibility is called imputation. The basic juridical principle of imputa­
tion is that de jure or legal responsibility is to be imputed in accordance with 
de facto or factual responsibihty. For example, the legal responsibility for a 
civil or criminal wrong should be assigned to the person or persons who 
intentionally committed the act, i.e., to the de facto responsible party. 

Since, in the economic context, intentional human actions are called 
"labor", we have the following equivalence. 

The Juridical Principle of Imputation: People should have the legal 
responsibihty for the positive and negative results of their intentional 
actions. 

The Labor Theory of Property: People should legally appropriate the 
positive and negative fruits of their labor. 

In other words, the juridical principle of imputation is the labor theory of 
property applied in the context of civil and criminal trials. And the labor 
theory of property is just the standard juridical principle of imputation 
applied in the context of property appropriation. This equivalence was not 
evident in the classical treatment of the labor theory of property because 
that treatment ignored the negative product, and yet it is the negative side of 
the imputation principle that is applied explicitly in civil and criminal trials. 

The lack of this juridical interpretation in the classical treatment led to 
the classical laborists' notorious failure to ever justify the slogans such as 
"Only labor is creative" or "Only labor is productive." Orthodox econo­
mists could correctly observe that all the factors of production, including land 
and capital, were "productive" in the sense that to add to or subtract from 
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the employment of these factors would accordingly add to or subtract from 
the product. It is indeed true that land (including natural resources) and 
capital are "productive" in this sense of being causally efficacious in produc­
tion. Otherwise there would be no occasion to use them. The reason that 
machine tools are used in metalworking and that good luck charms and 
magical incantations are not used is that the tools are much more efficacious. 

Conventional economics has always been willing to admit certain peculiar 
characteristics of labor (e.g., Marshall 1920, p. 559), so long as they had no 
fundamental implications for capitalist production. But there is a fun­
damental difference between labor and the other productive factors, and its 
implications are profound. While all the factors are "productive" in the 
sense of being efficacious, only labor is responsible. 

Capital goods and natural resources, no matter how useful they may be, 
cannot ever be responsible for anything. Guns and burglary tools, no matter 
how efficacious and "productive" they may be in the commission of a crime, 
will never be hauled into court and charged with the crime. Only human 
beings can be responsible for anything and thus only the humans involved in 
production can be responsible for the positive and negative results of pro­
duction. In particular, the people working in an enterprise are factually 
responsible for using up the inputs and for producing the outputs. Hence the 
juridical principle of imputation (i.e., the labor theory of property) implies 
that the workers (in the inclusive sense) should have the legal liability for the 
used-up inputs and the legal ownership of the produced outputs. 

Animism in Marginal Productivity Theory 

The equivalence between the labor theory of property and the juridical 
principle of imputation pushes the roots of the labor theory back in history, 
far beyond Locke, to the time when "humanity" emerged from the world 
view of primative animism. Animism attributed the capacity for responsibil­
ity not just to persons but also to nonhuman entities and force. Accordingly, 
in order to escape the grasp of the imputation principle that imputes respon­
sibility only to persons, orthodox economists have had to resurrect a 
metaphorical form of animism. This sophisticated animism views productiv­
ity in the sense of causal efficacy as if it were a responsible agency. All the 
inputs to production, both human and nonhuman, are viewed as "agents of 
production cooperating together to produce the product." 

The attribution of responsible agency to natural entities and forces is a 
common literary and artistic metaphor that Ruskin called ihc pathetic falla­
cy. Examples are: "The wind angrily banged the shutters" and "The waves 
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pounded furiously on the rocks." Examples in the literature of economics 
are: "Together, the man and shovel can dig my cellar" and "Land and labor 
together produce the corn harvest" (Samuelson, 1976, pp. 536-537). In spite 
of the romantic allure of the pathetic fallacy, it is still a fallacy. It confounds 
the distinction, well-grounded in jurisprudence (but virtually unheard of in 
economics), between the responsible actions of persons and the behavior of 
things. A shovel does not act together or "cooperate together" with a man to 
dig a cellar, because a shovel does not act at all. It is a thing. A person uses a 
shovel to dig a cellar, and the person is responsible both for using up the 
services of the shovel (the negative product) and for digging the cellar (the 
positive product). 

To emphasize how the "agents" of production "cooperative together". 
Professor Samuelson says; "Factors usually do not work alone" (p. 536). 
The point is that, artistic metaphors aside, the nonhuman factors do not 
work at all. They are worked. The land is worked by the laborers to produce 
the corn harvest. Machines do not "cooperate" with workers; machines are 
operated by workers. 

Marginal Productivity Theory 

Orthodox economics is fond of two metaphors: (1) the pathetic fallacy 
wherein each factor is pictured as "producing" a share of the product, and 
(2) the distributive shares metaphor wherein each factor is pictured as 
"getting" a share of the product. Naturally, economists could not resist the 
temptation to put the two metaphors together and to co-opt the labor theory 
of property in defense of competitive capitaUsm by trying to show that each 
factors "gets" what it "produces" in competitive capitalism. The result is the 
ideological interpretation of marginal productivity (MP) theory. 

Mimicry is the sincerest form of flattery. Since the labor theory of proper­
ty can be expressed in two vocabularies, that of property appropriation and 
that of responsibility imputation, one would expect MP theory to imitate it 
by using the two vocabularies. And so it did. John Bates Clark (1899) 
developed MP theory using the vocabularly of property appropriation and 
Friedrich von Wieser (1889) developed MP theory using the vocabulary of 
reponsibility imputation. 

The basic idea is to picture each factor as "producing" its marginal prod­
uct. Is that what each factor "gets"? 

When a workman leaves the mill, carrying his pay in his pocket, the civil law 
guarantees to him what he thus takes away; but before he leaves the mill he is the 
rightful owner of a part of the wealth that the day's industry has brought forth. 
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Does the economic law which, in some way that he does not understand, deter­
mines what his pay shall be, make it to correspond with the amount of his portion 
of the day's product, or does it force him to leave some of his rightful share behind 
him? A plan of living that should force men to leave in their employer's hands 
anything that by right of creation is theirs, would be an institutional robbery—a 
legally established violation of the principle on which property is supposed to rest. 
(Clark, 1899, pp. 8-9). 

In competitive equilibrium, each factor price is the value of its marginal 
productivity. Hence, Clark concludes that each factor "gets" the share of 
the product it "produces" in competitive equilibrium; to labor the fruits of 
labor, to capital the fruits of capital, and to land the fruits of land. In this 
manner, Clark and later MP theorists have brilliantly attempted to co-opt 
the labor theory of property and to harness it in the defense of competitive 
capitalism. 

Most orthodox economists, even those who loudly disagree with MP 
theory on empirical grounds, fully accept all the essentials of the ideological 
interpretation of MP theory. The essentials of the theory are that each factor 
"produces" its marginal product, and that each factor "gets" its marginal 
product in competitive equilibrium. Economists of both left and right per­
suasions, who criticize and refute the theory, in fact accept these essentials. 
The so-called criticism consists in pointing out that the real-world economy 
is hardly perfectly competitive, that marginal products are usually very dif­
ficult to measure, and that there is nothing sacred about the original distribu­
tion of ownership of the factors. None of this criticism touches the essentials 
of the theory. 

Orthodox economists tend to accept as simple objective fact the essential 
points that each factor "produces" its marginal product, and that each factor 
would "get" its marginal product in competitive equilibrium. For example, 
Professor Milton Friedman takes it as fact that competitive capitalism, or a 
"free market society," operates according to the "capitalist ethic"; "To each 
according to what he and the instruments he owns produces." (Friedman, 
1962, pp. 161-162). Most orthodox economists, like Professor Friedman, 
prefer to strike a posture of scientific objectivity and to refrain from any 
normative judgment as to the ethical status of the "objective fact" that a free 
market society allocates to "each according to what he and the instruments 
he owns produces." They are perfectly willing to let the reader supply the 
missing ethical postulate. 

It is this widely acccepted "objective" interpretation of MP theory that 
is incorrect. It is only "as if" each factor "produced" and "received" its 
marginal product in competitive equilibrium. A nonhuman factor does not 
"produce" its marginal product because, metaphors aside, it does not pro-
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duce at all. Each factor does not "get" any property right to a share in the 
product since, metaphors aside, the whole product is appropriated by one 
party. 

The concept of marginal productivity can be understood in a manner 
consistent with the fact that persons act and things do not. Consider, for 
example, the so-called "marginal product of a shovel" in a simple produc­
tion process wherein three workers use two shovels and a wheelbarrow to 
dig out a cellar. Two of the workers use two shovels to fill the wheelbarrow 
which the third worker pushes a certain distance to dump the dirt. The 
"marginal product of a shovel" is defined as the extra product produced 
when an extra shovel is added and the other factors, such as labor, are held 
constant. The labor is the human activity of carrying out this production 
process. If labor was held "constant" in the sense of carrying out the same 
human activity, then any third shovel would just lie unused and the extra 
product would be identically zero. 

"Holding labor constant" really means reorganizing the human activity in 
a more capital intensive way so that the extra shovel will be optimally util­
ized. For instance, all three workers could use the three shovels to fill the 
wheelbarrow and then they could take turns emptying the wheelbarrow. In 
this manner, the workers would use the extra shovel and by so doing they 
would produce some extra product (additional earth moved during the same 
time period). This extra product would be called the "marginal product of 
the shovel", but in fact it is produced by the workers who are also using the 
additional shovel. In the workers' new whole product, the positive product is 
expanded by the extra output and the negative product is expanded by the 
utilization of the services of an extra shovel. The ratio of the workers' extra 
positive product to the workers' extra negative product is called the "mar­
ginal product of a shovel." In this manner, the concept of marginal produc­
tivity can be understood in a nonanimistic fashion. 

The development of the ideological interpretation of MP theory using 
the vocabulary of responsibility and imputation was due to Friedrich von 
Wieser. Wieser's contribution is remarkable because he is one of the few 
capitalist economists who admitted in print that of all the factors of produc­
tion, only labor is responsible. 

The judge,... , who, in hisnarrowly defined task, is only concerned with the/ega/ 
imputation, confines, himself to the discovery of the legally responsible factor, 
—that person, in fact, who is threatened with the legal punishment. On him will 
rightly be laid the whole burden of the consequences, although he could never by 
himself alone—without instruments and all the other conditions—have com­
mitted the crime. The imputation takes for granted physical causality 

... If it is the moral imputation that is in question, then certainly no one but the 
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labourer could be named. Land and capital have no merit that they bring forth 
fruit; they are dead tools in the hand of man; and the man is responsible for the use 
he makes of them. (Wieser, 1889, pp. 76-79) 

These are remarkable admissions. Wieser at last has in his hands the correct 
explanation of the old radical slogans "Only labor is creative" or "Only 
labor is productive," which even the classical laborists and Marxists could 
not explain clearly. Does Wieser resist his capitalist inclinations and develop 
a laborist critique of capitalist production? 

Wieser's response to his insights exemplifies what passes for moral 
reasoning among many economists and social theorists in general. Any 
stable socioeconomic system will provide the conditions for its own repro­
duction. The bulk of the people born and raised under the system will be 
appropriately educated so that the superiority of the system will be intuitive­
ly obvious to them. They will not use some purported abstract moral princi­
ple to evaluate the system; the system is "obviously" correct. Instead the 
moral principle itself is judged according to whether or not it supports the 
system. If the principle does not agree with the system, then "obviously" the 
principle is incorrect, irrelevant, or inapplicable. 

The fact that only labor could be legally or morally responsible did not 
lead Wieser to question capitalist appropriation. It only told him that the 
usual notions of responsibility and imputation were not relevant to capitalist 
appropriation. They applied to legal questions, whereas economists are 
concerned with economic questions. Capitalist apologetics would require a 
new notion of "economic imputation" in accordance with another new 
notion of "economic responsibility." 

In the division of the return from production, we have to deal similarly ... with an 
imputation, —save that it is from the economic, not the judicial point of view. 
[Wieser, 1889, p. 76] 

By defining economic responsibility in terms of the animistic version of 
marginal productivity, Wieser could finally draw his desired conclusion that 
competitive capitahsm "economically" imputes the product in accordance 
with "economic" responsibility. 

Metaphors are like little white lies; one requires others to round out the 
picture. The Clark-Wieser theory uses one metaphor to justify another 
metaphor. Each factor's metaphorical responsibility for producing a share 
of the product is used to justify each factor's metaphorical property share in 
the product. By justifying one metaphor with another metaphor, capitalist 
apologetics can make a clean break with reality, the reality of the actual 
property relations of capitalist production and the actual juridical principle 
of imputation used in the legal system. It is the actual property relations of 
capitalist production, i.e., the employer's appropriation of the whole prod-
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uct, that need to be justified or condemned, and the notion of responsibility 
relevant to the structure of legal property rights is the normal nonmetaphor-
ical juridical notion of responsibility that is used every day from "the judicial 
point of view". 

The Employee as an Instrument in Capitalist Production 

Symmetry is a powerful engine of human thought, but the implications are 
not always progressive. For example, the slavery system exhibited a certain 
symmetry between the slaves and beasts of burden. Capitalist economists 
exhibit an absolute passion for the symmetrical treatment of the human 
element in production, labor, and the nonhuman factors of production. 
There are two ways that labor can be treated as symmetrical with the inputs 
to production. One way, which we have already seen, is to animistically 
elevate the nonhuman inputs to the status of responsible agents of produc­
tion cooperating with the workers. The other way is demote the human 
element to the level of the nonhuman factors as just another input to produc­
tion. Thus the human activity of converting the inputs into the outputs is 
conceptualized as just another passive input to production. 

Capitalist economists usually use one symmetrical picture or the other; 
either the active picture where all the factors are symmetrical active agents 
of production or the passive picture where all the factors are symmetrical 
passive inputs to production. The actual picture which recognizes the asym­
metry between persons and things, which recognizes that persons act and 
things do not, is avoided. Since language itself deeply reflects the asymmetry 
between persons and things, economists use a variety of amusing linguistic 
contortions to describe the active picture or the passive picture of produc­
tion. We have already described the use of the pathetic fallacy involved in 
the active picture which elevates the instruments of production into "agents 
of production cooperating" with the workers. 

To describe the passive picture, economists have had to become masters 
in using the passive voice. The subjects who carry out the human activity of 
production have been reconceptualized as passive inputs to production, so 
the production process has no subject and can only be described in the 
passive voice. The outputs "are produced" and the inputs "are used up", but 
not by anyone. The production process is not an activity carried out by 
human beings, it is a "technological" process that just "takes place". A 
popular linguistic variation on the passive picture is to use some abstract 
noun, such as "technology," the "industry," or the "firm," as the putative 
subject or agent of the production process. Then the active voice can be used 
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even though the human element is still treated as a passive input. "Tech­
nology" produces the outputs by using up the inputs. The "industry" or the 
"firm" produces such and such a product. 

People are not, in fact, symmetrical with things. But the legal system of 
chattel slavery legally treated certain people as being symmetrical with 
beasts of burden. The present legal system of capitalism, and particularly the 
employer-employee contract, legally treats the actions of human beings 
symmetrically with the services of machines and the other nonhuman inputs 
as commodities that may be bought and sold. From the legal viewpoint, 
labor is a commodity. In the employment contract, labor services are bought 
and sold. When the services of a car or an apartment are bought and sold, the 
car or apartment is rented. When the labor of a person is bought and sold, 
the person is rented or hired. The employment contract is the rental contract 
applied to the rental of a person. It is no longer permitted to buy and sell 
workers; they may only be rented. 

Since slavery as abolished, human earning power is forbidden by law to be capital­
ized. A man is not even free to sell himself; he must rent himself at a wage. 
(Samuelson, 1976, p. 52 [emphasis in the original]) 

Thus the wage or salary payment is really the rental paid to "employ" a 
person, the "employee". 

One can even say that wages are the rentals paid for the use of a man's personal 
services for a day or a week or a year. This may seem a strange use of terms, but on 
second thought, one recognizes that every agreement to hire labor is really for 
some limited period of time. By outright purchase, you might avoid ever renting 
any kind of land. But in our society, labor is one of the few productive factors that 
cannot legally be bought outright. Labor can only be rented, and the wage rate is 
really a rental. (Samuelson, 1976, p. 569) 

It is one of the magnificent conceits of liberalism that the institutionalized 
treatment of persons as things was eradicated with the abolition of slavery. 
Liberals and conservatives alike have so clouded their perception of social 
reality with a facade of metaphors that they cannot imagine how a civiliza­
tion founded upon the voluntary renting of human beings could possibly be 
treating people as things. The property theoretic analysis of—not the 
metaphors—but the actual structure of rights in production reveals a differ­
ent picture. 

When a person rents himself or herself out in the employer-employee 
contract, the person takes on the legal role of an instrument. This can be 
verified by directly analyzing the structure of legal rights in the capitalist 
firm. Things lack the capacity for responsibility so they can bear no legal 
responsibility for the results of their services. As Wieser put it, "imputation 
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takes for granted physical causality," so the legal responsibiUty is imputed 
through the instrument, as a conduit, back to the human user. That is the 
legal treatment of an instrument. 

That is also the legal treatment of the employees in a capitalist firm. The 
employees have none of the legal responsibility for the produced outputs 
(i.e., no legal ownership of the outputs) and none of the legal responsibility 
for the used-up inputs (i.e., no legal claims against them for the used-up 
inputs). Instead, that legal responsibility for the positive and negative results 
of the employees' actions is imputed back through them, like a conduit, to 
the person or persons who use or employ them, the employer. The employer 
legally appropriates the whole product. Hence the employees in a capitalist 
firm have, within the scope of their employment, precisely the legal role of 
tools or instruments. 

These facts about the actual legal responsibility of employees and the 
actual structure of property rights are, of course, quite obfuscated by the 
conventional metaphorical picture of labor and capital as each getting a 
share of the product. The following quotation from James Mill is remarkable 
in that it eschews the "as-if" picture of distributive shares in order to de­
scribe the fact that the employer owns 100% of the product (positive and 
negative). It makes it clear why so many modern economists prefer to hide 
behind a facade of shared-pie metaphors rather than deal with the actual 
structure of property rights in capitalist production. 

The great capitalist, the owner of a manufactory, if he operated with slaves 
instead of free labourers, like the West India planter, would be regarded as owner 
both of the capital, and of the labour. He would be owner, in short, of both 
instruments of production: and the whole of the produce, without participation, 
would be his own. 

What is the difference, in the case of the man, who operates by means of 
labourers receiving wages? The labourer, who receives wages sells his labour for a 
day, a week, a month, or a year, as the case may be. The manufacturer, who pays 
these wages, buys the labour, for the day, the year, or whatever period it may be. 
He is equally therefore the owner of the labour, with the manufacturer who 
operates with slaves. The only difference is, in the mode of purchasing. The owner 
of the slave purchases, at once, the whole of the labour, which the man can ever 
perform: he, who pays wages, purchases only so much of a man's labour as he can 
perform in a day, or any other stipulated time. Being equally, however, the owner 
of the labour, so purchased, as the owner of the slave is of that of the slave, the 
produce, which is the result of this labour, combined with his capital, is all equally 
his own. In the state of society, in which we at present exist, it is in these circum­
stances that almost all production is effected: the capitalist is the owner of both 
instruments of production: andthewholeof the produce is his. (James Mill, 1826, 
ch. I, sec. II) 
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The employee in a capitalist firm and the slave both have the legal posi­
tion of an instrument in their respective roles, but there are two major 
differences. The slave was owned on a full-time basis, whereas the employee 
is only hired or rented and thus only has the role of an instrument within the 
scope of the employment. Moreover the slave generally acquired the legal 
role of a chattel involuntarily whereas the employment contract is voluntary. 

The employees in fact are, like the slaves were, responsible persons, not 
instruments. That is only their legal role. The employee is legally treated as 
an instrumentality only so long as the activities are lawful. When the em­
ployer and employees cooperate together to break the law, then the legal 
authorities step in, strip away the artificiality of the employees' role, and 
hold the employees coresponsible together with the employer for the results 
of the activities. The slaves, of course, enjoyed the same metamorphosis 
whenever they committed crimes. The "talking instrument" in work became 
the responsible person in crime. As one abolitionist observed in 1853; 

The slave, who is but "a chattel" on all other occasions, with not one solitary 
attribute of personality accorded to him, becomes "aperson" whenever he is to be 
punished. (Goodell, 1853, p. 309) 

We previously used a simple one-line definition of de facto responsibility 
because the analysis of capitalist production does not require analysis of 
grey-area borderline cases. Legal philosophers and jurisprudents write 
volumes upon volumes which dissect human actions to establish degrees of 
de facto responsibility under conditions of impaired mental competence, 
mistaken information, duress, and so forth in order that the appropriate 
degree of legal responsibility can be assigned in accordance with the juridical 
imputation principle. Now employees are fully capacitated; they are not 
children, they are not senile, they are not insane, and so forth. Yet one 
would scan the entire legal and philosophical literature in vain to find the 
simple observation that the actions of the employees in a normal capitalist 
firm are fully deliberate, intentional, voluntary, and responsible (no border­
line case here)—but that the employees are assigned zero legal responsi­
bility for the positive and negative results of these actions. Zero. It is the 
staggering power of social indoctrination which structures the perception of 
social reality so that certain aspects are seen very clearly while other aspects 
are quite invisible. Thus it is that lawyers and philosophers can spend a 
lifetime splitting hairs to properly apply the imputation principle to border­
line cases and yet never even notice a direct one-hundred-percent violation 
of the imputation principle right in everyday economic life. 
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The Labor Contract as an Invalid Contract 

The standard defense of capitalist production (the employment relation) is 
that it cannot be inherently unjust because it (unlike chattel slavery) is based 
on a voluntary contract, the employer-employee contract. The Marxist 
analysis of the wage labor contract is as superficial as the Marxist labor 
theory of value. Marxism enters a special plea that the contract is "really" 
involuntary. Firstly, this special plea is quite unconvincing. According to 
any workable juridical definition of voluntariness, the labor contract is quite 
voluntary, especially in these days of unions and collective bargaining. In­
deed, the unionized worker's bargaining position compares quite favorably 
with the bargaining position of consumers (who usually must take prices as 
given). Secondly, the argument, that wage labor is exploitative because it is 
"forced" labor based on an "involuntary" contract, is superficial because it 
does not challenge the liberal premise that wage labor would be permissible 
if it were "really voluntary". It is that premise that is incorrect. 

The employment contract is the key to the entire legal structure of capi­
talist production. It is the employment contract that legally packages the 
whole human activity of production as just another input commodity. By 
purchasing this peculiar commodity in the employment contract and by 
purchasing the other inputs, any legal party, no matter how absentee, can 
legally appropriate the whole product of production. Let us compare this 
contract for the renting of human beings with the normal input contracts. 

Consider the contract for the renting of a machine or tool. The owner of 
an instrument or machine can use the instrument personally and be responsi­
ble for the results or the owner can turn the instrument over to be used 
independently by another person who would then be responsible for the 
results. If a person could similarly alienate and transfer the "use" of his or 
her own person, then the employment contract would be a bona fide 
contract—like the contract to hire out a genuine instrument. / / the em­
ployees could alienate and transfer their labor services to the employer so 
that the employer could somehow use these services without the employees 
being inextricably coresponsible, then the employer would be solely de facto 
responsible for the whole product and then the employer's laissez-faire 
appropriation of the whole product would be jurisprudentially correct. But 
such a contractual performance on the part of the employees is not factually 
possible. Human labor is factually nontransferable. All the employees can 
do is to voluntarily cooperate, as responsible human agents, with their work­
ing employer, but then the employees are inextricably de facto coresponsi­
ble for the results of the joint activity. 

The inexorable joint responsibility of all the people who participate in an 
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activity is a matter of fact. Judicial decrees, legislative enactments, and 
philosophical pronouncements will not change those facts. For lawful activi­
ties, the law neither affirms nor denies those facts since the laissez-faire 
mechanism reigns. But when employees or, in legal jargon, servants commit 
civil or criminal wrongs at the direction of the employer, then the law sets 
aside the invisible-hand mechanism of imputation and steps in to render an 
explicit legal imputation based on the facts insofar as they are ascertained. 
Just as in an earlier age, the "talking instruments" in work became respon­
sible persons in crime, so today the servants in work become the partners 
in crime. 

All who participate in a crime with a guilty intent are liable to punishment. A 
master and servant who so participate in a crime are liable criminally, not because 
they are master and servant, but because they jointly carried out a criminal 
venture and are both criminous. (Batt, 1967, p. 612) 

It should be particularly noted that the employee is not guilty because an 
employment contract that involves a crime is null and void. Quite the op­
posite. The employee is guilty because the employee, together with the 
employer, committed a crime. It was their responsibility for the crime 
that invalidated the contract, not the invalidity of the contract that created 
the responsibility. 

When the "venture" being "jointly carried out" is noncriminal, the em­
ployees do not suddenly become instruments (in fact). "All who participate 
in" the productive activity of a normal capitalist enterprise are similarly de 
facto responsible for the positive and negative results of the activity, i.e., for 
the whole product. The law does not suddenly decree that, as long as the 
employees' actions are lawful, the employees will be legally considered only 
as hired instruments being employed by the employer. It doesn't need to. 
The law achieves the very same results by now accepting the employment 
contract as "valid" and by accepting the same inextricably coresponsible 
cooperation on the part of the employees as fulfilling the employment con­
tract. No explicit decree, judgment, or imputation is necessary since the 
laissez-faire mechanism has taken over again. The employer has borne all 
the costs of production, including the labor costs, so the employer has the 
legally defensible claim on all the outputs. That is the secret of capitalist 
appropriation. 

The defense that the employment contract is voluntary is inadequate. 
Voluntarines;; is a necessary but not a sufficient condition for the validity of a 
contract. The hired criminal would certainly agree to voluntarily "transfer" 
his labor services and to voluntarily "transfer" the responsibility for the 
results of his actions. But this is not factually possible, as the law fully 
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recognizes. It is as if one voluntarily agreed to be a beast of burden such as a 
horse. Why wouldn't such a contract be valid? It would be juridically invalid 
because it is impossible to voluntarily fulfill the contract to be a chattel. But 
the legal authorities could nevertheless accept such a contract to be a chattel 
as being "vahd". If the person behaved appropriately like a chattel by doing 
as he or she is told, then the legal authorities would count that as "fulfulling" 
the contract to be a chattel, as least until a crime is committed. Then the 
legalized fraud would be set aside. Such a contract is not a concocted exam­
ple. In the decade preceding the U.S. Civil War, general legislation was 
passed in six slave states to validate voluntary self-enslavement contracts "to 
permit a free Negro to become a slave voluntarily" (Gray, 1958, p. 527, 
quoted in Philmore, 1982, p. 47). 

Today, the voluntary contract of self-enslavement, the contract to volun­
tarily sell oneself, is recognized as being invalid, but the contract to volun­
tarily rent oneself out is still recognized as "valid". Indeed, it is the basis for 
the capitalist system of production. However a person cannot voluntarily 
fulfill the contract to be an instrument or chattel for eight hours a day any 
more than the contract to be a permanent chattel. We have seen that the 
employee has the legal role of an instrument. Thus the employer-employee 
contract is a contract to play an instrumental role for eight or so hours a day. 
The worker cannot voluntarily fulfill that role any more than can the hired 
criminal. But the legal authorities nevertheless can and do say that if the 
person does as he or she is told within the scope of the contract, then that will 
count as "fulfilling" the contract, at least so long as no crime is committed. If 
a crime is committed, then the "contract" becomes a noncontract, the 
"transferred" labor becomes untransferred, and the "instrument" becomes 
a person, i.e., the whole fraud is set aside, so that the juridical principle of 
imputation (i.e., the labor theory of property) can be applied. 

The voluntary contract to "transfer" labor, to play the role of a part-time 
"instrument", is juridically invalid because it is impossible to fulfill. The 
fault lies not in the laissez-faire mechanism of imputation, which is necessary 
in any system of private property. The fault lies in the invalid employment 
contract which causes the mechanism to misfire and misimpute the whole 
product. The capitalist legal system's acceptance of the workers' inescapably 
coresponsible actions as "fulfilling" the employment contract (outside of a 
crime) is only a legalized fraud, a massive fraud on an institutional scale. As 
always, a fraud allows a theft to parade about in the disguise of a voluntary 
contract. But this notion of the natural-law invalidity of the contract for 
renting human beings is absent from the utilitarian tradition of neoclassical 
economics. Indeed, utilitarian normative economics is unable to account for 
the invalidity of voluntary self-enslavement contracts (see Philmore, 1982; 
Callahan, 1985). 
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Self-Management: The Abolition of the Employment Relation 

The employer-employee contract, being an inherently fraudulent and in­
valid contract, should be recognized as such by the legal system and abo­
lished. Then it would no longer be permitted to rent people, so industry 
would be reorganized on the basis of people renting capital rather than vice 
versa. Such firms are called self-managed firms or worker cooperatives, and 
a market economy of such firms is referred to as the system of self-
management, worker cooperation, workplace democracy, or industrial 
democracy. In the words of John Stuart Mill: 

The form of association ... which if mankind continue to improve, must be 
expected in the end to predominate, is not that which can exist between a capital­
ist as chief, and workpeople without a voice in the management, but the associa­
tion of the labourers themselves on terms of equality, collectively owning the 
capital with which they carry on their operations, and working under managers 
elected and removable by themselves. (J. S. Mill, 1848, bk IV, ch. VII, sec. 6) 

In a worker cooperative corporation or self-managed firm, the mem­
bership rights are personal rights assigned to the functional role of working 
in the company. Hence all the people and only the people working in a 
worker cooperative hold the membership rights. This legal structure imple­
ments the labor theory of property. In legal terms, the corporation is legally 
liable for the used-up inputs and legally owns the produced outputs, i.e., the 
corporation appropriates the whole product. Hence when the people work­
ing in the company are the members of the corporation, then they, through 
their corporate embodiment, appropriate the positive and negative fruits of 
their labor—in accordance with the labor theory of property. 

The eventual complete abolition of employer-employee relation, Uke the 
abolition of the master-slave relation, should be accompanied by positive 
legal guarantees of people's rights. This could be accomplished by a consti­
tutional amendment which (1) legally recognized the employer-employee 
contract as being invalid, and (2) legally guaranteed people's membership 
rights in the firms where they work. Capitalist corporations could be directly 
converted into democratically self-managed cooperative corporations by 
internally reversing the contract between capital and labor. This is done by 
converting the equity capital into debt capital (e.g., convert shares into 
annuities or consols) and by reassigning the membership rights to the people 
who work in the firm (for more details, see the literature of the Industrial 
Cooperative Association such as Ellerman, 1981, 1983b, 1984; EUerman 
and Pitegoff, 1983]. 

The economic system of self-managed worker cooperatives would bring 
the principle of democracy into the workplace where it can govern "what 
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people do all day long". Instead of having people 's daily work treated as a 
marketable commodity sold to a corporation, people would have an inalien­
able human right to the fruits of their labor by being guaranteed membership 
in the firm where they work. 
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4 TIME AND EQUILIBRIUM 
Randall Bausor 

All living things experience the fleeting caress of time. It brushes all our 
affairs as we grow, mature, age, and die. Living each moment, our days 
irretrievably pass away, and although everyone experiences time's flow, 
authentic analysis, or even speaking of it, remains difficult. Perceiving 
time only as we rush along with it, we can never step back to reflect upon it. 
Nevertheless, economists cannot proceed without addressing time's central 
role in volition, choice, and action. Just as time permeates our lives, it must 
permeate our discourse. By imposing a particular structure on us, it imposes 
an analogous structure on any truly dynamic economics. 

The Nature of Time and the Logic of Analysis 

The understanding of time begins with the present. We all live in the current 
moment, and spend all our hours within the eternal now. This durationless 
locus of sentience, what Shackle (1979) terms the "moment-in-being", en­
compasses the realization of self-existence, and contains both past and fu­
ture. The present contains them epistemically and psychologically, for the 
past is a remembered image and the future is an imagined hypothetical. 
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Since both past memories and imagined futures arise within the present, 
they are its creatures and its products. They are both generated within the 
mind, and whatever we have of past and future is what the mind now 
concocts. Thus, our constructed internal images have no simple, reHable, or 
consistent relationship to any presumed external ontological existence. 
Whatever we think the past was, or imagine the future will be, both are of 
the mind's present. For human behavior, it is this epistemic experience that 
matters. Only in this sense can our intuitions about past and future, about 
the flow of time, and even about the direction of time be rendered compre­
hensible. Only in this sense can mortals come to a personal realization of 
time at all. 

The present, the moment-in-being, masks an epistemic and evidentiary 
frontier between past and future. We denote past phenomena differently— 
in different tenses—from those belonging to the future, conceive of them 
differently, and accept assertions about them based on different evidence 
and argument. Indeed, the principal means of epistemically distinguishing 
past from future are the distinct devices establishing the soundness of images 
and impressions of them. 

We may have sensory evidence and memory of the past, but only im­
agination of the future. Possessing memories of what was, our fundamental 
epistemic and cognitive distinction between one's past and one's future 
is that the former is knowable (although not necessarily known) and the 
latter is profoundly unknowable. Only through supernatural means can 
we claim to divine destinies, and then the source transcends the things of this 
universe. 

This holds for both the extraordinary and the routine. We may be just as 
confident of victory in war as in the timely arrival of the bus to work, but we 
cannot know these things, for knowledge of events never precedes them. 
Indeed it is the acquisition of new perceptions amid fresh evidence that 
signals the passage of time, that convinces us that the present is something 
different from what it had been. 

We perceive time as a flow because we are constantly reminded that the 
present continually evolves and changes. New information about that which 
had been of the future signals that what had been the object of speculative 
imagination has been transformed into a knowable component of the past. 
Knowledge of what had been unknowable renders it no longer the subject of 
expectation in the future, but of evidence and memory. Consequently, the 
present must have shifted, and we denote it by a new name; a new hour, day, 
or year. If, for example, I had expected to ride the bus to work at 8:00, and 
now notice that my clock records 8:15, and I remember having recently 
ridden the bus, I automatically accept that "now" is not 7:55. I realize that 
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time passed because now I remember, and hence no longer anticipate, the 
journey. This transfer of the epistemic justification of propositions regard­
ing an event establishes the apprehension of time's flow. Moreover, it 
assures us that time always moves forward. The future appears to slip into 
the past, which builds the illusion that the present is thrust into the future. 
The direction never changes. We can gain new objects of sensory percep­
tion, but what has once been accessible to recollection can never again 
be viewed solely as imagined anticipation. We may forget, but barring 
psychopathology, memory's decay emerges as the loss of knowledge, not 
the reversal of time. Forgetting one's wedding anniversary does not nor­
mally convince one that he or she has never been married. Thus, the accu­
mulation of memory, or at least of the memorable, requires time to be 
conceived as unidirectional. 

In the terminology of Georgescu-Roegen (1971) this renders time not 
only irreversible, but irrevocable. Our psyches can never return to exactly 
the same state as they had occupied. Having once achieved perception of an 
event as an object of perception and memory we cannot return to that 
relative innocence in which it had not yet happened. Even if we forget 
exactly what happened, we no longer consider it only a future possibility. 
We know that time has elapsed, and having elapsed we cannot return to 
precisely the same psychic state. No longer can we still hope and fear for it, 
as we had. Thus each succeeding moment necessarily possesses a unique 
past, delineates a unique future, and embodies ah irrevocable present. Once 
today is gone, it is gone forever. There may be other days and other weeks, 
but no other morning will have the same sunrise. Today's ride on the bus is 
not the same as yesterday's, since now I remember yesterday's rain, and no 
longer wonder if it will snow yesterday afternoon. 

This distinction between an unknowable future of imagined possibilities 
and a remembered past of perception and regret also governs our sense of 
causation. The experience of time as irrevocable conspires with the prestige 
of tangible evidence to persuade us that the past is ontologically immutable. 
We may continue to gain evidence about it and come to new knowledge of it, 
but do not ascribe the change to its ontological reality. It having established 
a direct evidentiary base within our minds, we no longer consider it malle­
able. We may attempt to learn more about it, or to persuade others to new 
interpretations of it, but we cannot undo it. Only God can now make the 
Titanic arrive in New York intact, and on schedule. 

Conversely, the future is full of promise and opportunity. We know 
nothing of it, erect imagined possibilities for it, and hope to influence which 
possibilities ultimately appear. We each possess a talent for imagining what 
might be, and infer from our own experiences how behavior might affect 
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which possibilities unfold. The future, being unknowable, is felt to be 
amorphous, and, to some degree, controllable. 

Only through acceptance of this unknowable but fungible future do voli­
tion and choice matter. At any instant each individual possesses imagined 
possible futures and complex arrays of attitudes and emotions about them. 
Some may be considered desirable and others not; some may be considered 
chancy and others not. The individual considers and judges them, all the 
while knowing nothing of them. Choice, however, regards what is to be done 
now. It involves which imagined opportunities to pursue and how to achieve 
them. The present expectation of future realized consequence rules choice, 
so that choice always remains contingent upon a complete unknowable. 
Neither the ultimate consequences of our acts nor a complete set of poten­
tialities is knowable.' Choice cannot be reduced to reason because, in the 
absence of knowledge, uncertainty and imagination dominate. The actual 
outcomes of a decision, as opposed to the anticipated outcomes, have 
nothing to do with it. For actual outcomes to influence decisions, they must 
be known. For them to be known they must be knowable. For them to be 
knowable they must be past. For them to be past renders the choice itself 
past and antiquated. If the expectation is past, then decisions dependent on 
it are forever foregone. Choice must be conceived as temporally, causally, 
and logically prior to consequences. Violation of this attribute of time 
contradicts its unidirectional flow and confuses past and future. 

Each decision, moreover, is irrevocable and unrepeatable. Each act of 
choosing relates to collections and imagined possibilities uniquely em­
bedded in time with a unique view forward. Every moment has its own past 
and its own future, so every decision has its own special epistemic and psy­
chological antecedents that can be produced at no other instant. Every 
decision refers to opportunities, desires, and attitudes uniquely embedded 
in time, and not reproducible. Consequently, every choice is irrevocable: 
the act of choosing now forever demolishes the possibility of making the 
same choice again. Although I may have ridden the bus every day for years, 
each daily decision to attempt to do so is unique, for I cannot know, in 
advance, whether today it will fail to conclude its journey safely. Even when 
the act appears repetitive, the decision behind it is special. It is always 
unrepeatable. Attempting the trip today may or may not determine the 
attempt to make a similar journey tomorrow, but I can never again enjoy the 
opportunity of not making the journey at this time. Similarly, even if the 
vector of contracted ex post prices remains unchanged from period to 
period, the epistemic background guiding the acts leading toward such price 
vectors necessarily does change. Indeed the whole expectational foundation 
for all choices must have changed, even if the information about it distilled 
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into prices has not. Similarly any economic process linked to social behavior 
through decision must also be irrevocable. Hence, any dynamic economics 
must incorporate a notion of time itself both irrevocable and irreversible. 

From this discussion we can glean three structural attributes required of 
any authentically dynamic economic analysis. First, each moment, each 
decision, and each opportunity must be construed as irrevocable. Since time 
cannot reverse itself, no instant or period can be repeated. Each date has its 
own past and its own future, its own imagined possibilities, and its own 
anticipated opportunities. A truly historically dynamic economic analysis 
must incorporate an irrevocable conceptualization of time to assure that the 
system perpetually moves forward. 

Second, each decision must be based upon anticipated outcomes. Since 
the future is unknowable, however, these must be explicitly distinct from 
ontologically actual outcomes. Causation extends forward from the present, 
but its channels cannot be known beforehand. They can only be imagined. 
To retain the historical structure of epistemic time, a model must logically 
render choice as contingent on current expectations which, in turn, refer to 
perceptions of past experiences and remain antecedent to their own ultimate 
consequences. The strict logical priority of all decisions to their own current 
and future consequences is the only way to retain within a model the cogni­
tive and causal antecedence of choice to outcome. Violation of this property 
muddles the representation of time, denies time's one-way flow, and is 
incompatible with the epistemic distinction between past and future. 

Third, since people act on the basis of individually compiled expecta­
tions, together they may not achieve systemically coherent plans. They may 
be at odds with each other, which can be reflected only in models capable of 
getting out of equilibrium. Historically dynamic processes can therefore be 
represented only when the outcomes of all possible combinations of choices, 
and not merely the equilibrated results, are specified. That is, historical-
time economic models must be closed in the sense of Robinson (1980) and 
Shubik(1975). 

Historical Time and the Time of Traditional Economic Analysis 

Having long recognized the need to incorporate time into their analyses, 
economists' predominant formal representation of it focuses on the sequen­
tial pattern of events, and replicates it by the ordering of the real numbers. 
According to this scheme time can be introduced by a simple process of 
numerical dating. An additional variable, f, denotes the moment, and other 
variables can be phrased as functionally dependent upon it. This allows 
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expansion of the model to discriminate between dates and automatically 
provides well-ordering sequences that symbolize earlier and later. 

This conceptualization has enjoyed wide acceptance in economics. Hicks 
(1939) adopted it in the vision of sequentially active markets temporarily 
equilibrated each "week." Debreu (1959) invoked forward trading in com­
modities dated in the future to interpret the classical existence resuhs in 
terms of time. Similarly, it lies at the foundation of the analysis of stability. 
Mathematically, in all of these modes, time assumes the attributes of 
another dimension. 

To what extent does this tactic succeed in capturing the various properties 
of epistemically historical analysis outlined above? Clearly, the naming of 
dates is necessary to distinguishing events at different instants. It is, how­
ever, only a minimal condition without which explicit timelessness charac­
terizes the model. Implicitly, time remains absent. 

Conceptualizing the problem as equivalent to a geometrical dimension 
only provides a structured order to events. It does not generate a uni­
directional flow of time, nor does it assure a causal antecedence to temporal 
precedence. In short, time, if it moves at all, may move backward. Examin­
ing the uses of this formalization more finely reveals its flaws. 

Consider first Debreu's tactic of labeling commodities by date. This im­
poses an ordering on the discharge of obligations contracted forward, but all 
contracting for all deliveries at all dates must be concluded prior to the 
initiation of the first period. The process of coordinating economic activity is 
explicitly removed to a timeless epoch prior to the operation of the econ­
omy: to production, trade, and consumption. No dynamic process of learn­
ing and adaptation, of ongoing organization and planning enters this picture 
of economic evolution. Moreover, all decisions are undertaken simul­
taneously, and the trading outcomes of all expressed plans are simultaneous 
with their formation. That is, market-clearing equilibrium arises not 
through any adjustment and response to market conditions, but is imposed 
by the timeless efforts of the auctioneer. All demands are satisfied because 
their satisfaction is logically simultaneous with their expression. Quantities 
demanded are based on equilibrium market prices, which in turn depend on 
quantities demanded. Upon entering any market, the agent know.^ the com­
petitive price which results, at least in part, from his or her own choices. This 
knowledge of the consequence (equilibrium prices) of one's acts as a pre­
requisite for those acts violates the epistemological structure of time. One 
must know in advance the consequences of one's attempts to trade. One can 
only know past events, however; mortals expect outcomes of current acts. 
To know them contradicts the unknowability of the future. Furthermore, in 
this model events are sequentially ordered, but there is no formal distinction 
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between motion along time's dimension in one direction as opposed to the 
other. It is tempting to believe that high values for t should be associated 
with later dates (since we number later years with larger numbers), but this is 
only an unjustified illusion. One can shuttle back and forth between points 
on a line, and with this formalization one can shuttle back and forth in 
"time."2 

Hicks (1939) introduced an alternative modeling method which not only 
dated commodities, but examined sequences of temporarily equilibrated 
outcomes. Plans are revised sequentially as well, so that behavior can be 
seen to evolve and develop. The process continues as sequences of spot 
markets open and close each "week"; all contracting need not occur in 
advance of time's commencement. This examination of sequences of 
temporarily equilibrated multimarket systems allows the economist to 
simultaneously address matters of coordination during each period, and 
of intertemporal coherence of plans (what Hicks called "Perfect Equilib­
rium"). Although Hicks (1979) now recognizes limits to this approach, 
an active literature has grown from his initial insight.^ 

First, coordination within the period, as opposed to between periods, 
transpires within an explicitly timeless environment. In Causality in Econom­
ics (1979) Hicks asserts that phenomena taken as temporally subsequent 
cannot be treated as causally antecedent. This leaves him scope for "con­
temporaneous causality," however, in which events of one period can be 
treated as causes of other events of the same period. The problem is that 
values of variables may change during the period. The initial stock of a 
commodity reflects the inheritance from the past whereas it can change with 
new production (p. 71). Since it becomes unclear which value of a variable 
may best characterize the period (the average over the period's duration 
may be compatible with infinitely many different paths during the period), 
this procedure may not prove satisfactory. Hicks suggests reverting to the 
ideal of equilibrium: 

One can construct a model in which expectations can be described as remaining 
unchanged, over a period, provided that within the period expectations arc cor­
rect So expectations, which relate to the future, pass smoothly into experience 
of the past, without the figures that are set upon them having to be changed. Thus 
we can, in equilibrium (but only in equilibrium) speak of unchanged expectations, 
over the period; though admitting that during the period some of these expecta­
tions will have turned into realities. (Hicks, 1979, pp. 82-83) 

This prohibition of change, however, requires a fundamental timelessness 
during the period. At the end of the period, what was to have been will have 
become what was, but no depiction of the economic process by which this 
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happened—of production, consumption, marketing, and accumulation— 
can be had. In temporary competitive equilibrium each period is only a 
miniature version of static equilibrium in a multimarket system. People 
know, before entering the market, the equilibrium price vector. At the time 
they decide what tactics to pursue, the consequences of those tactics, that is 
prices, must be known already, not simply expected. Thus, these prices 
which themselves arise from the temporary coordinating process are already 
known prior to that process's initiation. Within any period, no matter how 
brief or long, real economic time does not exist. There is no process by which 
markets work. Literally, there is no time in which they can arrange deals, 
signal opportunities, or allocate commodities. The dynamics of market 
operation, per se, remain completely submerged. This later Hicksian sense 
of equilibrium still requires assured reconciliation prior to choice, which 
aligns only with knowledge of outcomes. The epistemic order of time must 
still be demolished within the period. 

In competitive temporary equilibrium, for example, regardless of how 
long each period is, the business of coordinating market activity transpires 
within exactly the same timelessness that allows equilibration by the 
auctioneer in static analysis. Once equilibrated, the state might be inter-
pretable as progressing through time, but that which assures equilibra­
tion requires foreknowledge, initial knowledge of what happens during the 
period, so that any characterization of market activity remains fundamental­
ly atemporal. 

Second, periods are numbered sequentially, but no other aspect of the 
system replicates authentic passage of time. In particular, since these models 
manifest time only as another geometrical dimension, nothing prevents it 
from slipping both ways—backward and forward—along that dimension. 
Only the mirage of associating high numbers with late dates permits the 
illusion that time is unidirectional. The formal structure cannot sustain the 
hope, for it is necessarily spatial and neglects other aspects of time."* 

Careful examination of attempts in economic models to relate states in 
different periods reveals the limitation of their time-as-dimension approach. 
Consider Hicks' own analysis in Value and Capital. At that time he limited 
himself to discussion couched in terms of comparative statics. Periods are 
not Hnked by any explicit process, and only the relative position of them is 
specified. Thus, no mechanism within the model itself establishes how the 
state of one moment evolves into that of another. By looking only in the 
direction toward which you are pointed, one can rest assured neither that 
one reaches the presumed destination, nor, indeed, that the direction points 
to a later time. Only presumption that one moves forward rather than back­
ward exists. Since what we really have is a spatial orientation, and a bias 
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toward higher numbers, the comparative static properties might just as well 
point toward a 'previous' state as a later. Time exhibits symmetries in this 
conceptualization, and as long as the past and the future are merely opposite 
directions along a line, either direction can do just as well. 

Problems of modeling the asymmetries of real time with the formal sym­
metries of the time-as-line approach are not overcome by replacing com­
parative statics with explicit rules establishing the ties between dates. 
Introduced into modem macroeconomics and general equilibrium analysis 
by Paul A. Samuelson (1939, 1941, 1947), this tactic has come to be known 
as dynamics. The model emerges as formally more integrated through 
this procedure, but it cannot overcome the conceptualization's inherent 
limitations. Whether proceeding with a system of difference equations and 
"discrete" time—as in Samuelson (1939)—or of differential equations 
and "continuous" time—as in Samuelson (1941)—matters little since the 
fundamental feature of each is that phenomena at one date are modeled 
as functionally dependent upon phenomena at another date. Customarily 
read to mean that later events explicitly depend upon earlier events, the op­
posite interpretation, that phenomena with smaller dates depend upon 
phenomena with larger dates, is, logically and formally, equally valid. A 
simple example from macroeconomics illustrates the point. One might 
wish to formalize the hypothesis that high levels of income in one period 
cause high levels of investment spending in the next. This might be ac­
complished by introducing a monotone increasing function where /(/ -I- 1) = 
f[Y(t)]. If/[•] is a one-to-one mapping of the nonnegative real line onto 
itself, then we could interpret this as high income yielding high investment, 
but, since the inverse function provides Y{t) = / " ' [1(1 + 1)], we could inter­
pret the mathematics as asserting that high investment causes high income 
in periods with smaller dates. As long as time's principal manifestation in 
an economic model remains isomorphic to a geometrical dimension, its 
most basic feature of an asymmetrically unknowable but maleable future 
distinct from a knowable but irrevocable past cannot be accommodated. 
Positions along a line appear symmetrically from any point on it; past and 
future events, however, never appear symmetrically at any instant. 

The investigation of stability properties is yet another attempt to capture 
time's economic significance. In terms of general multimarket systems, this 
research program was propelled to prominence by Hicks (1939) and Samuel­
son (1941,1947), andculminatedin the elegant proofs of Arrow, Block, and 
Hurwicz (1959). At issue is the capacity of the model to converge upon, and 
remain at equilibrated states, even if disequilibrium characterizes the initial 
conditions. As all economists know, equilibria may be characterized by local 
stability or global stability, depending upon the model's evolutionary 
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processes and initial conditions. Further, economists speak of the system 
as being stable if it converges to any equilibrium, regardless of initial con­
ditions. All of these properties relate to convergence characteristics, 
and to the set of limit points toward which the system progresses. One 
typically investigates the price vector's approach to equilibrium, as guided 
by functional responses to excess demands. Arrow, Block, and Hurwicz 
proved the convergence of the price vector to the equilibrium price vector 
by showing that 

lim (F, - F) = 0 

where P, is the price vector at time /, and P is an equilibrium price vector. 
The argument uses the second method of Lyapounov to show that the dis­
tance between P, and P is governed by a declining function of time. The 
system appears to naturally organize itself at an equilibrium if one is only 
sufficiently patient. This technique appears to introduce an intertemporal 
asymmetry corresponding to the authentic asymmetries of time since that 
which is "later" (with a higher date) must correspond to a state not "further" 
from an equilibrium than an earlier (lower date) state. Since, for a stable 
process, distances from equilibrium at one end of the time dimension are 
smaller than at the other, the system assumes an aspect of irreversibility. 

This apparent asymmetry is not authentic, however, for it fails to emerge 
from an authentic image of the passage of time itself. Time remains nothing 
but a dimension, a line along which motion in either direction may occur. 
Stability proofs merely assert that toward one end of the line, the system's 
state must not be further from an equilibrium than in regions toward the 
other end. They do not forbid intertemporal backtracking. Nothing forbids 
interpreting the whole system as inexorably drifting away from equilibria, its 
order relentlessly decaying, running backward in time. Believing that time in 
these models flows unidirectionally toward the future is geometrically analo­
gous to asserting that once a fly crawls into a trumpet's bell, it must always 
approach the mouthpiece. It need simply turn around, of course, to return 
whence it came. 

Contrasting the analysis of general economic stability with classical ther­
modynamics provides helpful insights into the intellectual development of 
each. At the very least, it is notable that although they both employ the same 
convergence techniques, they achieve substantially different images of their 
respective phenomena. The economist sees a system that naturally and 
costlessly approaches a highly organized state whereas the classical physicist 
sees a system approaching an equilibrium of growing entropy and chaos. 
To the physicist differentiated structures decay with time, a process that 
can be reversed only with the expenditure of energy. To the economist 
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differentiated structures emerge de novo as markets form and disseminate 
information. 

Furthermore, in thermodynamics the "distance" from the current state to 
the equilibrium has achieved an immediate and intuitive interpretation in 
terms of entropy, whereas in economics it apparently has no natural mean­
ing. Indeed, Arrow, Block, and Hurwicz note that construction of the 
Lyapounov function has no obvious economic antecedent, so that the par­
ticular metric employed is of no particular consequence. The long process of 
acquiring a clear understanding of entropy proved to be of some impor­
tance, and was one of the genuine problems in stating the Second Law. 
Prigogine notes that neither Lord Kelvin nor Clausius was able 

... to express the entropy change in terms of observable quantities. This lack of 
clarity in its formulation was probably one of the reasons why the application of 
thermodynamics became rapidly restricted to equilibrium (Prigogine. 1980, 
p. 78) 

That economics has developed so little interpretive clarity for such a fun­
damental concept, much less any empirical tie to it (how does one measure 
closeness to equilibrium while insisting that observed data reflect equilib­
rium states?), reflects an analogous difficulty with its conception of time 
and the ordering of preference, choice, act, and outcome. That the pure 
mathematics of convergence can be applied in such distinct paradigms 
attests to its flexibility. That its use in economics, as in physics, reveals 
conceptual imprecision attests to the difficulty with which it can be meaning­
fully applied. 

That interesting alternatives to the orthodox economic treatment of time 
have been recently proposed suggests growing dissatisfaction with it. Gor­
don C. Winston (1982) recasts economic theory, especially of production, in 
terms of a dated activity analysis to extract insights regarding the critical 
performance of certain activities at certain times, and in certain orders. He 
emphasizes the need to combine inputs not merely in the correct combina­
tions, but temporally at the correct stages. Time emerges as something 
vastly more important than just another input to production or commodity 
in consumption, for timing determines the outcome. 

Innovative as this is, it is blemished, for he attempts to subject time itself 
to neoclassical maximization techniques. In this he continues to treat time as 
another variable, which neglects its fundamental asymmetries, conflicts with 
the arbitrariness of selecting a metric for it, and contradicts the irreducible 
uncertainty of all decisions and planning. He calculates an "optimum" 
capacity utilization, for example, without addressing the inevitable uncer­
tainty faced by the planner in organizing production. 

A second novel approach is that of Alvaro Cencini in Time and the 
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Macroeconomic Analysis of Income (1984). He identifies inconsistencies in 
the traditional definitions of income and expenditure arising from in­
appropriate notions of duration and of the instantaneous. His solution treats 
expenditure as the defining criterion of an instant in economic time so that 
the durationless moment at which an expenditure is made defines a quantum 
of economic time. Cencini argues that conceptuaHzing the economic process 
as governed by these time quanta, each generated by instantaneous acts of 
expenditure, leads back to the authentic insights about income and expendi­
ture of John Maynard Keynes. His case is not always compelling, however, 
for his application of the quantum-mechanical metaphor frequently seems 
strained and unnatural. 

Perhaps the deepest treatment of time in economic analysis, however, 
hes in the work of G. L. S. Shackle (1968,1972,1974,1979). He has been the 
most thorough to unravel the consequences of recognizing that the present 
separates an unknowable future from an irrevocable past. More articulately 
than any other economist, he has shown that people create the future from 
imagination. Further, choice arises in human affairs as the selection of what 
to do now in order to help achieve certain imagined possibilities. We never 
choose between ontological phenomena, but only between what imagina­
tion provides as a sense of the possible. 

Different individuals have different experiences, and come to distinct 
images of past and future. Consequently, each achieves his or her own 
idiosyncratic collection of imagined possible futures to guide behavior. 
Since uncertain expectations rather than knowable alternative "states" 
govern behavior, choice is not properly seen as reducible to certainty equi­
valents by probabilistic calculation. Nobody ever knows that his or her 
imagined futures exhaust possibility, so that sets of expected possibilities 
cannot rightly be treated as sample spaces. Shackle offers an alternative to 
probability, that of potential surprise. This measures a person's currently 
anticipated surprise if a currently imagined possibility were to be revealed as 
having occurred at some point in the future. 

This foundation leads to a profoundly creative economic analysis. People 
construe their own expectations, and since these expectations result from 
unreasoned hopes and fears, they may yield incompatible acts. Individuals 
may pursue quite different strategies simply because their hopes and fears 
are necessarily idiosyncratic. Consequently, economic affairs need never be 
coordinated, nor need the economic system ever approach the equilibrated 
ideal. Rather, it may perpetually vibrate, being thrust forward by a complex 
process of mutual adaptation and response which Shackle calls kaleidics. 
Therein individuals form uncertain expectations which yield attempted acts. 
In the future they perceive the success or failure of their past attempts, which 
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in turn influences their new expectations. Each situation is unique, however, 
so that past experience is never a certain guide for current behavior, and 
no one can ever avoid facing new possibilities with new acts. This helical 
process of forming expectations, and choosing strategies which lead to 
future outcomes, and ultimately back to future perceptions and expecta­
tions, rules the economics of time. Equilibrium concepts compatible with 
it can be derived, but the substantive content of its spirit pleads for an 
intellectual approach transcending any notion of equilibrium. This is the 
point of kaleidics: to model nonequilibrium processes in the full richness of 
possibility. 

An Economic Model in Historical Time 

As we have seen, formal economic models traditionally analyze systemic 
performance with an analytico-logical concept of time, which violates intui­
tive notions of time's flow and duration spontaneously arising from human 
epistemics. Attempts to incorporate this historical sense of time into formal 
models require new techniques and approaches. The model developed here 
provides a dynamic depiction of decentralized choice and strategic interac­
tion, and is designed to focus attention on problems of truly dynamic coor­
dination. The model is cast in terms of discrete "periods", which facilitates 
the discussion. Our general tactic is to present an aspect first in greatest 
generality, subsequently introducing additional properties useful in discus­
sing problems of economic coordination. The chapter appendix provides a 
glossary of notation. 

During each period agents anticipate, but do not know, current and 
future outcomes of their actions. They act on the basis of those expectations. 
Each period's ex post trades, and the prices implicit in them, are revealed 
only after its decisions are made. Within this context, ideas of tempo­
rary market-clearing equilibrium, and of historical continuity of plans 
and expectations across periods are investigated. Under familiar in­
formation assumptions, e.g., that agents are rational in the sense of Muth 
(1961), it is shown that historical continuity is necessary but not sufficient 
for the existence of ex ante temporarily coordinated equilibria. Even 
with historical continuity of plans and temporary competitive equilibrium, 
moreover, the system need neither achieve nor converge upon a set of 
Pareto-optimal states. 

We consider a model of an economy consisting of n persons and m com­
modities temporally progressing through discrete time. It contains three 
functions connecting sets respectively representing expectations, strategies. 
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and outcomes. Current expectations depend upon past experience, mold 
current actions, and indirectly influence outcomes.-'' The following notation 
is adopted throughout. 

Strategies 

Strategies embody intended transactions; they are sequences of planned 
trades. Each element in the sequence is an m-dimensional vector indicating 
the quantities of the various goods an individual plans to trade during a 
period. If fo is the initial date and j = 1, 2, . . . , n, then person i's strategy at 
t > f,) is 

S.it)^[s^(t),S:(t+\),...] (4.1) 

where each i, (f + A:) is a vector of planned exchanges, and is person /'s plan 
at time t for period t+ k (where A: is a nonnegative integer). Each of these 
vectors is contained by B, a compact convex subset of m-dimensional eucli-
dean space. Letting s(t+ k) be the nX m matrix whose row vectors are 
individual marketing plans for period {t+ k), 

S(t) = [sit),s(t+\},s{t+2),...] (4.2) 

indicates the combined strategies undertaken at t. S{t) is the set of all 
sequences of this form possible at t, and 

5 = U s(t) 

is the set of all possible configurations of strategies. 

Outcomes 

For each integer / s t^, the nx m matrix B{t) indicates all commodity ex­
changes contracted at time t. Each ft,y(f) is the quantity of good / person / 
received during t. Each row of B{t) is an element of B, the set of all feasible 
trades. Thus, B{t) is an element of B, the set of all possible outcomes, where 

i = nfi: B(t) 6^fora l l f>/o 
n 

Moreover, the historical sequence of outcomes at any time t, 

^ ( 0 = [B(fo), B{ta + 1), Bito + 2 ) , . . . , B(t-l)] (4.3) 

represents the system's "real" trading history at time t, and is a subset of B. 
The set of all possible sequences ^{t) is ^{t), and 
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<#= u 
contains all possible histories. Obviously, it must contain, but is not limited 
to each instant's actual past; that is, the ultimately unfolding history of the 
whole system. 

Strategies to Outcomes 

The exchanges achieved at any time depend on the exchanges attempted. 
Thus the function M: §—>• B, where B(t) = M[S{t)] represents the process 
by which motivated behavior is transformed into realized activity. It is the 
social mechanism by which ex ante plans become manifest in ex post events, 
and transpires at a level of disaggregation logically antecedent to the orga­
nization of markets as economists normally conceive them. 

Additional insights about each period's matrices S{t) and B(t) inform 
recognition of how profoundly historical-time analysis diverges from 
analytic-time economics. Although these two have the same dimensionality 
they generally are unequal, indicating that what we actually achieve typical­
ly diverges from what we had intended. When S(t) was selected B{t) was 
unknown, so that its representation of the choice's consequences cannot 
affect the choice itself. Ignorance of what actually will occur, however, 
violates any guaranty that plans are actualized \S{t) = B{t)] or that plans of 
different agents are sufficiently compatible that coordinated outcomes may 
emerge. 

For example if quantities of commodities are conserved across exchange, 
as is traditionally presumed, then the sum of the elements of every column of 
B{t) must equal zero: 

n 

lfe,y(0 = 0, for ally = l , . . . , m . (4.4) 

What one person receives in trade must have been relinquished by someone 
else. Even this most basic feature of ex post trades need not apply to S(t), 
however S{t) represents plans contingent upon expectation, not realization 
of outcomes. True decentralization of action means that individuals inde­
pendently reach their respective rows in S{t). That independence provides 
the freedom to pursue mutually incompatible aims. Everyone, by illustra­
tion, may want to purchase oranges, in which case the sum of elements in the 
"orange" column of S(t) must be positive. Clearly not all (perhaps none) of 
these plans can be satisfied: if everyone wants to buy, then there is no one 
from whom to buy. The means by which society achieves 
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I V̂W^ 1 ^ ( 0 = 0 (4.5) 
/= 1 /= 1 

constitutes a central coordinating issue, yet remains explicitly suppressed 
within the logical-time framework which imposes logical simultaneity 
between plans (here the ^y(O's) and outcomes (here the /)y(r)'s). Only 
within historical-time models can questions of the mechanisms by which 
plans yield outcomes through the function M( •) be phrased. 

Expectations 

Each individual contemplates a variety of possible exchanges, not only in the 
current period, but in the future as well. In judging the ability to achieve 
trades, however, people recognize the dependence of attainment upon plans 
and attempts. Thus, define Ei(t) as a sequence of anticipated exchanges 
contemplated by individual / at time t: 

E,(t) = [e,(t),e,(t+l),e:(t+2),...] (4.6) 

where each ,̂ (•) is an m-dimensional vector of feasible trades, i. e., e, (•)« ^• 
Further E(t) is the set of all conceivable future exchange trajectories at time 
t, and 

£ = U £(0 
V/af„ 

is the set of all possible sequences of trades. Obviously, if person / is not 
considering any trades during t + r according to scenario £ , (0 . then 
€,(( + r) = 0. Similarly, not every person need think about the infinite num­
ber of possible scenarios. Indeed, typically a person would consciously 
imagine only a relatively small subset of them. The rest would be imagin­
able, but unimagined. 

Associated with each such potential sequence of trades is a strategy so 
that the duple [£, (?), 5, (?)] formally articulates the conj unction of a planned 
strategy with a possible consequence of pursuing it. Each one forms an 
imagined hypothesis concerning the ultimate consequence, £ , (0 , given that 
Si{t) is pursued. An indication of the agent's attitude about [£/(/)» • /̂(Ol is 
also necessary, for it is the emotions, the hopes, fears, and ontological 
imputation concerning an imagined result that renders the possibility re­
levant to choice. For this purpose we adopt G. L. S. Shackle's measure of 
potential surprise (1968). This associates with every imagined possible out­
come a measure of the person's currently anticipated surprise should that 
possibility be revealed in the future to have happened. The more confident 



TIME AND EQUILIBRIUM 109 

one now feels, the less surprised he or she might expect to be, and the lower 
the potential surprise. If one feels certain about an outcome, then the mea­
sure of potential surprise attached to that outcome is zero, and all rival 
possibilities must carry positive potential surprise. Thus, for each duple, 
[£,(/), 5,(/)], /'s measure of potential surprise assigns a nonnegative real 
number, and maps elements of Ex S into the nonnegative reals. From this 
we define an expectation as the triple {Ei(t), >S',(r), F5i[£,(f), 5',(f)J} where 
P5,[£,(0, •^,(01 's the value of fs potential surprise concerning the denoted 
scenario. (f,(?) is i's set of expectations at t, a subset of <?(?) (and a point in 
its power set 2 '̂ <'>), the set of his or her possible expectations at t, which, in 
turn, is a subset of ^ = U ^(f) set of all possible expectations. 

Only actually imagined possibilities enter the calculus of surprise, so that 
its measure is, unlike probability, nondistributional. Similarly, nothing in 
the nature of its construction, nor in historical time, suggests that what is 
imagined describes what ultimately will be revealed. What will be seen to 
have transpired may prove to be so profoundly startling that we had not even 
previously imagined its possibility. 

People are different. Thus, the imagined possibilities they consider, and 
their reactions to them remain persistently idiosyncratic and distinct. Thus, 
for any 14=), Sj{t) may vary radically from (fy (0, reflecting their conflicting 
pictures of what is yet to be. Similarly, at any /, the configuration of different 
people's expectations is a set [ <S]{t), #2(0' • • •» <^«(0] of'^ points in 2 ^('^ 
or a point S(t) in the «-fold cartesian product of 2 ^^'\ 

1(0 = "2 ^c) 

The corresponding vector of each person's expectations we label ^{t). For 
completeness we define the set of all possible social patterns of expectations 
as 

1= u 1(0 

Outcomes to Expectations 

Every agent in the model bases his or her current expectations upon past 
experience. This link from past performance to current anticipation can be 
represented for each individual ;' by the function If. ^ ^ 2 ^ where 
Sj{t)'= lj\3S{t)\. The function Ij incorporates the myriad processes of 

information availability, private perception of the past, and inductive pro­
jection of that knowledge onto imaginative expectation of the future. It 
represents the highly personalized reactions to the past in forming images 
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of the future, as well as the more pubhc channels by which information re­
garding past events is signalled. Analogously we can incorporate the sys­
tem-wide distribution of information and response to it within the function 
/: ^ ^f i where S{t) = l\0i{t)\. It represents society's allocation of in­
formation combined with each person's extrapolation from it into the uncer­
tain future. 

Significantly, expectations are based only on past experience. Current 
outcomes remain unknowable and unknown. Unlike analytical-time mod­
els, today's consequences of today's behavior remain beyond cognition, 
which abolishes the temporal disarrangement within the period generated 
by the logical simultaneity of its components. 

Expectations to Strategies 

Strategy selection, the decision to pursue a particular plan, depends upon 
the expectation of reward. Within the model, this dependence of an indi­
vidual's choice upon his or her expectations is expressed by the functions 
Dj-. 2^-^ B where Sj(t) = Dj[ <Sj{t)], which leads naturally to the function 
D: ^—>5 where5'(f) = £)[ ^(t)]. D( •) reflects the melding of preferences 
and anticipations into choice and action. 

This structure completes the general outline of the model. During each 
period expectations form only from past experiences, and guide current 
choices. Current actions contrive, through the processes of social action, to 
determine this period's ontological outcomes. Thus, current results depend 
directly upon current intentions and indirectly on current expectations. 
Since the latter of these form only on the basis of past outcomes, choices are 
independent of, and logically antecedent to their own results, a basic feature 
of any authentically dynamic system. 

The model consists of its three functions, 

.f(0 = /[^(0] 
Sit) = D[<^(t)] 
B{t) = M[Sit)] (4.7) 

which are indicated schematically in figure 4 - 1 . Precedence evolves from 
^ ( 0 , to <f(0, and from S{t) through S{t) to B{t), and hence to ^{l+ 1) 
which sets the stage for next period's activity. Much of the initially cumber­
some detail in defining the system's sets arises from the need to replicate 
time's asymmetry, and to specify sufficient generality that behavior both in 
and out of equilibrium can be analyzed. That is, the system's sets and func­
tions are defined sufficiently broadly for any state of the system, as well as its 
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Figure 4 - 1 . Structure of the Model. 

consequences, to be considered. We are not, from the outset, constrained to 
particular results, to special inferences, or to equilibrium. Ex ante is defined 
separately from ex post, and it is always unambiguous in which sphere a 
component resides. Significantly for the analysis of time, planned intention 
and accomplished result may, therefore, diverge. The system is open. 

Similarly, time must run only forward. Functions tether the present to the 
past and the future to the present. These functions introduce intertemporal 
asymmetries, however, and functions reversing the logic are not implicitly 
derivable within the model. 

Articulating the structure of such a model develops insights into the 
analytical consequences of seriously incorporating historical time into eco­
nomics. It shows, for example, the fundamental separation of intentions from 
achievements, so that properties of the former may not be inadvertently 
ascribed to the latter. Moreover, this basic potential for failure of coinci­
dence between plan and result requires casting the model in terms as general 
as possible so that no implicit presumptions of coordination implicitly enter 
unexpectedly. Only in such a scheme, where it is authentically possible to be 
out of equilibrium, can the problem of coordinating economic activity in a 
dynamic context be fully explored. Only in such a setting, where agents' 
surprised reactions to past outcomes can reverberate throughout the system 
in Shackle's "kaleidics," can the significance of equilibrium assumptions 
be appreciated. Within either static or logical-time models the truly extra­
ordinary incongruity of equilibration through prereconciled planning 
remains suppressed. 

In the next section we introduce notions of both intertemporal consisten-
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cy and intraperiod coordination. Subsequently, we critically consider the 
various additional assumptions employed to demonstrate their existence, 
and then show that historical continuity is necessary but not sufficient for the 
existence of ex ante temporary equilibrium when agents are rational in the 
sense of Muth. 

Coordination and Continuity 

Our model can be used to analyze two basic questions of economic organiza­
tion: (1) Can a system in which choice is decentralized achieve systemically 
coordinated results? and (2) Do the processes of economic dynamics permit 
intertemporal coherence of both individual behavior and aggregate per­
formance? These are both classic economic problems, and have received 
considerable attention within the orthodox tradition. Arguments about stat­
ic coordination typically relate to the existence of competitive equilibrium, 
which is shown to exist with familiar fixed-point theorems. These analytical-
time results, however, achieve coordination of plans through their prerecon-
ciliation by the auctioneer. When people contract they do so with knowledge 
of the equilibrium price vector. Since prices are determined by offers com­
municated to markets, however, the actual contracted prices cannot be 
known, in authentically historical-time models, until after the offers have 
been expressed. Consequently the knowledge provided by the auctioneer 
results only from a convenient but misleading conceit. Coordination in 
such models occurs not because "markets" efficiently express desires and 
trading opportunities, but because tjie auctioneer dispenses with time's 
forward flow. He knows the consequences of ex ante plans, and can, by 
inserting himself or herself into the process, stop time and run it backwards, 
repeatedly, until markets are made to get it right. Historical-time models, 
such as ours, must dispense with this little fiction. As we shall see, only in 
special cases will historical time achieve the great successes of competitive 
equilibrium. 

Historical consistency of plans and outcomes is similarly crucial to the 
successful operation of any economy. Although adaptation and evolution 
remain basic features of life, suddenly capricious changes and unprece-
dentedly surprising alterations in behavior startle people from the compla­
cency of habit, and force them to adjust to alien and unfamiliar situations. 
These continual jolts occupy the heart of processes Shackle describes 
as "kaleidic." Here people constantly face uncertain opportunities and sur­
prising outcomes. Their reactions may further startle others so that the 
whole economy may perpetually buzz with the tension of disequilibrium 
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adjustment. This continual historical vibration may have nothing to do with 
equilibration, and may prevent the economy from ever fully settling into 
periods of intertemporal consistency and calm. Such a possibihty, however, 
is not the only one. An important heuristic task before us is to isolate 
conditions under which historical continuity of expectations, plans, and 
outcomes emerge. Not unexpectedly, these conditions prove to relate close­
ly to the acquisition of knowledge of the past, and its projection onto our 
imagined futures. They also prove to be remarkably restrictive. Similar 
issues are attacked within the logical-time framework of sequences of tem­
porary equilibria, but we shall now be in a position to critically evaluate 
assumptions leading toward epistemic intertemporal coherence in historical 
time. From our new viewpoint those conditions seem artificial and obscure. 

By traditional nomenclature, a market is temporarily equilibrated if and 
only if the quantity demanded in it equals the quantity supplied to it during 
the same period. Distinguishing between intentions and outcomes intro­
duces unfamiliar twists to this notion of equilibration, however. In terms of 
outcomes, this means that a market clears ex post if and only if the sum of all 
elements in the relevant column of B{l) equals zero: 

n 

Z^y(0 = 0 Vy=l , . . . ,m (4.8) 

Obviously, condition (4.8) implies that the rank of B(t) is not greater than 
(« — 1) since each person's vector of trades equals (— 1) times the sum of the 
trade vectors of all other people. That is, somebody acquires what some­
body else relinquishes (barring philanthropy, theft and fraud). Since this 
happens whenever commodity quantities survive exchange, ex post market 
clearing, per se, is independent of Walras' Law, and ofifers few insights into 
the nature of the coordination of intentions.^ At a sufficiently disaggregated 
level, such as ours, however, we see that even this is something rather 
different from traditional ideas of markets and trading. In particular, it does 
not mean that the pattern of trades was contracted at consistent bargains 
(and values) across individuals. This possibihty can be illustrated with a 
simple case of trades involving two goods and four people, where B(t) is 
given as 

Goods 

1 
2 
3 
4 

A 
' - 3 

3 
- 2 

2 

B 
2 

- 2 
2 

- 2 
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(1) purchases two units of B from (2) in exchange for 3 units of A while (3) 
purchases 2 units of B from (4) in exchange for only two units of A. Clearly 
(2) and (3) reached more advantageous trades than did, respectively, (4) and 
(1). The terms of trade are different for different components of the eco­
nomy, which may have resulted from errors, blunders, ignorance, habit, or 
lassitude. Nevertheless, even within these temporarily equilibrated markets 
remarkably different bargains have been accepted at different ex post rela­
tive prices.^ Since we are concerned with the coalitions which form at a level 
of aggregation more decentralized than economy-encompassing markets, 
and since no one can turn time around and recontract once ex post outcomes 
have been revealed, nothing—not even ex post temporary market-clear­
ing—eliminates the chance for conflicting and incompatible bargains. 
Nothing assures that any agent or group of agents will voluntarily "make the 
market" for any or all commodities, since that could prove a costly activity 
(unlike the auctioneer who somehow generates consistency without ex­
pense), and so nothing, even in this case of ex post market clearing guaran­
tees that the economy succeeds in spontaneously organizing itself into coher­
ent markets. Rather, the system may be decomposed into separate orbits of 
differentiated trading cells. The Law of One Price is no "law" at all, and in 
historical time may be chronically violated. In particular, it cannot be de­
rived from ex post market clearing. The two concepts are independent of 
each other. Once I agree to buy two apples for three tomatoes from my 
neighbor, I cannot revoke the contract simply because you bought two 
apples for two tomatoes from your neighbor. Without the auctioneer 
pushing time backwards, my neighbor may already have eaten one of her 
new tomatoes. 

Alternatively, the pattern of trade need not reveal a unique nontrivial 
vector of prices. Mathematically, we have 

B(t) Pit) = 0 (4.9) 
nxm inx\ 

which solves for unique, but trivial nominal prices if and only if B{t) is 
nonsingular, and unique nontrivial relative prices if and only if the rank of 
B{t) equals (m — 1). Neither case is general, and the capacity to interpret 
past trades as having occurred at nontrivial systemic prices need not arise. 
The lustre of prices which unambiguously signal opportunities rapidly 
tranishes in this climate. If n is greater than m, and the rows of B{t) span 
m-space, then no consistent positive prices exist, and if the variety of differ­
ent trades is such that the rows of B(t) span fewer dimensions than (m — 1), 
then relative prices cannot be uniquely inferred. The bargains at which 
people traded carry too little information to determine value. 
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These problems with pricing and evaluation grow more severe when we 
address notions of ex ante market clearing as well. Ex ante, markets tempo­
rarily clear if and only if the total planned quantity demanded in every market 
equals the total planned quantity supplied: 

n 

Zsijit) = 0 V y = l , . . . , m (4.10) 
( = 1 

Satisfaction of equation 4.10 suggests that it ought to be possible to 
achieve ex post cleared markets and apparent coordination. This, however, 
is far weaker than the assertion that any planned trades can be undertaken. 
In particular, it fails to assure that I find a trading partner, even though a 
potential willingness to trade with me exists. Moreover, it is insufficient to 
assure that all plans embody the same price vector. Indeed, there may be no 
unique nontrivial ex ante price vector compatible with all planned trades. 
Clearly, therefore, Walras' Law need not hold, even though markets clear, 
ex ante. The economy may not be sufficiently well organized to support 
consistent evaluation. 

In addition, cleared markets in this overall sense need not impose the 
more stringent case that person i successfully communicates his or her Sy (f) 
to some potential trading partner k where 

*,(0 + **;(0 = 0 (4.11) 

It is not enough to want to buy, even if others want to sell. In addition, one 
must express one's intentions to someone else who wants to sell. Time will 
not stop for those whose search for trading partners proves frustrating, even 
though potential trading partners exist. They may fail to contract as time 
proceeds, and no auctioneer halts its progress while they sort their opportu­
nities. Precisely at this step of aggregation we see why organized markets are 
so convenient; they facilitate the search for trading partners. They are not 
free, however, as any merchant, realtor, or bond broker knows. Continued 
expenditure of effort and resources are required to maintain and tend them; 
and in historical time, neighboring grocers may sell corn flakes at different 
prices. 

Condition 4.10 assures only that it is possible for markets to clear. It does 
not assure that all planned trades are contracted, that S{t) = B(t). Thus, it 
reflects only the potential for coordination. 

Slips may enter whenever one must actively search for trading partners. 
We can, therefore, consider a more exacting criterion for temporary equili­
brium. In addition to market-clearing of plans (condition 4.10), and outcomes 
(condition 4.8), we require that trading plans be accomplished: 

S{t} = B{t) (4.12) 
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This captures the essence of temporary social equilibration, and we shall 
use it, rather than the market-clearing conceptualization.'* That which in­
dividuals had privately decided they would try to do, they subsequently 
have done. Here we have the basic idea behind most notions of coordina­
tion: satisfaction of all market demands and market supplies. There should 
be no particular surprise or disappointment. 

This condition is obviously restrictive. In static analyses the auctioneer 
stops the clock to arrange for prereconciliation of marketing plans. In histor­
ical time, however, no such agent exists. If plans are reconciled, it may result 
from accident or luck, but cannot be assured in general, for how people read 
the past and imagine the future is always subject to wild variation and 
emotional disguise. Only after special rules about cognitive individuality 
have been (somewhat arbitrarily and artificially) imposed, can sufficient 
regularity of expectations across time and people guarantee S{t) = B{t). 

To examine further difficulties of reaching coherent organization of soci­
ety, we must now examine the processes of pricing and evaluation more 
closely. One would like to reconstruct both ex ante prices (implicit in plans), 
and ex post prices (from the pattern of contracted trades), but even this 
poses thorny problems. As we have seen ex post prices may be unknowable 
from the configuration of contracted trades. In addition, different people 
may undertake plans revealing contradictory notions of prices, so that 
selected strategies may implicitly embody no overall price vector. Selecting 
a strategy prior to the subsequent determination of prices severs the con­
nection back from contracted prices to quantities demanded so familiar in 
logical-time models. No one need plan to contract at the prices that ultimate­
ly emerge. Moreover, different coalitions may prove to have traded at dif­
ferent ex post prices so that distinct agents may be trading at distinct price 
vectors; and third, even if the economy somehow organizes itself into a 
coherent pattern of markets with single prices, the resulting pattern of trades 
need not unambiguously signal prices, either nominal or relative. The key to 
deriving both anticipated prices from an individual's planned trades, and 
actual prices from contracted trades lies in assuming that exchange con­
serves value. In terms of planned strategies and expected prices, this gives 

m 

I.v,y(r)/',(0 = O (4.13) 
= 1 

Condition 4.13 amounts to Walras' Law applied to intentions, and P,(0 is 
the expected price vector tacitly generated by person Ts plans. Clearly, in 
general, no vector f,(/) can be uniquely inferred from Si(t). The null vector 
always solves, and so long as m > 1 (trade is conceivable), an infinite number 
of nontrivial nominal-price solutions work as well. Further, relative prices 
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may not be uniquely determinable. The significance of Walras' law erodes in 
the absence of unambiguous prices at which consistent evaluation can be 
made. That the net value of all demands should cancel means little if one 
cannot confidently infer the prices at which such evaluations are made. 

Equation 4.13 also implies that if an individual intends to purchase any­
thing, he or she must simuhaneously plan to sell something (unless, of 
course, everything one plans to trade is expected to be free). Exchange 
requires a quid pro quo^ 

In addition, nothing suggests that F,(0 = Pj(t) when i i=j, since different 
people achieve their own idiosyncratic imagined outcomes. Different indi­
viduals need not adopt plans based on the same prices. They may simply try 
to do different things. I may, for example, plan to buy ten oranges for two 
apples at the same time you plan to sell eight oranges for two apples. We 
have reached incompatible plans through disparate anticipations of prices. 
Such coordination failures may occur, even though market-clearing condi­
tions, both ex ante and ex post are satisfied. They may, but need not, 
actually lead toward disappointment of plans, and toward violation of con­
dition 4.11, however, depending upon the rank of 5(f). Different people may 
select compatible strategies based on distinct price expectations even if they 
both expect a relative price vector that solves S{t)P{t) = 0, i.e., if the rank of 
S{t) is less than m - 1. Here, more than one nontrivial vector of relative 
prices solves. As we saw before, without the mythical auctioneer society 
may possess no agent who makes it his or her personal business to organize 
economy-wide markets. The ex post opportunity for arbitrage, in historical 
time, cannot entail its own ex ante elimination: that which must come later 
cannot govern that which comes earlier. In logical time, an opportunity 
opening signals its own closing, but only by running in temporal circles. In 
historical time, no such circles exist. 

In sum, a temporarily coordinated equilibrium is a state in which all 
trading intentions are satisfied. Formally, S{t) = B{t), where total commodi­
ty quantities survive exchange. This is a stronger condition than the familiar 
notion of market clearing, but is still not so strong as a perfectly competitive 
temporary equilibrium with its flawlessly informed plans. As we shall see, 
that still more special state requires considerable additional structure, and 
perfect knowledge of all future opportunities. It is still true that outcomes 
depend on plans guided only by expectations. Gloomy readings of the past 
may yield gloomy anticipated opportunities, so that a temporary equili­
brium of despair and hardship may arise. It may be both inefficient in the 
sense of squandered resources, and Pareto suboptimal. 

We now turn to a notion of historical equilibrium. This is intertemporal 
consistency of expectations, strategies, and outcomes. It addresses the 
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perseverance of plans, the survival of expectations consistent with what they 
had been, and the accompHshment of outcomes not perfidiously varying 
through time. The issue is not with the momentary coordination of decen­
tralized plans, but with the working of a system in which phenomena at 
different times resemble one another. At stake in historical equilibrium is 
the dynamic continuity of the economic process, and the capacity for that 
process to provide a stable basis for economic organization and coordina­
tion. As we shall see, under many circumstances, historical equilibrium is 
necessary but not sufficient for temporary equilibrium. 

Precise definition of historical consistency requires considerable care in a 
model of historical time, for each moment is necessarily unique. Tuesday 
morning must be something different from Monday afternoon, if only in that 
Monday evening may no longer be expected and planned, but must now 
be remembered. 

Historical persistence of outcomes can be seen most easily since the 
trades contracted at different dates can be the same. Although the ultimate 
significance of trading two apples for a tomato may be different on Monday 
from Sunday, the terms of trade are the same. Thus we say that outcomes at 
(f -I- 1) are in historical equilibrium with respect to outcomes at t if and only if 
B(t+ l) = B{t). Analogous trades are made by everybody. Even if this 
condition holds, the history of the system at (t + 1) is not the same as at t, 
for there is "more of it"; another date. Thus ^(t+ 1) =^^{t). Although 
B{t + 1) = B(0, the ontological history of the system at the beginning of 
f + 1, the sequence of past trades, 3S{t -f-1), is not the same as the history 
[ ̂ (f)] had been one period earlier. Even though the same trades have been 
contracted, their historical significance is not the same. In this deeper sense 
that recognizes historical embedding of trades, no steady state exists. 

Since S{t-\-1) never equals 5(f), we say strategies are historically equili­
brated at a period (/ + 1) if and only if each person continues to pursue the 
successor stages of the plans they adopted at time t. That is, strategies at 
{t+\) are historically consistent with strategies at t if and only if S{t) 
= [.v*(0, s*(f+l), A*(f4-2),...], and S{t+\) = [s*{t+\), s*{t+2),...]. 
At f + 1 everyone continues with the later stages of plans previously 
pursued. Nobody has had a change of heart regarding what to do now based 
on the outcomes at r, even though their plans at f + 1 are necessarily not what 
they had been at t. 

Historical consistency of expectations is expressed with even more dif­
ficulty. An expectation is a triple consisting of an anticipated scenario, a 
strategy, and the measure of potential surprise at the imagined possibility's 
occurrence if the strategy is pursued. Since both trajectories £,(f) and 
5,(0 range over the uniquely defined future characteristics of instant f. 
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E(t) n E(t') ^ (f> whenever f # ^', which entails ^,(r) # <f,(?') whenever 
t 4= f. Expectations constantly change, which is the very essence of time's 
flux. Consequently, any definition of historical consistency of expectations 
must not rely on constancy, but on similarity and continuity. Thus, we say a 
person's expectations at (t + I) are historically consistent with respect to his 
or her expectations at t if and only if, for each expectation, he or she assigns 
the same potential surprise to the continuation of strategy and anticipated 
outcome sequences as he or she had assigned to some ancestor of those 
sequences at /. One will feel much the same about the remainder of one's 
expectations tomorrow as one feels about all of them today. Accordingly, no 
revelation during the period will jolt anyone with a surprise that forces 
future expectations away from the grounds for today's expectations. 

With these three notions of historical persistence and consistency of phe­
nomena we understand that historical equilibrium represents the dynamic 
continuation through time of analogous expectations and plans which each 
period yield the same exchange outcomes. If people are surprised, that 
surprise never gets translated into either intentions or ontologicai outcomes. 
Business as usual proceeds from date to date without disruption, people 
persist in old and familiar strategies (whether or not they are satisfied each 
date), and people adhere to familiar ways of thinking and evaluating. 

This tedious fate sharply contrasts with the full richness of historical 
possibility that is kaleidics. Only out of equilibrium does the hustle and 
bustle of economic activity truly thrive. Only there do new ideas yield novel 
attempts. Only there do surprises provoke adjustments and reactions to 
unsuspected opportunities. Only there do enterprise and entrepreneurship 
genuinely matter. Kaleidics is the full spectacle of collision and adaptation, 
of hope and anxiety, of pursuit and attainment. 

Its sheer generality and wealth of possibihties inhibit formal analysis since 
each particular situation may yield amazing, unprecedented, and surprising 
results. Merely to describe the abstraction needed to articulate it has proven 
complex and detailed. To precisely specify the actual path followed, and to 
offer specific predictions of future behavior violates the spirit of an unknow­
able future emerging from a present bursting with imagined possibilities. We 
can no more hope to completely track along time into the future than we can 
hope to know it. All we can do is specify the behavior of various analytical 
cases and investigate the consequences of differing algorithms and rules. 
In this way we may ultimately achieve a taxonomy of different behavior 
patterns, as has been suggested in Vickers (1984), and Bausor (1984). 
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Equilibrium Properties 

We begin this project with analysis of equilibria, not because of descriptive 
superiority, but for three pedagogical purposes. First, it provides the closest 
bond with the familiar economics of logical time, and an obvious basis for 
comparing images of the economic process resulting from logical-time and 
historical-time models. Second, it reveals what very special and peculiar 
things equihbria are. In developing conditions leading toward equilibration 
we encounter conceptual restrictions at every turn, and realize how truly 
extraordinary events must be to attain and sustain equilibrated states. Third, 
it provides a basis for investigating the relationship between historical tena­
city and temporary coordination. 

Development of equilibrium analysis proceeds at the expense of general­
ity. Conditions and assumptions sufficient for focusing on equilibrium must 
be introduced, and compromises with the tremendous scope of historical 
possibility must be made. These assumptions will address issues of infor­
mation distribution, expectation formation, preferences, rationality, and 
market structure. Indeed, one of the greatest insights to be achieved from 
confining the model to equilibria is to discover how intellectually restricting 
that can be. The catalogue of conditions collectively guaranteeing the exis­
tence of equilibrium bears witness to how very special phenomena equilibria 
are. With these conditions in place, we shall be able to show that in many 
circumstances, historical continuity is necessary, but not sufficient for the 
existence of temporary competitive equihbrium. Moreover, in historical 
time, even competitive equilibrium is not sufficient for the welfare prop­
erties normally associated with it in logical-time analysis. 

Of our several asumptions, we begin with those directly related to the 
formation of expectations from the system's ontological history, i.e., with 
the function I( •) from possible histories to possible expectations. These 
involve both the distribution of information about past performance, and its 
use to form expectations of the future. 

Consider first: 

• All markets are sufficiently well organized so that it is possible to infer a 
unique vector of relative prices for each period. Accordingly the rank of 
fi(0 = m - l f o r a l l / > / ( , . (A.I) 

This asserts that the economy is adequately coherent to be organized as a 
market system. Although it may not be necessary for coordinated results, it 
is necessary to characterize the economy as governed by a system of prices. 
One cannot speak of markets as providing the informational basis for 
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efficient management of a decentralized economy if markets are themselves 
so poorly organized that prices cannot be inferred from trades. Without 
condition (A.l) , all the information about preferences and cost conditions 
allegedly signalled by prices cannot be so communicated. Although our 
previous discussion suggests that satisfaction of (A.l) is unlikely, it remains 
necessary if a decentralized economy can be characterized as a "price 
system." 

Next, we have: 

• Every individual knows ^{t), at time t, and not earlier, for all f > fo. 
(A.I.I) 

(A.I.I) means that everybody has complete and accurate information of the 
economy's trading history. Obviously more of an ideal than a realistic de­
scription of actual economies, it is important in the background to equili­
brium in that it banishes blunders resulting from deceit. (A.I.I) together 
with (A.l) means that at any ; > ?' > /y, everybody knows the past history of 
the system, and can therefore infer from each B{t') the ex post price vector at 
t'. Consequently, the information available to all n persons is sufficient to 
generate the sequence [Pito), Pito + \),.. •, P(t- l)]at time t. 

Our third assumption marks perhaps the single greatest retreat from the 
spirit of historical-time economics. For analysis of historically consistent 
sequences at competitive equilibria, however, it is nearly indispensable, for 
at a stroke it eliminates the quirks of authentically innovative imaginations, 
and the behavioral havoc they produce in derailing equilibrium into 
kaleidics. Although explicitly invalid, it provides the monumental knowl­
edge without which the existence of sequences of temporary equilibria 
becomes profoundly problematic. Thus, in much of the following we will 
invoke the following condition: 

• Expectations are probabilistic. (A. 1.2) 

This powerful presumption means that imagined possibility must be known 
to contain all possibilities so that its distributional character is justified. 
Similarly, the "true" possibility must have been imagined and contemplated 
so that genuine surprise is automatically banished. All of this requires knowl­
edge of the future, knowledge that sample spaces contain all possibilities, 
knowledge that can be revealed only in the future. Historical-time analysis 
can never be comfortable with assumption (A.1.2), but it is a familiar and 
straightforward device by which an unruly kaleidics can be disciplined into 
equilibration. In no epistemic sense is it ever valid. We introduce it not for 
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descriptive richness, but to insure the analytical simplification from which 
coordinated equilibration is derived. 

To understand how (A.1.2) affects the particulars of the model, we return 
to the duple [£,(0, Sj{t)] which formally articulates the conjunction of a 
planned strategy with a possible consequence of pursuing it. (A.1.2) allows 
this combination of a plan and a possible result of it to be interpreted as an 
element in a sample space. To see this, first consider £ (0 , the set of all 
possible sequences of the form given by £,(?), i.e., the set of all possible 
sequences of the form given by £,(?), i.e., whose first element is e, (t). The set 

S(t) = E{t) X S{t) (4.14) 

is the set of all possible combinations [£((0. ^i{t)], and is the sample space 
of the probability space given by the triple <?,(0 = [ ^ ( 0 . 2^W, ^„(-)J 
where 2< (̂'' is the power set of ^(t), and .'3*,v(-) is a real-valued function 
defined over domain 2̂ <'̂  satisfying the axioms of a probability measure. 
The state of each individual's expectations at time t is symbolized by <f,(/) 
where ^ „ ( 0 is the particular probability measure indicating /'s subjective 
probability at time t.'" 

Recognizing that, in general, different people may simultaneously adopt 
different probability measures motivates construction of the set ^(t) of all 
probability measures over 2'̂ *'>. With this in mind, we see that the indi­
vidual's problem of generating expectations at time / reduces i{t) to 

{ [^ (0 ,2 -^W.^„( - ) ] l ^ ,v ( - )e^ (0} (4.15) 

and permits phrasing the problem as selecting a probability space at time t 
from the set of all possible probability spaces at /. Again, it cannot be 
overemphasized that (A.1.2) involves powerful information assumptions 
that eradicate the potential for surprise. Its appeal in equiUbrium analysis 
directly follows from these information assumptions, for they provide a 
spectacular cognitive control over the future. 

Turning to other assumptions about expectations we next have the 
conditions of Muthian rationality (Muth, 1961): 

• Every individual adopts, as his or her subjectively expected price, the 
mathematically expected price, given 5(f), for all goods. That is, the 

r 

expected price vector P'=(0 = [l/(f-fo)][ ! ? ( ' ' ) ] • (A.1.3) 

• Every individual is at a rational steady-state in the sense not only that 
he or she identifies and adopts the mathematically expected price 
vector as his or her own subjectively expected price vector, but also 
recognizes that deviations from it are orthogonally distributed. 

(A.I.4) 
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As with the previous conditions, these are truly special, reflecting an ad­
vanced state of comprehension of the past, and recognition that the future 
will be governed by the stochastic properties isolated from that past. The 
conjunction of (A.l) , (A.1.1), (A.1.2), (A.1.3), and (A.1.4) entails that 
everybody will have identified the systematic determinants of past price 
vectors, and so can decompose variation of price into permanent and 
random components. In addition, all of the n persons adopt the permanent 
component as their subjective estimate of prices for all / " > / . That is, its 
perceived permanence allows it to be projected indefinitely into the future. 

• People anticipate participating in perfectly competitive markets at their 
expected equilibrium prices in those markets. (A.1.5) 

Assumption (A.1.5) imphes that everybody believes that, given equilibrium 
prices, he or she will be able to trade any finite quantity of any good at those 
prices. Also, everyone believes that the extent to which one enters the 
market neither changes price nor diminishes the ability to contract at 
equilibrium prices. Note that this is not the same as assuming that ontologi-
cally markets are perfectly competitive. It may be, for example, that some 
individuals could objectively influence prices but fail to recognize their own 
market power. (A.1.5) is clearly restrictive, but is a familiar depiction of an 
ideal of how markets work. Together, the foregoing six assumptions mean 
that all individuals expect the same price vector, that they expect it to persist 
into the future, and that they expect to be able to contract their desired 
quantities at that price vector. 

Developing a characterization of choice, we include the following prop­
erties from the familiar mechanics of constrained utility maximization. 

• Person / has a complete, reflexive, and transitive preference ordering 
defined over <?. In addition, these preferences are representable by a 
finitely real-valued continuous function t/,-: ^—»[0,oo) for all / = 1, 
. . . , n , a n d a l k > r o - (A.D.I) 

Such a utility function imposes a random variable defined over the sample 
space, ^(t), for each individual and period. Its expected value at time t, 
assuming the integral exists, is given by 

^ ^ t/,([£,(f), 5,(0]) e^Admit), 5,(0])} (4.16) 

More importantly for strategy selection at time t, the expected value of the 
random variable, conditional upon the selection of a strategy 5,'(0 is given by 
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1 

^A^siit)} 
U,m(t),Sm)^AdO} (4.17) 

-\5;(r) 

where 

and 

e = [ £ , ( / ) , 5,(0], 

A5,(0 = {[£,(0, 5,(0] I S^it) = 5 / (0e5(0) (4.18) 

£5»„{A5/(0}>0. 

This integral is assumed to exist for all i / (0 e 5. If 

^„{'^^/(0} = o. 

then the conditional expected value of the random variable also equals zero. 
This leads naturally into the following condition: there exists a unique 
,yf(Oe 5(0 such that 

for all s!{t)=^s*(t). (A.D.2) 

and 

At all t^to, all individuals make decisions so as to maximize the expected 
value of their utility functions, i.e., they select s*{t). (A.D.3) 

(A.D.I) through (A.D.3) guarantee that for each t>to, and for all «= 1, 2, 
. . . , n, auniquestrategy,5f(0, which maximizes the expected utility of/at?, 
exists and is chosen by i at f. Thus, if D(-) obeys (A.D. 1)-(A.D.3), 

Ar(o^ 
5(0 4 ^̂ ;(') 

\ 5 * ( 0 / (4.19) 

Intertemporal consistency needs still another assumption on preferences, 
that they be historically stable. If desires capriciously change with the pas­
sage of time, then so will behavior; and equilibration remains problematic. 
Thus we have: preferences at (t + 1) are historically consistent with respect 
to preferences at (if and only if, 

{^,([£,(0, 5,(0]) > U,([E!(t), 5/(0])} 
-^ {{/,([£,(/+ 1),5,(?+ ! ) ] )> f/,([£/(r+ l ) ,5 / (?+ 1)])} (A.U.I) 
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where 

£,(f) = [e , ( f ) , e , ( /+ l ) , e , ( r+2) , . . . ] , 
£ / ( f + l ) = [e/(f+l) ,e/(r + 2 ) , . . . ] , 
£ , ( f + l ) = [e,(f+!),<-,(/+ 2 ) , . . . ] , 
Si{t) = [sAt),s,(t+l),Si(t+2),...l 
Si{t+l) = \stit+l),s,{t + 2),...], 
S;(t) = \s!(t),slit+\),slit+ 2),...land 
Slit + 1) = [slit + 1), slit + 2 ) , . . . ] (4.20) 

for all t s to, and alh' = 1 , . . . , «. 

(A.U. 1) requires that if, at time /, an individual prefers one point in the 
sample space to a second, then he or she also prefers the direct successor of 
the first to the direct successor of the second. 

These various conditions all relate to the manner in which individuals 
form expectations and select strategies, to the manner in which epistemics 
and volition combine to govern individual behavor. Now we introduce con­
ditions on the performance of markets. Specifically, we assume that markets 
allocate goods in a way such that each person actually buys (sells) the quanti­
ty of any good he or she choses unless total supply (demand) expressed in the 
market is less than the total demand (supply) communicated to it. In that 
case, the available supply (demand) is proportionally rationed to purchasers 
(sellers). Formally, this assumes that Mi •) obeys 

bjjit) = ajSijit), for all / = 1, 2, . . . , «; 
ally= 1, 2, . . . , OT; and 
alUsf,, (A.M.I) 

where Uj is defined by 
n n 

aj=\ if and only if Z*,;(0 = (̂  or 'Lsijit)>Oi<0), and 

s„it) <i)i>Q) 
n 

0 < a y < l if and only if l .y ,y (0>0(<0) , and 
1=1 

.v- (0>0(<0) where l«yi-,y(0 = 0 (4.21) 

According to (A.M. 1) if total ex ante excess demands in a market equal zero 
(it clears), then everybody trades his or her planned quantity in that market. 
Otherwise, the available quantity is rationed on the short side of the market. 



126 THE RECONSTRUCTION OF ECONOMIC THEORY 

Under this assumption, the period is analogous to the "market run" in which 
quantities of commodities are fixed. 

Questions regarding the relationship between temporary equilibrium and 
historical consistency can now be directly addressed in: 

Theorem 1: If (i) conditions (A.l), (A.I.I), (A.I.2), (A.1.3), (A.1.4), (A.1.5), 
(A.D.I), (A.D.2), (A.D.3), (A.U.I), and (A.M.I) are satisfied; and (ii) markets 
are temporarily equilbrated at all /sf,,; then expectations, and strategies are 
historically consistent over all / s f„. 

Proof: Temporary equilibration of all markets means that for every t^to, 
n 

Z.Vy(0 = 0 for all / ' = l , . . . , m . Consequently (by (A.l) and (A.M.I)), 
( = 1 

B{t) = S(0, B(t)P(t) = S(t)P(t), and the ex post price vector equals the ex 
ante price vector in every period. By (A.I.I), (A.I.2), and (A.1.3), every 
agent knows ^{t) at ^ and adopts the mean of the historical distribution of 

the price vector, P<^(t) = (\/(t — ĵ) [ 2- Pit')], as his or her subjective ex-

pectation of prices throughout the period t">t. Moreover, by (A.1.4) 
they identify these prices as the rationally expected permanent components 
of actual prices. By (A.1.5) they each consider themselves to be price takers 
in perfectly competitive equilibrium*; and so interpret these expected prices 
as the equilibrium competitive prices at which they will trade for all /" > /. 
With this we can look more closely at the probability measure each agent 
adopts. 

If Si{t+ k)P''(t) = 0 for all k>0 (an agent's plan satisfies his or her 
expected budget constraint), and since everybody expects markets to be 
competitive, if e,(r + k) = .v,(f + k), then 

If 5,(r + X)F'-(0 = 0 for all it > 0 , and if e,(r + A:) i=Si{t + k) for any A:>0, 
then ^i,{[Ei{t), 5,(/)] 15,(/)} = 0. Each person believes that he or she can 
achieve an expected sequence of trades if and only if that expected sequence 
satisfies the budget constraint generated by expected prices. Further­
more, if s;it + k)P<'(t)itO for any k>0 and 5/(0 = [^,(0, i / ( / + l ) , . . . , 
s,'{t + k),...] then the strategy contains an attempt to trade at prices other 
than the rationally expected prices, and—by (A.1.5)—the perfectly com­
petitive price taker anticipates being unable to trade at these other prices. 
No agent simultaneously acts as a price taker and a price setter. Consequent­
ly, 3^u{'^Si{t)}=0. Therefore, !^i,{[Ei(t), 5/(0]} = 0 for all £ , ( 0 e £ ( 0 - In 
summary, if 5;(0 = [5,(0, * , ( '+1) , - • • ] , £ , (0 = k ( 0 , e,(f + 1 ) , . . . ] , 
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Si{t + k)P^it) = 0, and e,{t + k)= s,(r + k) for all A: > 0, then 

^ , ,{[£ , (0 , 5,(0] t Sm = 1, otherwise i3*,,{[£,(0, 5,(0] | 5,(0} = 0 
(ii) 

for all (' = 1,. . . ,«, f > ?,). If a strategy satisfies the expected budget constraint 
throughout its future, then the probability of achieving it if it is attempted 
equals one. Every other case is viewed as impossible. This implies that the 
particular S*{t) that maximizes 

[^^KO]} J H 
over 5(0 satisfies sfit)P''(t)=0, for all i = l , . . . , n, and 5f(0/"'(0 = 0. 
Therefore, by the condition of temporary equilibrium, 

5*(0 = Bit) (iv) 

but 6(0/^(0 = 0, which yields 

P'-(0 = P(0 (v) 

That is, at any t>to, the rationally expected price is self-fulfilling. Con­
sequently, when, at (t+ 1) agents examine ^{t+ 1), and again derive new 
price expectations, their new datum, P(0, cannot disturb their old price 
expectations: 

P'^it + I) = P{t) = P^{t) (vi) 

Since expectations at (t+ 1) obey (ii) for all / = ! , . . . , «, however, ex­
pectations at ([+ 1) are historically consistent with expectations at /, and 
expectations at any later date, {t + k) are also historically consistent with 
expectations at /. Without loss of generality, set t equal to (to -1-1). There­
fore, expectations are historically consistent. 

The historical consistency of strategies is also related to constancy of the 
expected price vector. Let S*{t) be the strategy chosen at t. Thus 

^,,{[l;it)]} Lw^'f^'^'^' ^'^'^^ ^"{'^t^'W' 5/(0]} (vii) 

where Sf(t)i=SI(t)f.S(t). '^sfit) can be partitioned into two sets, {[Efit), 
5f(0]} and ^sfit)\{[Efit), S*(t)]}, so that by the countable additivity of 
^i,{ •) , and the impossibility of '^sfit) \ [Ef{t), St{t)], 

^i,{^srit)} = ^„{[£f (0 ,5r(0]} (viii) 
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Similarly, ^„{As/(()} = ^,,{[£, '(0,5/(0]}. Wealsoknowthat the two integ­
rals above reduce, respectively, to 

f/,([£f (0, Stm <^„{[£f (0, Sfit)]} and 

t/,([£;W, Slit)]) ^ , ,{ /£/(0 ,5/(0]} (ix) 

Substituting (viii) and (ix) into (vii) provides 

(/,([£,*(0, Sfit)]) > t / ,([£/(0, 5/(0]) (x) 

That is, given this expectations-generating mechanism, the strategy that 
maximizes the expected value of utility also maximizes the value of utility. 
Conditions (x) and (A.U.I) imply that 

U,{[E*it + 1), Sfit + 1)]) > (/,([£/(« + 1), 5/(f + 1)]) (xi) 

where [£*(?+ 1), Sfit+ 1)] is a direct descendant of [£*(0, 5f(0] and 
[E;it+ 1), 5/(r-f 1)] is a direct descendant of [£/(0, 5/(0]. Since expected 
prices are constant and expectations are historically consistent, however, 
the expected value of [£*(?+!) , S*it+1)] must be greater than the 
expected value of any [£/(f-l-l), 5/(r-f-l)] in iit+1) where 
Sfit+\) ^S!it+\). Therefore, if 5f(0 is chosen, Sfit+ 1) is chosen also. 
Since t can be assigned arbitrarily to any value greater than to, strategies are 
historically consistent. 

Q.E.D. 

The conclusion of Theorem 1, that a "rational" system of temporarily 
equiUbrated markets contains historically consistent expectations and 
strategies, suggests how wonderfully remarkable equilibrium is. It is that 
blissful condition in which people are not surprised, and so persist with their 
usual ways. Without distress or surprise they can successfully anticipate 
future prices. Since they are all using the same algorithms to extrapolate into 
the future, self-fulfilling price expectations should be no very great surprise. 
Everybody simply expects prices to be what they were, satisfies a budget 
contraint, and thereby finds a strategy from which the same prices can later 
be inferred. Interestingly, although temporary equilibrium provides 
5(0 = Bit), and constant ex post prices, it is not strong enough for constant 
outcomes, i.e.. Bit) = B(f + 1) is not estabHshed. People are merely trading 
at the same prices. They may all know, for example, that markets are closed 
on the Sabbath, and so make no attempts. Prices will persist onto the next 
business day although quantities traded may be different. 

Further, the assumption in (i) of the antecedent conditions suggest ways 
in which plans may be disrupted by intervening events. Without (A.l) 
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markets may be disorderly and fractured. It assures ex post satisfaction of 
Walras' Law. Without (A.M.I), bids and offers may not be effectively com­
municated to all persons, and opportunities thereby inadvertently lost. 
Without identifying a trading partner, mutually agreeable trades may not 
be contracted. The conditions on /(•) tightly limit an individual's scope for 
imagination and self-deception. (A.I.I) guarantees that everybody is fully 
informed of past activity. Without it, intrigue and deception may replace 
historical consistency. (A.1.2) enables the critical leap from genuine uncer­
tainty and kaleidics to risk, certainty equivalents, and equilibrium. (A.1.3) 
and (A. 1.4) permit the key leap from past prices to a constant expected 
price vector projected throughout the future. The rationality of these condi­
tions endows intentions with a consistency upon which plans can be based. 
Otherwise, chaos and incoherence may replace intertemporally systematic 
anticipation. (A.1.5) provides an interpretation of prices as perfectly com­
petitive equilibria, which permits the identification of the expected price 
vector with actual anticipated trading opportunities. Without condition 
(A.1.5), the association of successful strategies with satisfaction of the 
expected budget constraint collapses. The three conditions on D( •) depict 
choice as selecting that unique strategy which maximizes the mathematical­
ly expected value of a random variable representing preference over 
points in the sample space. They are analogous to the familiar analyses of 
constrained utility maximization, except that preferences are defined over 
neither commodities nor exchange sequences. 

Consider now 

Theorem 2: If (i) conditions (A.l), (A.I.I), (A.I.2), (A.1.3), (A.1.4), (A.I.5), 
(A.D.l), (A.D.2), (A.D.3), (A.U.I), and (A.M.I) are satisfied; and (ii) expecta­
tions and strategies are historically consistent; then the system need not be 
temporarily equilibrated for all t > ô-

Proof: All that is needed is to show that historical consistency of expecta­
tions, and historical consistency of strategies are not sufficient for the exis­
tence of temporary equilibrium. Consider a case in which contracted prices 
are historically consistent: P(r(,) = F(fo + 1) = P{tQ -I- 2) = ••• = P{i).... Must 
knowledge of past ex post prices adequately signal actual current and future 
trading opportunities? According to (A.I.I), (A.1.2), (A.1.3), (A.1.4), and 
(A.I.5), individuals identify the vectors of past prices, rationally anticipate 
that future prices will be the same, and interpret these prices as perfectly 
competitive equilibria. Thereby conceiving of oneself as a price taker, each 
individual's expectations obey the following: 

itei(t + k) = S,it + k) and if Si{t + k)P'^{t) = 0 
for all t > 0, and 



130 THE RECONSTRUCTION OF ECONOMIC THEORY 

^, ,{[£,(0,5,(0] 15,(0} = 1; 
otherwise, ^„{[£ , (0 ,5 , (0] 15,0)} = 0 . (i) 

Therefore, in the presence of constant prices, expectations are historically 
consistent. In addition, each individual selects that strategy, S*(t), which 
maximizes 

1 
.^/rjM-C)} 

^^^^^um^AdO} (ii) 

With the expectations derived from constant prices, this reduces to selecting 
the Sf(t) that maximizes Ui([E*it), S*{t)]). In conjunction with (A.U. 1), this 
implies that 5,* (r+ 1) is a direct descendant of5,(?) for al l /= 1 , . . . ,«,andall 
f > f(). Therefore, strategies are historically consistent. 

In addition, 

S*it)mt) = S*it)P(t) (iii) 

since the expected price equals the actual price. Therefore, 

S*it) = Bit)Pit) = 0 (iv) 

This does not, however, imply that 

S*(t) = B(t) (v) 

When S*(t) + 5 ( 0 , however, S*{t) =t=5*(0a(0, where a{t) = [fl,(0, «2(0, • • •, 
a,„(0], and a(t) =t= 1. Therefore, S*(t) is not a temporary equilibrium. 

Q.E.D. 

This surprising result asserts that even if all individuals are "rational," 
and are historically consistent in their plans and expectations, they may 
incorrectly anticipate their own opportunities, and in basing plans on those 
expectations may perpetuate mistakes and consistently miss the mark of 
temporary equilibrium. They do this primarily because they rely on only 
price information, and neglect quantity information. Consequently they 
recognize no distinction between the ex post results of prior periods, and the 
ex ante offers provoking those trades. Effectively forgetting any possible 
distinction between the volume of these ex ante offers and the size of actually 
traded bundles—a lapse entailed by the rational-expectations concentration 
on prices only—they persist in the (erroneous) belief that they are trading at 
equilibrium prices. They discard information by focusing only on the se­
quence of past price vectors so they may consistently fail to select strategies 
compatible with ex ante market clearing. That markets clear ex post, leads 
people to wrongfully believe that they must have cleared ex ante as well. 
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Such a fundamental delusion, that past actualities signal either past 
plans or future intentions, permeates economic thinking. It flows from the 
auctioneer's efforts in logical time but cannot guarantee coordination in 
historical time. Rather, the blunder of concentrating on price encourages 
neglect of other aspects of the bargain, particularly quantity conditions, 
and may thus perpetually fail to establish a temporary equilibrium of trading 
intentions. 

Together, theorems one and two imply that, given their assumptions, 
historical consistency of plans is necessary, but not sufficient, for markets to 
clear during each period. This arises from the nature of strategy choice, and 
from the manner of interpreting prices. Everybody assumes that the current­
ly perceived sequence of past prices signals ex ante equilibrium at those 
prices. Consequently they plan according to those signals. In doing so, they 
have neglected the detailed quantity information at their disposal, and may 
thus misinterpret prices. In this way they may base their plans on expecta­
tions that treat prices as unambiguous indicators of past phenomena, when 
those prices may also be capable of supporting other stories. The plans they 
achieve will all be compatible with their expected ex ante prices and ulti­
mately with the ex post prices as well, but the actual quantities they trade 
need not match their intentions. That actual future prices coincide with 
currently anticipated prices does not mean that the expected price vector 
must be a market-clearing equilibrium price vector. 

By similar reasoning, even when the system achieves temporary equili­
brium, it may not achieve a Pareto optimum. Since each agent maximizes 
expected welfare at the anticipated prices in temporary equilibrium, no 
other allocation at those prices is Pareto superior to the equilibrium alloca­
tion. Each price vector, however, has different opportunities and different 
welfare properties. Consequently, different histories of equihbrated mar­
kets at intertemporally constant but different prices will all generate differ­
ent welfare properties. Nothing in the nature of the system assures that the 
particular equilibrium path followed is Pareto superior to all the others. For 
example, if everyone thinks chocolate is exorbitantly dear, then it may be 
universally shunned for strawberry sundaes, whereas an alternative equili­
brated history may have it cheap and plentifully consumed. It is conceivable 
that this alternative history may be Pareto superior, but nothing in the prices 
these markets generate will aim toward it. 

Given Muthian rationality and constrained welfare maximization, the 
realization of everybody's trading plans occurs only when the historical 
consistency of those plans and the expectations generating them is assured. 
Only then is the system's behavior sufficiently regular and reliable that past 
performance is a sure enough guide to planning and organization for coor-



132 THE RECONSTRUCTION OF ECONOMIC THEORY 

dinated results to emerge. In historical time no mythical agent stops time to 
permit recontracting. Only when that is assured, and people feel justified in 
ignoring the potential for altered prices, is it possible for reconciled inten­
tion to occur. Without this stable, but unreal, historical bacltground, in 
which price flexibility is meaningless, the planning, confidence, and courage 
needed to undertake, organize, and govern any economic activity may be 
thwarted and disappointed. Such stability is necessary for, but never acts as 
guarantor of, equilibrium, much less optimality. 

Neither can such stability be seen as normal or even plausible. Returning 
to the true generality of historical time, we recall how narrow are the 
assumptions on information and inference from past to the future upon 
which historical consistency of expectations rests. Everybody must know the 
complete history of the system, and everybody must be willing to accept the 
contention that the future will be governed by the same stochastic process as 
the past. Everybody must know the entire range of all future possibility, and 
never doubt that an unimagined contingency might erupt into their peace. 
The future must be known, at least in part, so that deep uncertainty about it 
never shadows the mind. To know the future demolishes time, however. 

These conditions, and the equilibrium they sustain, mock an authentical­
ly dynamic economics. The alluring coordinations of temporary equilibrium 
should by now have been revealed to be an illusory concoction of logical-
time relics. Prereconciliation of strategies is not impossible, but it is pro­
foundly implausible without knowledge of future outcomes. Ultimately, we 
simply do not know what will happen, and are always subject to blundering 
into surprises. Knowledge of the future, even probabilistic knowledge, 
calms anxiety as it eliminates uncertainty. In ehminating uncertainty, 
however, its stabilizing powers derange time. 

This stability, this quiet, this complacently presumed knowledge of the 
future is not, and never was, the stuff of which mortal humans make their 
existence. The future is never ours to know, but ours to imagine. We nurture 
hopes and poison our present with fears, but never, never know what will be. 
We attempt guesses, sometimes succeeding, sometimes not, but the courage 
to try never fully abandons us. We are forced to act without knowing the 
consequences, and make the best of what we can. We can no more assure 
ourselves an equilibrated economy, however, than we can assure ourselves 
that no one will ever err in judgment or blunder in deed. Since action often 
results from unreasoned imaginations and hopes; however, our economic 
lives are constantly subject to surprise and disappointment, to amazement 
and delight. These are not the properties of equihbrium, but of kaleidics. 

Here lies the conceptual foundation for an economics of historical time, a 
reformulated analysis in which time and timing matter in ways inconceivable 
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to logical-time thinking. The model presented in this chapter provides the 
basis for such an economics. We utiHzed it to examine two notions of equih-
brium, but its employment can be extended to cases with more natural 
information and expectational conditions. It can lead the way from tradi­
tional notions of equilibration to kaleidic social interaction. With it, we can 
investigate the full range of possibilities opened by imagination. 

Appendix: A Glossary of Notation 

bij{t): the quantity of good/ person / received in trade at time /. 
B(t): the nx m matrix of all contracted commodity trades at t. 
B: the compact convex subset of w-dimensional euclidean space containing all 
J vectors5,(f-H Ac). 

B: the set of all possible outcomes. 
^ (t): the historical sequences of outcomes at time t>tn. 
^ (t): the set of all possible sequences £ (()• 
S '• U ^ ( 0 ; contains all possible histories. 

D: the economy's choice function, where S{t) = D[ (S'{t)]. 
Df. individual /"s choice function linking strategy selection to expectations accord­

ing to 5,(0 = Z)y{ .f/O]-
e,; an m-dimensional vector of feasible trades. 
£, (0: a sequence of anticipated exchanges contemplated by individual i at time r. 
E{t): the set of all conceivable future exchange trajectories at time t. 
E: the set of all possible expected sequences of trades. 
Sit): the configuration of different people's expectations at time /; a point in 

2 •*'(')_ 

ii (f): person Ts set of expectations at time /. 
<f (/): the set of all expectations possible at time t. 
S: the set of all possible expectations. 

1= U 1(f) 

/: the function representing system-wide distribution and use of information, 
where S{() == l{»{t)\. 

If. persony's expectations-formation function, where Sj{t) = Ij[3S(t)\. 
m: the number of commodities. , 
M: the function mapping S into B where B{t) = M{S{t)\. 
n: the number of persons. 
P(t): price vector at time t. 
PSi{[Ei(i), Si{t)]}: person I's potential surprise that /i,(t) will occur given that 

strategy S,(f) is pursued. 
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Si(t + k): the vector of trades person / plans at t ime t to trade at time t + k. 
s(l + k): the nX m matrix whose row vectors are t h e s , ( ; + k) where i= I,..., n. 

Si(t): person fs strategy at time t. 
S{t): the strategies under taken at /. 
S{t): the set of all strategies possible at t. 
S: the set of all possible configurations of strategies. 
IQ-. the initial period's date . 
Sij(t): the quantity of good / individual / plans to purchase at time t. The element in 

the rth row a n d / t h column of 5(f). 
^ „ ( • ) : the probabihty measure employed by person ( at time t. 
Ui(t): the real-valued continuous utility function of person /. 

Notes 

' Relating to complctcnessof sets of possible outcomes, see Bausor (1985). 
^ A similar reversibility arose in the symmetric characterization of motion in preentropic 

models in physics. See Mirowski (1984). 
^For a survey of the important issues and results of this literature, see Grandmont (1977). 
'•Similar issues of reversibility of time have been significant in physics. Treating time as 

another dimension led to a sense of reversibility that seemed to work well in Newtonian 
mechanics, since positional displacement with respect to a background Cartesian grid could 
successfully be treated as symmetrically reversible. In the thermodynamics of closed systems, 
however, such intertemporal symmetries violate the Second Law, and the time-as-dimension 
characterization had to be supplemented with formal notions of entropy. 

5Structurally, this model resembles Bausor (1982-1983, 1984), except that here the con­
nection between expectations and perceptions of past history appears only implicitly, and is 
submerged within the function tethering current expectations to past experience. There it arose 
as an explicit component of the model's overall structure. 

'•This asserts nothing about "transaction costs." These accrue not in the ex post transfer, but 
in the marketing effort. Similarly, the accumulation of inventories, perhaps through produc­
tion, is not reflected in B{t), which refers only to contracted trades, not endowments. Both 
transactions costs and inventory fluctuations, as well as productive activities, enter this model as 
a separation of this period's endowment, net of trades, from next period's initial endowment. 
Transaction costs may, but need not, be incurred in terms of any commodity. 

'Since the rank of B(() is bounded by (n — 1) whenever condition 4.8 is satisfied, trades at no 
nontrivial solution price vector are possible only when n> m. In this example, n - m = 2 > 0. 

"Conditions 4.8 and 4.12 together imply 4.10. Significantly, in historical time, market 
clearing alone is not sufficient for equilibrated coordination in the sense that people's intentions 
are satisfied. 

Tn cases of finance, the commodity (debt) exchanged for funds may be created in the act of 
trading, but there is a trade nonetheless. One acquires money and liabilities while one's trading 
partner acquires bonds. 

'"That [ g(l), 2*'-'K i^tti • )1 is a probability space should be clear once it is recognized that 2'''('> 
is a Borel Field: 2'''<'> contains both the complement of each of its members, and every count­
able union of its members. Note also that probability spaces are defined over sample space of 
the form ^(() rather than, for example, E(t), the set of all possible future trade sequences, in 
order to explicity articulate in terms of the probabilities the conditional nature of anticipated 
outcomes on motivated decisions. 
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5 THE ROLE OF FORMALISM IN 
ECONOMIC THOUGHT. WITH 

ILLUSTRATION DRAWN FROM 
THE ANALYSIS OF SOCIAL 
INTERACTION IN THE FIRM 

Donald W. Katzner 

Economists tend to use the word "analysis" rather glibly to describe the 
things that they do. The list of these things is long, including verbal descrip­
tion, numerical manipulation, model building in its many forms, and so on. 
In all usages, however, the underlying goal of analysis is the same: to make 
sense out of or to understand worldly phenomena. And in all cases, analysis 
proceeds by organizing and explaining the thoughts one has about the 
phenomena in question. 

The most widespread approach to analysis in economics is called/orma/-
ism. To economists, a formalist analysis consists of identifying (usually 
quantifiable) variables, assuming the existence of relations among them, 
assuming that the relations exhibit certain properties or characteristics, and 
working out at length the implications of all of these assumptions. Such 
analyses may also concern themselves with maximization, and with solutions 
and proofs of existence of solutions for some system of (simultaneous) 
relations. 

This chapter explores the role of formalism in economic thought: where it 
came from, what it does, and what are its prerequisites and Umitations, its 
power and potential. The argument of the chapter is illustrated with an 
analysis of the social interactions among employees in the economic firm. 

The author would Hke to thank Robert W. Drago, Philip Mirowski, and Douglas Viskers for 
their help. 
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It should be made clear at the outset that what follows is neither an essay 
on methodology nor on epistemology. Most methodologies and epistemolo-
gies appearing in economics today make room for formalist constructions 
in analysis, although they use and interpret such structures in a variety 
of different ways (Katzner, forthcoming). And in all cases, whatever the 
methodological and epistemological foundation of an investigation, if for­
malism is to be employed, certain issues have to be faced. These latter issues 
are the focus of attention here. 

History 

A quick glance at the current issue of almost any modern economics journal 
reveals the pervasiveness of formalism in economic analysis. But the appear­
ance of formalism in economics is only a late development in the long 
evolution of formalism as a mathematical school of thought. The emergence 
of formalism in the history of mathematics has been chronicled recently by 
Kline (1980). His story follows: 

All ancient civilizations sought truths: truths about the properties of the 
physical world, truths about the nature of man and his behavior, etc. Most 
obtained these truths from theology. The Greeks, however, thought that the 
mind of man, aided by observation, is also capable of discovering truths. 
Moreover, since (the Greeks believed) the universe is designed according to 
mathematical principles, and since the relationships among numbers under­
lie and unify nature, truths may be learned through the application of 
mathematics. This reasoning was based on three precepts: First, mathema­
tics is concerned with abstractions, and one abstract concept would encom­
pass the essential features of every physical occurrence of that concept. 
Second, all discussion would begin with axioms or self-evident truths that no 
one could doubt. And third, each conclusion was to be derived deductively 
from the axioms. In their search for the mathematical laws governing the 
universe, the Greeks created, among other things, Euclidean geometry. 

From the ancient Greeks up to the beginning of the nineteenth century 
A. D., Western thinkers (with a few exceptions) thought that all known truths 
about our physical world were described by Euclidean geometry. Further­
more, any unknown truths about physical reality were merely parts of 
Euclidean geometry that had not yet been detected. All of this was shattered 
in the nineteenth century with the discovery that non-Euclidean geometries 
could also be used to accurately represent the properties of physical actual­
ity. Hence Euclidean geometry is not necessarily the true description of real 
physical space. Although the Greek program of employing mathematics to 
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reveal truths about the world had been extraordinarily useful, it did not 
reveal truths in the sense originally intended. Axioms could no longer be 
regarded as unquestionable self-evident truths. They may be suggested by 
experience but they, along with the conclusions to which they deductively 
lead, still have only limited applicability. 

About the same time that mathematicians began to understand that the 
mere usage of mathematics did not necessarily yield truths, they also real­
ized that their discipline had evolved over the years in a sloppy haphazard 
fashion, leaving many poorly understood concepts and numerous logical 
errors. Consequently, the second half of the nineteenth century witnessed 
their attempt to correct these deficiencies by axiomatizing their arguments. 
Such efforts led to the recognition of at least three noteworthy principles: 
First, all deductive systems necessarily contain undefined terms. Second, 
every set of axioms should be shown to be consistent, that is, not permit the 
derivation of contradictory propositions from it. Finally, each individual 
axiom in any set of axioms should be independent of (not derivable from) 
the remaining axioms in that set. 

By 1900 mathematicians believed that they had completed the recon­
struction of their arguments in axiomatic terms. But almost immediately 
contradictions were uncovered in their new mathematics. In response to this 
state of affairs four schools of thought arose, each claiming to provide a 
contradiction-free approach to the nature of mathematics. According to the 
logistic school, all mathematics was secured from logic. Since the laws of 
logic constituted a body of consistent truths, so did mathematics. The set-
theoretic school claimed that all mathematics was derived from a consistent 
theory of sets. The latter could be obtained by restricting the type of sets that 
were admitted for discussion. The intuitionist school asserted that mathe­
matics was independent of the real world. Mathematical thinking consisted of 
mental construction of its own universe based on fundamental mathematical 
intuition. Intuition, not logic, also determined the soundness of argument. 
One did not deduce from axioms. Rather, to do valid mathematics was to 
construct entities in a finite number of steps. Defining sets by describing the 
characteristics of their elements and using nonconstructive proofs of the 
existence of things were not legitimate. Consistency was furnished by 
correct thought as judged by intuition. 

The last of the schools of thought was the formalist school. Contrary to all 
of the other approaches, mathematics to the formalist was a collection of 
formal systems, each with its own concepts, axioms, and theorems. All 
axioms (both logical and mathematical) were expressed as formulas or col­
lections of mathematical symbols. All deductions were manipulations of 
formulas according to the specified logical axioms. And every formal system 
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had to be shown to be consistent within itself. 
Each of these four schools vigorously attacked the others. Because 

interest here centers on formalism, it is worth noting at this juncture two 
criticisms leveled against the formalist school. On one hand, their mathema­
tics was labeled as abstract and having little meaning in actuality. Infinite 
sets, for example, were a part of the mathematics of the formahst school, 
and were (and are) totally foreign to human experience. On the other hand, 
the consistency of a formal system did not guarantee the existence in the real 
world of things (such as equilibrium price vectors) proved by formalists to 
exist in nonconstructive existence theorems. Discussion will return to these 
points later on. 

All of the four schools made claims of consistency. The intuitionists based 
consistency on intuition. The remaining three groups either asserted that 
their axioms led to consistency or believed that their axioms were sufficient 
to establish it, although they had no proof. But in 1931, Godel showed that 
the consistency of any mathematical system sufficiently wide so as to include 
the arithmetic of whole numbers can never be established. He also demons­
trated that in such a system there always is at least one proposition which, 
together with its negation, cannot be proved. Thus for the logicists, set-
theorists, and formalists, who relied on axiomatic foundations, no system of 
axioms permitted proof of all theorems that fell within its structure. More­
over, there was no guarantee that contradictions could not arise in any of 
their systems. The principle that all systems should be consistent was impos­
sible to enforce. 

Godel's results (combined with others that emerged at roughly the same 
time on the unprovability of specific propositions) fragmented mathemati­
cians into an even greater number of competing factions. Many of these, 
including the formalist school, persist to this day. 

The introduction of formalism in economics is relatively new. To be sure, 
functions have been maximized and systems of simultaneous equations have 
been solved as far back as Cournot (1960). And many later nineteenth-
century economists such as Jevons (1965), Pareto (1966), and Walras (1954) 
subsequently applied mathematics to the study of economic phenomena. 
But all of this occurred before the emergence of the formalist school in the 
early years of the twentieth century. It is only very recently that the formalist 
approach, whereby axioms are explicitly postulated and their implications 
derived, appeared as a method of analysis in economics. The culmination of 
the transference of formalism from mathematics to economics appeared in 
1959 in Debreu's Theory of Value which is still regarded by many as the 
apotheosis of the axiomatic method in economics. Debreu may also have 
been the first economist to expressly acknowledge and sanction formalism. 
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In the Preface to the Theory of Value he wrote: 

The theory of value is treated here with the standards of rigor of the contemporary 
formalist school of mathematics Allegiance to rigor dictates the axiomatic 
form of the analysis where the theory, in the strict sense, is logically entirely 
disconnected from its interpretations. (Debreu, 1959, p. viii) 

Another aspect of the appearance of formalism in economics is the focus 
by economists almost exclusively on quantifiable aspects of the thing under 
investigation. Now quantification is neither a necessary nor a sufficient con­
dition for formalism. Indeed, it is possible to do a formalist analysis without 
any sort of quantification at all (see Katzner, 1983). But by the time that 
Cournot started what eventually became a movement toward formalism, 
virtually all economists employing mathematics in their trade had accepted 
the equivalent of Lord Kelvin's dictum: 

... when you can measure what you are speaking about and express it in numbers, 
you know something about it; but when you cannot measure it, when you cannot 
express it in numbers, your knowledge is of a meager and unsatisfactory kind: it 
may be the beginning of knowledge, but you have scarcely, in your thoughts, 
advanced to the stage oi science, whatever the matter may be. (Thomson, 1891, 
pp. 80,81) 

Thus the introduction of mathematics and later of formafism in economics 
seems to have gone hand in hand with quantification. 

The Prerequisites of Formalism 

As described above, formalist analysis usually begins with the specification 
of variables and relations among them. But before even arriving at this 
starting gate, considerable abstraction and discipline of thought are required 
just to be able to accomplish the necessary specifications. The statement, 
"Let there be J variables and / relations among them," can and should be 
justified. And so discussion now focuses on what has to be done to set the 
stage for a formaUst analysis. In anticipation of subsequent argument, a 
certain kind of intellectual tension is worthy of mention at the beginning. 

Meyerson (1962, chs. 1,2) has argued that when thinking about the world 
in terms of discrete objects and discrete laws (relations among objects), both 
the objects and the laws are not changed by displacing them in space. Nor 
are these laws modified by the passage of time, that is, they persist unaltered 
through time. Furthermore, to be able to understand the assertion, "An 
event happening to object A causes or determines another event happening 
to object B," it must also be supposed that A and B persist without trans-
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formation over time as well. But the nature of our world is such that changes 
in A and B are perceived as time moves on. These perceptions, then, can 
only reflect "apparent transformation" which, at a deeper level, does not 
actually occur. Hence there is always a tension that can never be completely 
overcome between what an analyst thinks and what he sees. 

Similarly with change itself. To think about change in such a context 
requires that evolving reality be reduced to discrete laws that govern its 
metamorphosis. These laws are set against fixed objects and environments 
that are inviolate through time and which, on account of their constancy, 
permit change to be detected by comparison and contrast. This kind of 
change is called displacement or motion. But as before, apparent change is 
still perceived in the "fixed" objects and environments, and the tension 
between what one thinks and sees remains. 

The Dialectical Nature of Thought 

This tension (and others) reflects, in part, the dialectical characteristics 
embedded in the processes of thought. To see what is involved, notice first 
that in certain cases, the human mind is perfectly capable of sharply de­
lineating the boundaries of an idea. The result is what Georgescu-Roegen 
(1971, pp. 43-45) has called an arithmomorphic concept. Such concepts 
have the property that they can be clearly distinguished and separated from 
all others. They are distinctly discrete and there is no overlap between them 
and their opposites. The velocity of a moving object is an arithmomorphic 
concept as is the weight of a pot of water and the length of a train. 

On the other hand, there are concepts whose boundaries human powers 
seem unable to clearly and precisely define. Exact characterizations are 
either arbitrary in that they do not conform to standard notions or are 
extraordinarily difficult to employ. Where, for example, does one quality of 
experience leave off and another begin? Democracy and nondemocracy are 
two different ideas, each with a variety of shades of meaning and, what is 
more important, with certain shades of democracy overlapping certain 
shades of nondemocracy. Concepts such as these may be referred to as 
dialectical (Georgescu-Roegen, 1971, pp. 45-47). Dialectical notions are 
distinct, though not, as their arithmomorphic counterparts, discretely so. 
Each is surrounded by its own penumbra of meanings. Any dialectical con­
cept is distinguishable from all others (including its opposite), since no two 
penumbras can be identical. But, although impossible with arithmomorphic 
concepts, a country can be both a democracy and a nondemocracy at the 
same time. 
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Now formalism, as it appears in economics, is clearly based on arith-
momorphic concepts. But with dialectical contexts, since a thing can be both A 
and not A at the same time, the formalist rules for constructions and deduc­
tions do not apply. In particular, deductive logic can not be employed be­
cause it requires the discrete distinction of the objects on which it operates. 
One may still, however, make assumptions and reason with dialectical ideas, 
as the following passage due to Russell shows: 

Not only are we aware of particular yellows, but if we have seen a sufficient 
number of yellows and have sufficient intelligence, we are aware of the universal 
yellow; this universal is the subject in such judgements as "yellow differs from 
blue" or "yellow resembles blue less than green does." And the universal yellow 
is the predicate in such judgements as "this is yellow." ... (Russell, 1959, p. 212) 

Dialectical reasoning can be checked in at least two ways (Georgescu-
Roegen, 1971, p. 337). The first is by use of the ancient Socratic method: 
systematic questioning of all aspects of argument. The second is by working 
through arithmomorphic similes. Dialectical reasoning can often be likened 
to various arithmomorphic arguments, although none of these test argu­
ments is ever capable of replacing the original in its entirety. Error uncov­
ered by either the Socratic method or the employment of deductive logic in 
an arithmomorphic simile clearly casts doubt on the original dialectical 
reasoning. But even though it provides a certain comfort and satisfaction, a 
lack of detection of error does not imply correctness. 

Most important concepts in economics are really dialectical in character. 
In actuality, for example, there is generally no such thing as the single, 
unique price of a good.' Rather, any commodity usually has an entire 
penumbra of prices at which it is sold. Moreover, because of the great 
variety of forms in which commodities normally can be produced, the line 
marking the "end" of one commodity and the "start" of another is often 
difficult to determine. Thus in saying that certain goods are sold in certain 
markets at certain prices, the underlying conceptual referents of "goods", 
"markets", and "prices" are purely dialectical. Other examples of dialecti­
cal concepts are the preferences of an individual, the technology of produc­
tion, and the various forms of competition that may appear in markets, etc. 

Formalist analysis in economics abstracts from such concepts to secure 
discretely distinct (arithmomorphic) notions which are then converted into 
variables. It is among these kinds of variables that formalist relations are 
defined and manipulated. As will be seen below, the relations themselves 
may be viewed as abstractions from underlying dialectical processes. In this 
sense, formalisms in economics may be described as arithmomorphic 
similes extracted from a dialectical base. 
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Arithmomorphic Abstraction 

Consider a dialectical idea such as the price of good x, and suppose the 
arithmomorphic notion of the price of j ; is drawn from it. Suppose further 
that the arithmomorphic price of x is permitted to range over all nonnegative 
real numbers. Thus the arithmomorphic variable called "price of x" is 
obtained. An arithmomorphic variable, then, is defined by extracting an 
arithmomorphic concept from a dialectical one and specifying the collection 
of discretely distinct realizations or values that the concept may possess. 

Although the variable "price of x" is quantitative, there is nothing in the 
construction of an arithmomorphic variable requiring that measurement be 
possible. To illustrate, from the dialectical notion of the form of competition 
in the market for x, extract an arithmomorphic counterpart. On 3-by-5 
cards, say, write down descriptions of each of the various forms of competi­
tion that may appear in the market for x—one description on each card. 
Take these descriptions to be discretely distinct even though the prose on 
each card may appear to be imprecise and fuzzy. Assume that the relevant 
group of investigators agrees that this collection of descriptions is appropri­
ate for the purpose at hand. Then the variable "form of competition in the 
market for jc" may be defined as that which takes on as values the description 
on any 3-by-5 card in the collection. Another example of such a variable 
(and one employed in the sections on the firm below) is the (set of) activities 
in which an employee engages while at work. Each of its variable values, 
too, may be thought of as a description on a 3-by-5 card. 

The question of whether the 3-by-5 cards in a given collection of variable 
values can be supplanted by numbers that meaningfully measure the de­
scriptions on them in some way is a separate matter. To answer it requires 
formalisms that are entirely different from those employed in the analysis of 
the particular economic phenomena under scrutiny. Measuring the descrip­
tions on the 3-by-5 cards implies that all of the important information on the 
cards is encapsulated in certain abstract properties, and that the specific 
form in which these properties arise in the description on any one card 
permits that card to be replaced by a single number conveying the same 
information as on the card.^ For example, if each card described a person of 
a certain "oldness", and if oldness were all that mattered, then a number 
representing the age of the person described could possibly be substituted 
for the description on the card. The formal conditions under which such 
replacement is valid in general are complex. To be able to measure ordinal-
ly, say, requires the presence of a reflexive, transitive, and total ordering 
relation defined among the 3-by-5 cards such that the interval topology, 
based on the equivalence classes generated by this ordering, has a countable 
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base. The details and the requisites for other forms of measurement are not 
considered here.^ Suffice it to say that the more (relevant) information on 
the card that is not reflected by the number assigned to the card, and the 
more extraneous information entrapped by the number itself, the less 
meaningful the measure. Thus the price of jc is not a good measure of the 
quality of the commodity x since the price of x contains information having 
nothing to do with the quality of x, and there are many aspects of the quality 
of jc that need not be mirrored in its price. In any case, it has already been 
noted that measurement is not a prerequisite of formalism, and none is 
assumed in present discussion. Arithmomorphic variable values then, are 
generally viewed as descriptions on 3-by-5 cards that are discrete and un­
changing over time. 

Suppose now that the variables and relations for a formalist analysis have 
been distilled from their dialectical foundations. (The extraction of arith­
momorphic relations from dialectical processes is the topic of the subsection 
"From Processes to Functions.") Several issues concerning the properties of 
the spaces of variable values, the meaning of the relations defined on them, 
and the apparatus for the manipulation of these relations still have to be 
discussed. In the next few paragraphs each is considered in turn. 

Specification of spaces of variable values (the sets over which the vari­
ables range) and the properties these spaces are to possess is one of the 
important elements in proceeding to the start of any formal analysis. Indeed, 
Hofstadter (1979, pp. 611-613) has suggested that the proper choices in this 
regard may be crucial to the solution of many real problems. Economists, 
however, have tended to ignore the issue. When variables are quantifiable, 
the relevant spaces are almost always taken to be Euclidean. Other possi­
bilities are seldom considered, in spite of the proven usefulness of non-
Euclidean spaces for analyzing the physical world. As of now, nonquanti-
fiable spaces have hardly been employed in formal analysis in economics, 
and there is still much to learn about them. One specification of such a space 
has been given by Katzner (1983, sees. 3.2, 3.3). In any case, the specifica­
tion of the space over which a variable ranges contains implicit theoretical 
statements about the variable itself. 

Also implicit in the specification of spaces and their properties are rules 
for manipulation of the variable values. The weakest rule that one can give is 
a scheme for classification. Somewhat stronger is the designation of order, 
that is, the imposition of an ordering relation among the elements of the 
space."* Thus in the section on social interaction below, values of the variable 
"activities in which a worker engages while on the job" are classified by 
certain "rule sets" and ordered according to their impact on output. With 
enough quantification present, the arithmetic operations of addition, sub-
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traction, multiplication, and division provide still further manipulative 
tools. 

It should also be noted that although an infinite number of descriptions on 
3-by-5 cards can never be written down, infinite collections (both countable 
and uncountable) of such cards can certainly be imagined. Economists and 
other social scientists do so all the time (Katzner, 1983, sec. 7.2). Infinite sets 
of nonquantifiable elements may be accepted in the same sense that infinite 
sets of numbers are employed in quantitative contexts: Such sets exist only in 
the minds of investigators and have no basis in reality. In this way, the set of 
all values of the variable "activities in which a worker engages while on the 
job" is thought of as a possibly uncountable set in the section on social 
interaction. Recall that such conceptualizations are the source of one of the 
criticisms aimed at the formalist school many years ago. 

Arithmomorphic relations among arithmomorphic variables are frequent­
ly expressed as mathematical functions. And, of course, the definition of 
function does not rely on measurement: Let_y and x be two variables defined 
over sets called, respectively, the domain and range. (These may actually be 
vectors of variables such as y = ( y i , . . . ,yy) and A: = (x , , . . . ,j;:/).) Then the 
function / , often written as 

^ = / ( y ) 

is a rule which assigns to each element of the domain a unique element in the 
range. When y and x are not quantifiable, / is defined by indicating which 
value of X is associated to each value of y. This is the meaning of the functions 
involving nonquantified variables used to analyze social interactions in the 
firm in the section on social interaction. In the numerical case, / m a y be 
characterized either by listing the associations between x and y or by sum­
marizing them in a formula such as 

x=f{y) = y + l 

Consider, for a moment, the latter. The formula J: = y -I- 2 is generally 
taken to be a rule which indicates that values of A: are obtained from values of 
y by adding the number 2. But according to Wittgenstein (see Wright, 1980, 
pp. 21-38), it can not be said that every time one sees j : = y + 2, one is 
committed to interpret its meaning in this way. Individuals are always free to 
choose their interpretation at each encounter. There is no reason why a 
person could not invoke the above interpretation of JC = y 4- 2 today and 
employ an entirely different one tomorrow. 

Naturally, individuals can be trained to understand jc = y -I- 2 in a certain 
way. Or they can negotiate over its meaning and possibly agree on an inter­
pretation. But someone else with another kind of training or not a party to 
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the negotiated agreement may well come along and comprehend the mean­
ing ofx = y + 2 differently. This is because each individual learns meanings 
by making inductive inferences from past experience. These understandings 
are one's own and can never be conveyed to another. For two persons to 
arrive at the same meaning, then, they must have the same experiences and 
must make the same inferences from them—an unlikely occurrence in the 
absence of negotiation or similar training. 

The upshot is that the relations of any formalist analysis are always sub­
ject to new interpretations and changed meanings, and such is the case even 
if the dialectical foundation from which it springs were to remain constant. 
Thus the same formalist analysis of a given phenomenon at two separate 
times can not guarantee the same conclusions in advance. Formalism, then, 
can not be said to provide an absolute standard against which the conclu­
sions of other types of analyses can be compared. 

It remains, in this subsection, to consider the rules for manipulating the 
relations of a formalist analysis. As with the formalist school, these rules 
turn on the principles of deductive logic. Although deductive logic has no 
relevance in the underlying dialectical base of the analysis, its force upon 
application in arithmomorphic abstractions is well known. 

The most fundamental operation that can be performed on functions is 
composition or elimination of variables by substitution. Thus, two functions 
/ a n d g , say 

x=fiy) and y = g(z) 

may be combined into h by eliminating _y: 

x = h{z) 

where 

h{z)=f[giz)] 

and h is referred to as the composition o f / and g. To be useful, function 
composition must exhibit two characteristics: It must be closed, that is, 
the composites it produces must always be functions, and it must be 
associative.5 The simplest algebraic structure conforming to these prop­
erties is called a semigroup.^ Hence the least that can be postulated about 
the functions of a formalist analysis is that they are elements of a semigroup 
under function composition.^ 

Additional techniques for manipulating functions may also be intro­
duced. Inverting functions to obtain inverses and partial inverses is a possi­
bility (Katzner, 1983, ch.4). In the quantifiable, case functions may also 
be added, subtracted, multiplied, divided, differentiated, integrated, and 
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SO on. Clearly, each insertion of a new manipulative rule complicates the 
algebraic structure required to support formalist analysis. 

It should be emphasized that the postulation of a semigroup structure 
does not imply the presence of ordinal, cardinal, or ratio measures. First of 
all, the conditions for the existence of such measures are not all met by 
semigroup structures. And second, the functions of the semigroup may 
express the substantive relations of the analysis rather than the relations 
required for the construction of numerical scales. Thus the convenience of 
numerical representations, with their attendant arithmetic tools of man­
ipulation, is not necessarily available. What is at hand are the discrete 
variable values and the functions or laws relating them, both of which persist 
as constants through time, the operation of composition for manipulating 
functions which is closed and associative, plus any other elements such as 
inverses that may be introduced for analytical purposes. All dialectical 
facets of thought have been exorcised. 

Time and Change 

As far as human capacity to sense nature is concerned, there is no such thing 
as an "instant of time". Rather, time is perceived as a series of imprecise and 
overlapping durations in which the future becomes the inexactly felt present 
and then slips into the past. It is a dialectical concept (Georgescu-Roegen, 
1971, pp. 69-72). The idea of instants of time (or discretely distinct time 
periods) all lined up one after the other is an arithmomorphic abstraction. It 
permits identification of the linear continuum as the standard reference for 
keeping track of the movement of time. The use of dynamic equations 
(differential or otherwise) in formalist analysis depends on it. 

Time and change are tightly interwoven; one can hardly be discerned 
without the other. Change, unobservable at an instant of time, is capable of 
detection only over durations. Although the distinction between sameness 
and change rests ultimately in the beholder, judgments as to whether a 
change has actually occurred turn on the relation of the thing in question to 
its "other". Change can only appear in contrast to the environment in which 
it is set. And because there are no clear-cut boundaries dehneating where it 
begins and ends, change, like time, is dialectical in character (Georgescu-
Roegen, 1971, pp. 63,69). 

One way of describing change is with the notion of process (Georgescu-
Roegen, 1971, pp. 213-215). A process involves something happening, cer­
tain events or changes taking place over time. Each process is defined by the 
happenings that make it up. All remaining events constitute the process' 
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Figure 5-1 

environment. The process itself can only be understood in terms of the 
relationship beween these two collections of occurrences which dialectically 
overlap each other. 

To extract an arithmomorphic analytical representation of a given pro­
cess, that is, to reduce change to motion or displacement as described ear­
lier, an arithmomorphic boundary partitioning reality is drawn between the 
process and its environment. (Figure 5-1 provides a schematic illustration.) 
Included in this boundary is a specification of the finite (arithmomorphic) 
period of time over which the process is considered. Neither occurrences 
entirely within the process nor entirely within its environment can be seen. 
Only arithmomorphic objects crossing the boundary that remain unchanged 
over time are capable of observation. (Recall that any change actually per­
ceived in these arithmomorphic objects is regarded as merely apparent 
change having no significance.) Thus the analytical representation of the 
process consists of the record of boundary crossings over the interval of time 
in question. Elements crossing from the environment to the process are 
called inputs; those passing from the process to the environment are outputs. 
(In figure 5 -1 , only one input arrow and one output arrow are drawn. These 
are intended to represent schematically all inputs into and outputs from the 
process.) 
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Figure 5-2 

Observe that in taking the analytical representation of a process to be an 
arithmomorphic boundary, all intentions of analyzing what goes on within 
the process must be given up. Of course, it is always possible to peer "inside" 
the process by drawing a second arithmomorphic boundary and dividing the 
original process into two subprocesses, so that the output of one subprocess 
provides part or all of the input for the other (figure 5-2). But the two 
subprocesses are themselves independent processes, and the events occur­
ring within each remain hidden from view. Note also that since a process is 
considered to have only a finite duration, whatever transpired before and 
whatever might happen after the relevant time period is ignored. 

From Processes to Functions 

Just as the variables of formalist analysis may be seen as emerging from 
dialectical concepts, so may the functions of formalist analysis be thought of 
as extractions from dialectical processes. Although the reduction of dialectical 
processes to arithmomorphic analytical representations of them has been 
described in the previous section, additional steps are needed to convert the 
latter into functions. These steps are now considered with special reference 
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to the case of neoclassical production for illustrative purposes. The produc­
tion function appearing in the following section as equation 5.2 is of the same 
sort as that derived here. 

Let an analytical representation of a dialectical process be given and 
suppose the interval of duration is {t: 0 s f < fO}, where n s a real (arith-
momorphic) variable representing time. (It is convenient, henceforth, to use 
the term "process" synonymously with its analytical representation.) Thus 
the process (that is, its analytical representation) starts at r = 0 and ends at 
t — t^. The first step is to thin all boundary crossings to not-necessarily-
quantifiable arithmomorphic entities. If there are J distinct arithmomorphic 
input-boundary-crossing variables indexed by ; = 1, . . . , / , and if >'y(0 de­
notes the value of input variable ; at time t (that is, an input boundary 
crossing at t), then the vector of input boundary crossings at f is y (f) = [ y i {t), 
... ,yj{t)], and the collection of all input boundary crossings for the dura­
tion of the process is 

Y={y{t): OsfSfO} 

Similarly, with Xi{t) representing the value of output variable i at time f, 
where / = ! , . . . , / , and with x(t) = [jt,(0, •.. ,x,{t)\ the complete set of out­
put boundary crossings for the process appears as 

X={x{t): 0 « ?«;/"} 

The pair {Y, X) is one (arithmomorphic) description of the process. 
The representation of a process as the culmination of all input and output 

boundary crossings encompasses several special instances which are worthy 
of brief mention (see Georgescu-Roegen, 1971, pp. 215-217). To begin 
with, some inputs might enter the process and, like catalysts in a chemical 
reaction, subsequently exit without noticeable change. This can be captured 
by the statement that 

Xi{t + k)=yj{t) 

for appropriate / and /, and some positive real number k. In another inst­
ance, some entering inputs could be completely "used up" by the process 
and never exit as outputs, while certain exiting outputs produced by the 
process may have no counterpart as entering inputs. Lastly, inputs might be 
modified or only partially used up by the process, and hence exit in a some­
what different form from that in which they entered. Here the entering 
inputs may be regarded as different variables from the exiting outputs. 
These special cases find illustration in the production process of growing 
corn, in which land is often described as an input that is unchanged by the 
process; rain an input that is completely used up; ears of corn an output that 
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does not appear as an input; and an entering spade that exits with increased 
wear, an input that is modified by the process. 

It is also possible in a production process to divide inputs into two cate­
gories: those that are flows per unit of time (such as seed and fertilizer in the 
corn example) and those that are "agents" that use or act on the flows (like 
labor and spades). But such a distinction is not worth pursuing in the present 
discussion (Georgescu-Roegen, 1971, pp. 219-234). 

Of course, a process need not always be depicted by the same pair {Y,X), 
although only one pair can be observed for every process. Conceptually, for 
any given process, different input values of the same variables at the same 
times—that is, different sequences of input boundary crossings—would 
generally give rise to different sequences of output boundary crossings or 
output variable values. Let 'W be the set of all conceivable sequences, Y, of 
input variable values and ^ be the collection of all possible sequences, X, of 
output variable values. Then the complete arithmomorphic analytical repre­
sentation of the process is the set of ordered pairs , / (F, X), where A'is in 3f, 
y is in i^, and the ordered pair {¥, X) is i n / ( y , X) provided that Xh the 
output sequence when Y is the input sequence. (To speak about neoclassical 
production, one would have to add a condition of efficiency or maximization 
in the specification off.) If correspondences such as/are to be the functions 
employed in a formalist analysis, then the distillation from the original 
dialectical process stops here. 

Otherwise, the next step in reducing a process to a function is to focus 
attention on one of the output variables and ignore all others. Dropping the 
subscript on x, let x(t) now represent the value of the selected output vari­
able at time t. Keep_y (f) as before. Assuming that the ordered pairs i n / ( y , 
A') associate exactly one ^ i n ^ to each input sequence Kin -ĝ , the relation/ 
becomes a function and may be written as 

X=fiY) 
However, / i s not a function in the usual sense. To see why, observe that Y 
and X actually describe, respectively, a vector of functions of t and a (scalar) 
function of t. These functions are frequently denoted by the previously 
introduced symbols y(t) and ^ (0 . Thus / is really a functional, mapping 
functions y into a single function x, or 

x=fiy) 
where the functional argument ?, though present, has been excluded to 
simplify notation (Georgescu-Roegen, 1971, p. 236). 

Occasionally, functionals are taken as the functions in a formalist analysis 
by economists. More often, however, ordinary functions are employed. The 
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final step is securing such functions is to make assumptions about the nature 
of the y{t) and x{t). Indeed, appropriate specification of J// and ^' is capable 
of turning/into either a static or dynamic function. If, for example, one were 
to suppose that 

y{t)=yit') and x{t)=xit'), 

for all t and t', and for all y(t) in cji/ and x{[) in i£, then all functions x(f) 
and y{l) are constant functions, and the functional / becomes an ordinary 
function of (not-necessarily-quantifiable) arithmomorphic variables that 
are independent of time. This may also be written as 

•v=/(y) 

where y and x are now interpreted as ordinary time-independent vector and 
scalar variables. 

It is clear, then, that the arithmomorphic functions employed by econom­
ists in formalist analyses may be viewed as extractions from dynamic, dia­
lectical processes. Following the above path in the case of neoclassical 
production, the initial process is diluted to a static, technical structure that 
merely indicates possible (efficient) ways to combine inputs into outputs. 
Naturally, the deletion of time precludes serious discussion of change. 

Social Interaction in the Economic Firm: 
An Example of Formalism 

The next task is to provide an example of a formahst analysis. This will not 
only illustrate what formalism can do, but will also serve as the basis for 
subsequent discussion of its power and limitations. To fully display the depth 
of formalist argument, it is necessary that the example be both detailed and 
complete. Furthermore, to be able to distinguish the power of formalism as 
distinct from that of quantification (remember that arithmomorphic extrac­
tion does not imply measurement), the example focuses almost exclusively 
on nonquantifiable entities. In presenting the example, the preceding sec­
tion's derivations of concepts, variables, and functions from their cor­
responding dialectical thought-forms are not repeated for each concept, 
variable, and function employed. Rather, all such derivations are taken as 
having already been accomplished, and discussion begins with these con­
cepts, variables, and functions in their arithmomorphic state ready for use. 
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The Problem 

The idea of production function is one of the cornerstones on which the 
neoclassical theory of the perfectly competitive firm rests. Given technolo­
gy, a production function describes the maximum output obtainable from 
every possible combination of inputs. In one common version, the theory 
postulates certain nonnegativity, smoothness, increasingness, and convexity 
traits of technology which are represented as properties of the production 
function. It then supposes that the firm, being faced with "fixed" market 
prices, bases input and output decisions on profit maximization. Thus the 
firm's input demand and output supply are derived as functions of input and 
output prices. The characteristics of these latter functions, i.e., the so-called 
comparative-statics propositions, are deduced from the initial restrictions 
placed on the production function. 

As pointed out earlier, this theory has no choice but to treat the produc­
tion process as a "black box". And the theory clearly draws the boundary of 
the process in such a way that inputs go in, output comes out, and no 
questions are asked in between. But unfortunately, it is equally clear that, in 
addition to inputs and technology, production also depends on the specific 
people involved in the production process and on what they do and do not do 
while employed. Individuals, after all, are hired to perform particular 
tasks within the Hmits of certain rules. A salesman has to decide how to ap­
proach and deal with prospective buyers; a carpenter may have to choose 
the order in which wood is cut and nailed together. Hence with the same 
technology and numerical input quantities, output can vary significantly 
according to whether the rules are reasonable, the extent to which the 
relevant individuals are wiUing to follow them, and the extent to which they 
foster cooperation within the firm. Cases in which output has lagged at 
certain times due to nontechnological "internal" problems even in the most 
well-supplied and technologically "advanced" firms are observed often.^ At 
the opposite extreme, productivity has been known to soar during periods in 
which other social arrangements obtained.^ These issues can only be consi­
dered by drawing the boundary of the production process somewhat dif­
ferently. 

The formalist analysis presented here attempts to begin such a program 
by developing an economic model of the "perfectly competitive" firm which 
attempts to account for a small part of the social interaction naturally occur­
ring among employees. Nonlabor inputs are treated in the traditional 
fashion. But rule structures, influence, cooperation of workers, and incen­
tive schemes are introduced'" and the potential for still further generali­
zation is suggested. Both individuals and the firm itself are taken to be 
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maximizers. Input demand and output supply functions are derived and 
their (comparative statics) properties relating to modifications in workers' 
skills and preferences are studied. The meaning and importance of Pareto 
optimality (efficiency) within production also is considered. The argument 
follows in the tradition of Coase (1937), Dunlop (1958), Leibenstein (1976), 
and Simon (1956b), formalizing and pursuing many of their ideas. It draws 
heavily on Gintis and Katzner (1979). 

The Firm 

Let there be K workers in the firm and index them by k, where k = 0,..., K. 
Designate the director by k-0. Assume lines of authority are pyramidal 
(with the director at the top) so that every worker k=^0 has exactly one 
supervisor. All workers except those at the bottom end of a line of authority 
have at least one subordinate. Any worker who supervises k, or the super­
visor of A:, or the supervisor of the supervisor of k, etc., is said to be above k 
in authority. Of course, the director is above all /c ^ 0, and k is below all those 
above him. The co-workers of k are those workers who have the same 
supervisor as k. The set of all workers can be partitioned into nonover-
lapping and exhaustive subsets, each of which is a class of all mutual co­
workers. Suppose there are / such classes enumerated by ; = 1, . . . , / . 

As an illustration, consider the pyramid drawn in figure 5-3. There are 19 
workers, each denoted by a dot and assigned a number. The dot associated 
with 0 represents the director. Lines indicate the flow of authority from the 
director on down. Thus worker 3 supervises 7 and 8 and, in turn, is super­
vised by the director. Persons 5, 1, and 0 are all above worker 11, while 17, 
18, and 19 are below him. There are 9 co-worker classes: {1, 2, 3}, {4, 5}, 
{6}, {7, 8}, {9, 10}, {11}, (12,13,14,15}, {16}, and {17, 18,19}. Observe 
that worker 5 is neither above nor below persons 2, 6, and 10. Nor is he a 
co-worker of these individuals. 

Each worker k supphes labor time ef, to the firm. All units of labor time 
coming from the same person are homogeneous and can not exceed some 
maximum. During time supplied, the employee performs activities or acts A^ 
which fall within the terms of the work contract." These activities involve 
social interactions among employees and are limited by the technological 
imperatives of production. It is not necessary that the a^ be quantifiable: As 
described earlier; the only restriction is that each "value" of a*̂  be capable of 
distinct, discrete verbal description. The collection of values over which o/^ 
may range is called k's activity set and is denoted by Af,. Write a = (oi, . . . , 
Qfc) and A=AiX ••• x Af(. In addition to activities, each worker also 
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provides rules that constrain the activities of all workers below him. The 
furnishing of rules may be thought of as an "administrative" activity sepa­
rate from all other activities and singled out for special attention. Recalling 
the example of figure 5-3, worker 5 say, receives rules from 1 and 0, and 
issues rules for 11,17, 18, and 19. Suchrulesaredefinedby the subsets of the 
activity sets they determine. Rules may be so restrictive as to dictate exactly 
what must be done (i.e., select a single element from the relevant activity 
set) or they may allow for considerable flexibility and choice. Moreover, the 
nature of the rules so promulgated may be legally limited. '^ 

It is worth remembering at this point how far these notions of activities 
and rules really are from their underlying dialectical counterparts. All of the 
subtle variations in activities in which one activity overlaps another have 
disappeared in the discretization of the values that the variable "activity" 
may take on. Either a worker does a particular job or he does not—there is 
no in-between. The designation of rules as a subset of these activity variable 
values, then, imposes greater rigidity and less flexibility in communication 
among persons than one would, as a practical matter, expect. That is, the 
nuances of the rules themselves, as well as those of the way in which they 
are transmitted, are necessarily lost in the formalization of this kind of 
human interaction. 

Consider the rules received by person k' from above. If k is above k' # U, 
let/?^.^. vary over possible rules prescribed by A: for/c'. Then Ri^i^' £/4<... The 
collection of rules imposed on k' by all persons above him (including the 
director) is 



FORMALISM IN ECONOMIC THOUGHT 157 

Pk'= n^Rkk' (5.1) 

where the intersection is taken over all k above k'. Note p/^^ ̂ A/^'. It is not 
necessary that the sets R^k- be nested, that is, become smaller, as k moves 
from 0 to k'—although in practice, actual rule sets may wind up having this 
property. If, for example, the director wants to have certain things done in 
certain ways, then he promulgates rules for all workers ensuring that his 
wishes are met. Rules issued by persons between the director and k' may 
permit more freedom than the director's rules. But k' is constrained by the 
director's more restrictive rules anyway and can not take advantage of larger 
rule sets even if issued by intermediate persons above him. Of course, for a 
sequence of rules imposed on k' to be viable (consistent), pi^^ can not be 
empty. Assume that workers obey all rules handed down from above and 
that there are no monetary costs associated with the implementation of any 
rule. 

Persons not at the bottom of the pyramid of authority post rules for all 
individuals below them. Let r^ be the vector of rules issued by worker k. The 
components of r^ are the Rkk' for appropriate k'. Take r^ to vary over some 
admissible set, ,#^, of vectors of rules. For notational simplicity write 
/•= (/•,,... ,rfc) and S^=(0tx,..., J?A:)-where it is understood that if, say,/c' 
has no workers below him then 3^^' 's empty and r̂ .̂ has no meaning. Both 3i 
and the director's rule vector, ro, are presumed given. 

Output, in the present context, depends on quantities of labor time and 
nonlabor inputs employed by the firm as well as on activities (consistent with 
rules received from above) and rules for subordinates chosen by workers. 
Suppose, insofar as their contribution to output is concerned, the firm re­
gards all individuals from the same co-worker class as more-or-less identical. 
The labor hours contributed by co-worker class / may be viewed as 
homogeneous and combined in 

where the sum is taken over all persons in class/. Let >', represent quantities 
of nonlabor input i, where ( = 1 , . . . , /, and let x denote output. Write 
y = {y\. •- • ,yi) and z = (Z), . . . , Zj). Then the firm's production function is 
given by 

x=f{y,z,a,r) (5.2) 

defined for all y > 0, z > 0, a in /i and r in M. Actually since it only serves to 
limit the values that a can take on and does not affect output directly, r need 
not be listed as an argument of/. But retaining r in the production function 
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introduces no difficulties and at the same time provides convenience and 
suggestiveness that is useful below. In the currently fashionable theory of 
the firm, y and z are picked by the firm and the presence of a and r are 
ignored. The following retains selection oi y and z within the province of 
the firm but views the choice of a and r (except ro) as coming from the 
worker. Determination of y and z are considered first for fixed (but not-
necessarily-quantifiable) values of a and r. 

Let the firm pay each employee k a wage w^ per unit of time according to 
the incentive function w* where 

w,= W>^{ak,r,) k=l,...,K (5.3) 

and W* is defined on A/^x ^^. Nonmonetary incentives such as the possibil­
ity of promotion and guaranteed long-term employment are not considered. 
Because rules dictated from above restrict person A: to a subset p^ of A^ 
(recall equation 5.1), some wages w/^ might not actually be available to him. 
Moreover, since the firm makes no distinctions between co-workers, it is 
reasonable to require that for any pair of workers k' and k" in the same 
co-worker class, incentive functions reward equal work with equal pay. Let 
"equal work" be defined for k' and k" in terms of some equivalence 
relation@jt.;t"On (y4(t'X ^^•) U (Ayf. x ^^t")-Then the firm provides equal 
pay for equal work when for all (ak',rk) in A/^' x ^,^. and all {ak",rk") in 
Ak" ^ ^k", 

(ak',rk')<Bk'k'{ak';rk") 

if and only if 

Wk' = Wk" 

Supposing, moreover, that all workers in each co-worker class execute equal 
work, there are only / distinct wage rates paid by the firm namely, Wi, . . . , 
Wj. Note the aforementioned fixity of (a, r) in the production function 5.2 
now imphes that the Wj play the role of given parameters. Under these 
conditions the profit, 77, of the firm is expressed as 

7̂  = «/"(>'. ^. «. r)-p-y-wz 

wherep is an /-vector of nonlabor input prices, w = {w^,..., Wj), q denotes 
the price of the output, and the dot indicates "inner product." To keep 
matters simple, the director is paid out of profits rather than provided a 
wage. 

The selection of incentive functions W^ by the firm (or its director) de­
serves comment. On one hand, the W* may be constant functions assigning 
the same wage to every (ak,rk). Alternatively, those values of (a,r) = (a,. 



FORMALISM IN ECONOMIC 1HOUGHT 159 

. . . , an, ri,... ,rj) which enhance the productivity or profitabiHty of the firm 
may be rewarded with a higher wage by the W*. In the latter case, however, 
suppose that for fixed values of q, pi, ...,p,, y, and z, output is higher at 
(a',r') than at (a",r"). If profit is also to be larger at {a',r'), then it is 
necessary for the firm to set the W* so that the additional wages paid em­
ployees at (fl',r') over those paid at (a",r") are less than the additional 
revenue received at {a',r'). Were this not always the case, then the most 
productive (a,r) need not be the most profitable, and hence moving to 
increase productivity might reduce profitabiHty. Formally, the collection of 
incentive functions {W*}, one for each employee k = I,..., K,\s said to be 
profit-efficient^-^ whenever 

fiy,z,a',r')^f(y,z,a",r") 

implies 
J 

qf(y,z,a',r')-p-y- Iz^Wia', r')^ 

J 

qfiy, 2, a", r") -p-y-l ZjWJ(a", r") 

for all (a', r') and (a", r") in Ax St, and all y > 0 and z > 0, where W is a 
representative incentive function for co-worker classy. Profit-efficient incen­
tives, then, have the property that productivity increases due to changes in 
(a,r) always are translated into greater profit. Note that in addition to 
incentives which provide wage raises that are smaller then resulting revenue 
increases, all collections of constant incentive functions are also profit-
efficient. 

As usual, p and q are determined in perfectly competitive input and 
output markets. Continuing with the restriction that a, r, and hence w are 
fixed, assume further that/ , as a function of _y and z, has sufficient nonnega-
tivity, smoothness, increasingness, and convexity properties to validate the 
propositions stated below. Now \etx,y, and z be chosen so as to maximize v. 
Then in the traditional way, values of marginal products at the maximum are 
equated to input prices: 

qfiiy, z,a,r)=pi i=l,...,I 
qfi + j{y,z,a,r) = Wj j=\,...,J 

where p, is the price of input i and /; (or f, + j) is the partial derivative 
of /wi th respect to its /•'' (or /4-y'h) argument. Solving and substituting 
the solution into 5.2 yields the ordinary input demand and output supply 
functions. 
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y, = h'{q,p,a,r) / = ! , . . . , / 
Zi = h'+'iq,p,a,r) i=\,...J (5.4) 
X = h' ̂ ^ ^ ^ {q,p,a, r) 

except that here x, y, and z also depend on a and r. As long as the latter 
remain fixed, the well-known comparative statics properties of such func­
tions apply. To the extent that the given vector {a, r) does not reflect equal 
work by ail pairs of workers in the same co-worker class, these results must 
be modified accordingly. 

Thus even in this more general setting, the time-honored theory of the 
economic firm remains essentially intact. But it now is embedded in a world 
which recognizes that individuals are responsible for carrying out the ac­
tivities of production, and that the way these responsibilities are met is a 
significant element in determining the firm's output and profitability. The 
coordination and accomplishment of the activities of production alone, 
without direct reliance on a price mechanism for guidance is, according to 
Coase (1937, pp. 388, 389), the distinguishing feature in the economist's 
notion of a firm. The next section looks at the individual's decision making 
and at some of the coordinating instruments that bring the activities of 
production to fruition. 

Workers 

Two coordinating instruments, of course, have already been built into the 
model. First, rules arc issued from the director down through the pyramid of 
authority and these serve to define the activity limits within which each 
worker may operate. Second, an incentive function (equation 5.3) is fur­
nished for each worker in an attempt to induce him to choose, within bound­
aries set by the rules imposed upon him, those activities and rules for others 
that are best from the point of view of the firm. A third coordinating instru­
ment, introduced here, is the leadership and influence exercised by super­
visors in their provision of information, training, encouragement, and 
advice to subordinates. Such leadership is needed to support supervisors' 
authority since the latter often is insufficient to guarantee "correct" choices 
of activities and rules by subordinates (see Simon, 1957a, pp. 14, 15). This 
last coordinating instrument is accounted for by supposing that each worker 
ki^Qperceives a goals and premises {g-p) function 

g.^GXia^r,) (5.5) 

on Ak X ,^ i , in which g^ varies over ordinal numbers expressing what he 
thinks to be the preferences of his supervisor for points in 4^ x ^i^. The G* 
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are taken to be given and the characteristics they might be expected to 
possess are not discussed, g-p functions are independent of incentive func­
tions. They rely on social rather than economic pressures for their effect. 

It should be noted in passing that, among other things, workers may also 
be influenced by the values of their co-workers, and by the information 
(relevant for their job or otherwise, true or false) circulating around the 
firm. These kinds of social interactions are not difficult to include; but since, 
in light of present purposes, there is little to be gained by doing so, the 
necessary effort is not worth expending.'"* Instead, attention now focuses 
briefly on workers' decisions. 

To complete the above description of the economic firm, workers are 
required to choose the activities they perform and the rules they issue. 
Generally these are picked simultaneously along with labor time supplied 
and consumption. It will simplify matters considerably, however, if deci­
sions regarding activities and rules are kept both separate from and prior to 
those concerning labor supply and consumption. In each case the worker is 
assumed to be a constrained utility maximizer. Observe that once activities 
and rules are obtained (as described below) the worker can treat his wage 
per unit of time as a fixed parameter according to equation 5.3. Hence the 
calculation of labor time e^, for every worker fc ¥=(), proceeds in the usual 
manner by maximizing a utility function over consumption-leisure space 
subject to an appropriate budget constraint. 

Turning to the selection of activities and rules, worker k's (k 9^0) utility 
function is written to make the role of incentives and influences explicit: Let 

^lk = u''{ak,rk,Wk,gk) (5.6) 

be defined for all appropriate values of (a^, r̂ ., w/,, g/,). Substitution of 5.3 
and 5.5 into 5.6 yields 

^,= U'<{a,,r,) (5.7) 

where 

Via,, r,) = M^'K, r^, W^ia,, r,), GM«A, r,)] 

and k= \, ..., K. Suppose (a, r) emerges uniquely from the simultaneous 
maximization'^ of U''{ak, r/,) for all k 9^0, subject to the constraints that Ui^ is 
consistent with all rules imposed from above, i.cfljt is in pt, for/c = 1 , . . . , /C. 
Recall that the p^ consist of intersections (equation 5.1) of certain compo­
nents of r. Obviously, the latter constraints ensure that every p^ coming out 
of these K maximizations is nonempty. Thus workers choose internally 
consistent values for (a, r), the firm hires a vector (y, z) as indicated at the 
end of the last subsection, and the firm's output and profit are determined. 
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The assumption of prior determination of (a, r) also permits a simple 
explanation of the functioning of labor markets. In labor market; (there is 
one for each wage) the supply of labor is generated by aggregating over 
workers participating in that market. The behavior of each is based on a 
utility-maximizing, consumption-leisure choice as indicated above. Labor 
demand is secured as the sum across firms of the relevant functions derived 
from profit maximization, as in 5.4. (It is necessary to suppose here, as it is 
within the single firm, that all workers in the market, regardless of where 
they work, do "similar" jobs and are rewarded with the same pay.) The 
market wage Wj is obtained from appropriate components of the predeter­
mined vectors (a, r) for all participating firms in conjunction with incentive 
functions like 5.3. If this wage is too low so that demand is greater than 
supply, then firms adjust incentive functions so that the "same work" re­
ceives a higher wage. If the market wage is too high, competition among 
workers alters incentive functions obversely. Thus, although relative incen­
tive scales are maintained to encourage the worker to behave (while on the 
job) in the interest of the firm, their absolute levels are varied to equilibrate 
demand and supply. 

At this point, three implicit assumptions ought to be brought out into the 
open. First, only social interaction among workers connected along lines of 
authority is considered here. Such interaction appears in the issuance and 
acceptance of rules and incentives, in the attempt by supervisors to influence 
subordinates through goals and premise functions, and in the response of 
workers to these elements as reflected by their choices of activities and rules 
for others. Social interaction among co-workers, such as the interplay of 
personal values and the sharing of information mentioned earlier, has been 
ruled out. Were this not done, individual utility maximization could be more 
complex since decisions made by one person might then depend on those 
made by others. Second, upon selection of activities from utility maximiza­
tion , each worker k is presumed to carry out his chosen activity Q)^ according 
to expected standards. In other words, performance is not determined 
separately after the selection of all (a t̂i ''*:)- If performance were permitted to 
vary, then output could not yet be found from the production function 5.2 as 
described above since the vector (a, r) actually performed would still not be 
known. Third, it is supposed that each subordinate and his supervisor has 
identical perceptions of the former's activity set, of the rules prescribed by 
the latter for the former, and of the preferences of the supervisor for points 
in the subordinate's set A^ x Stk (as appearing in the g-p function facing the 
subordinate). Thus confusion resulting from differing perceptions is pre­
cluded. The Wittgensteinian possibility that a subordinate conceives of his 
job in different qualitative terms from his supervisor (e.g., applies paint to a 
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wall less thickly than the supervisor expected), and hence induces an un­
expected quality to the firm's output, does not arise. 

Skill and Preference Modification 

It is now time to examine some of the comparative statics properties of input 
demand and output supply functions (equations 5.4) with respect to (a,r) 
and the functions W'', G*, and M* lying implicitly in the background. To do 
so, however, first requires the development of analytical structure. In the 
traditional theory of the firm, such structure—upon which derivations of 
comparative-statics propositions with respect to q and p rest—is found in 
conventional economic concepts like "isoquant," in the nonnegativity, 
smoothness, increasingness, and convexity characteristics of production as a 
function of input magnitudes, and also in the commonly used traits of quan­
titative spaces and functions that permit such things as differentiation and 
the definition of numerical order. Clearly none of this is available here and it 
is therefore necessary to start from scratch. 

Discussion begins with three notions of order. Fix k=^0. For any a'^ and 
a'k in Ak, write a'/^^aj^ whenever replacement of a'^ by aj. in the firm's 
production function does not lower output no matter what the values of the 
remaining components O/i' in (a,r) , where k°i=k. Next, for any pair of 
nonempty, admissible rules R'kk' and R'^/^^ imposed by k on k°, define 
R'kk'^R'kk' provided that R'kk'^Rkk' and if a'^- is in R'kk° and ajt« is in 
I^kk°"R'kk'-y then a'k'^al". In other words, R'^k" restricts k° to a subset of 
Rkk" on which output is at least as high as that at any point of R'kk° — R'kk°-
Take r^ > rl to mean R'^k' ^ Rlk° for all A:° below k. Finally, for all (a^., r*) 
and {a'k, r'k), put {a'k, r'k) > {a'k, r'k) if and only if both a'k^a'k and r'k ^ r['. All 
three relations are reflexive, transitive and antisymmetric; and all generate 
the usual derivative relations > and = appropriately defined (see Gintis 
and Katzner, 1979, pp. 283, 284). Confusion will not arise by employing 
the same symbol of order, namely s , for all three meanings. (Note that s 
also refers to "greater than or equal to" when numbers are involved.) 
Context determines the appropriate interpretation. 

The following concepts provide a vocabulary in terms of which subsequent 
comparative statics propositions emerge. The incentive function W* is called 
nondecreasing on Ak whenever a'k^a'k ensures W''(a'k,rk)^W'^{ak,rk) 
numerically, for any a'k.a'k, and tk- It is said to be nondecreasing on 
Ak^-Mk as long as W'{a'k,r'k)^W'^{ak,r'k> arises from {a'k,r'k)^ 
{a'k, r'k), for every a'k, a'k, r'k, and r'k. Similarly, G* can be non-decreasing on 
Ak or Ak X i^k- Now worker ki^Q'is incentive motivated if for all a'k, a'k, r'k. 
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and r'l^, the numerical inequality 

implies (recall equation 5.7): 

He is vertically influenced when 

(also a numerical relation) forces 

{/*(«;,, r;,)>f/*(4',rr) 

again for all a'/,, a'^, rj^, and r̂ '. And he internalizes the values of the firm 
provided that for all aJt, â ', rj^, and r̂ ', if {a'^^r'i^) > (â '̂, r^'), then 

U>^{a',,r',)^U^{alr'i) 

The last three definitions respectively depict worker k's preferences as re­
ceptive to incentives, influence, and the expansion of output. With W* and 
G* nondecreasingony4^ x ,'ii?/,, any person ^ exhibiting one or more of these 
characteristics cooperates "naturally" in the carrying out of production 
within the firm. 

Suppose that the preferences of worker k are permitted to vary. Let '^'^ 
be a class of utility functions each of which represents a unique preference-
order possibihty for k. Thus '^W' contains no increasing transformations of 
any of its elements. Likewise, take T^ to be a collection of admissible incen­
tive functions. Consider any t/* and f7* in "^^ and use the symbolism {df,. Pi,) 
and (aI,, f/,) to denote the (unique) vectors chosen by constrained utility 
maximization from, respectively, U'^ and t/*. If 

then L'* is said to dominate U''. Alternatively, k is referred to as being more 
highly motivated by incentives under U^ than under t/* provided 

W'*(«,,r,)>H'*(«,,r,) 

for all W' in if''. In the former instance, preferences dominate when they 
generate more productive choices; in the latter, k is more highly motivated 
by incentives under certain preferences if choices based on these preferences 
lead to larger wages regardless of the incentive function. The idea that k can 
be more highly motivated by influence under U'' than under (7* is described 
analogously. 

The last definitions introduced here have to do with the skills of the 
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worker. Let A/^ c Al, where A/, '¥=Al, for some k. Person k is said to have 
become more skilled if the following two conditions are met: (i) A^is substi­
tuted for A/, in making his decisions, and (ii) for all (al, rl) and (a .̂, ''*) such 
that rl ^r^, if «<. is in A,, and al is tnAl -A/,, then {al,rl) > (ak,r^). Skills 
are thus improved when act sets expand to include activities leading to 
increased output. But this definition by itself guarantees neither that k will 
use his new skills (i.e., actually choose an act from Al — A/t) nor that co­
workers will not attempt to subvert them. As will be seen momentarily, the 
first possibility can be prevented by invoking one of the notions of coopera­
tion discussed above. To handle the second requires a final concept: The 
firm is receptive to new skills of/: whenever, upon substitution of Al for A/, in 
the simultaneous constrained maximization of all t/*, the p^ (defined in 
equation 5.1) generated by that maximization contain at least one element 
of Al-A,. 

Several properties of the firm's output supply function /i ' + ^ + ' (from 5.4) 
with respect to a, r, W'', G*, and M* can now be described. Each assumes that 
workers are in a utility-maximizing stance and asks what happens to output 
when certain things change and appropriate maximizations are repeated. 
Labor time and nonlabor inputs, that is (y, z), are assumed fixed. The prop­
erties are listed below in a series of six propositions. Proofs are available 
elsewhere."^ 

Theorem 1. Let the firm be receptive to new skills of k and suppose k 
internalizes the values of the firm. If k becomes more skilled and no other 
worker alters his chosen acts and rules, then output either rises or remains 
unchanged. 

Theorem 2. Let the firm be receptive to new skills of k and let W^ be 
nondecreasing on A/,. Suppose k is incentive motivated. If A: becomes more 
skilled and no other worker alters his chosen acts and rules, then output 
either rises or remains unchanged. 

Theorem 3. Let the firm be receptive to new skills of k and let G* be 
nondecreasing on Aj^. Suppose k is vertically influenced. If A: becomes more 
skilled and no other worker alters his chosen acts and rules, then output 
either rises or remains unchanged. 

Theorem 4. Let k change preferences. If the new utility function domi­
nates the old and if no other worker alters his chosen acts and rules, then 
output either rises or remains unchanged. 
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Theorem 5. Let k change preferences and W* be nondecreasing on A^-lik 
is more highly motivated by incentives under the new utiHty function and if 
no other worker alters his chosen acts and rules, then output either rises or 
remains unchanged. 

Theorem 6. Let k change preferences and G* be nondecreasing on A^Mk 
is more highly motivated by influence under the new utility function and if no 
other worker alters his chosen acts and rules, then output either rises or 
remains unchanged. 

To the extent that the weak inequalities (>) in the previous list of defini­
tions are replaced, in theorems 1-6, by their associated strong inequalities 
(>) , the conclusions of these theorems can be strengthened to assert that 
output must rise. If, in addition, incentives are profit-efficient, then profit 
must rise or remain constant with output. 

Thus, in the narrow context of this arithmomorphic model and with the 
deletion of all dialectical possibilities, new skills and new preferences will, 
under certain conditions, increase output and profit. Alternatively put, in 
choosing among individuals to fill its positions, the firm should be interested 
not only in skills but in other attributes, like incentive motivation, as well. 
Further comparative statics questions—such as (i) if output is fixed and 
labor time and nonlabor inputs vary, what is the impact of alterations 
in skills and preferences? and (ii) in what ways are theorems 1-6 and 
the answer to (i) affected by permitting x, y, and z to all change 
simultaneously?—require still additional structure and are not pursued 
here. The problem of how to select the incentive functions W* so as to 
maximize profit given individual utility functions also is ignored. Instead, 
attention now turns to the issue of efficiency within the firm. 

Internal Pareto Optimality 

It is well known that under certain conditions in a perfectly competitive 
economy, equilibrium is Pareto optimal. Thus, with initial endowments 
given, with consumers buying output quantities and supplying factor quanti­
ties so as to maximize utility subject to their budget constraints, with firms 
selling output quantities and buying input quantities so as to maximize 
profit, and with supply equal to demand in all markets, quantities of outputs 
and inputs can not be redistributed among consumers and firms without 
lowering some output or making at least one person worse off. This proposi-
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tion is fundamental to the Walrasian vision of microeconomic reality. Its 
significance lies in the efficiency property it imparts to equilibrium distribu­
tions of inputs, outputs, and consumption. For to say such a distribution is 
Pareto optimal means that the utility (or output) level of any one consumer 
(or, respectively, firm) achieved in the distribution is the largest possible 
given the remaining allocations of the distribution. In other words, perfect 
competition "wastes" nothing at equihbrium. Thus, as suggested by Smith 
(1937, p. 423), the "invisible hand," which coordinates market behavior 
based on maximization, leads individuals to an end which they do not intend 
and which benefits society. 

Previous discussion has attempted to analyze more completely the pro­
duction process within the perfectly competitive firm by drawing its arith-
momorphic boundary so as to more fully describe how production takes 
place. A model accounting for part of the social interaction of employees in 
their jobs has been proposed. Each worker picks rules for those beneath him 
and likewise is constrained in the selection of this own activities by rules 
imposed from above. In making these choices workers also are subjected to 
various influences and incentives. As indicated, everything takes place in the 
context of rationality and perfect competition. And so, with individuals still 
making decisions on the basis of maximization, the traditional question once 
again arises concerning the end toward which workers and the firm are lead 
by the nonmarket invisible hands that, under varying circumstances, co­
ordinate behavior internally within the firm: Is it wasteful or efficient?''' 

The first thing to notice is that efficiency in the economy is entirely inde­
pendent of efficiency within the firm. Pareto optimality may arise in the 
distribution of consumption, output, and input quantities with considerable 
waste in production itself. Obversely, decisions concerning activities and 
rules could result in efficient production even when the optimality of 
economy-wide equilibrium fails—perhaps due to the presence of monopoly 
or other market imperfections. (Previous argument may be modified in the 
traditional manner to accommodate whatever form of imperfect competi­
tion one might wish to impose on the firm.) In what follows, then, interest 
centers on efficiency in production only. As before, the vector (y, 2) is taken 
to be fixed. Notation is simplified by abbreviating the production function 
(equation 5.2) to 

x=f(a,r) 

The same analytical structure introduced to develop the comparative statics 
of input demand and output supply functions (see the previous subsection) is 
employed. 

Let g-p (goals and premise) functions G* and incentive functions W* be 



168 Tl IE RECONSTRUCTION OF ECONOMIC THEORY 

given for every k^O. Write a" = (a", . . . ,0';̂ ) and /•" = ( r" , . . . ,r'x). A vector 
(a", r") in A X ^ is called internally Pareto optimal in production, or just 
Pareto optimal, provided that there is no other (a,r) in A x ^ such that 

U''{a,,r,)-.U''iat,r2) 

for all A: = 1 , . . . , A:, 

U>'ia,,r,)>U>'ia'i,ri) 

for at least one k= \,... ,K, and 

/ ( « , / • ) > / ( « " , / • ) 

where all > refer to numerical relations. Thus at a Pareto optimum, no 
reorganization of production in terms of activities and rules can make one 
worker better off, and no other worker worse off, without lowering output. 
Note that the director is not included in this concept of Pareto optimality. 

On the basis of notions of incentive motivation, internalization of the 
values of the firm, and vertical influence defined earlier, different sets of 
conditions sufficient for Pareto optimality obtain. These are stated as three 
propositions. The parallel between them and theorems 1-3 above is worth 
noting. Once again, proofs are ignored.'^ It is convenient to prescribe one 
assumption beforehand, namely, that both the s on A/, and the > on iH^ be 
total for every k =^0. (Note this implies that > is total on A^ x iH/^ for all 
k= 1 , . . . , A!̂ .) In consequence, the characterizing implication in each of the 
definitions of nondecreasingness of W* and G'' on A/, x .^^., incentive 
motivation, internalization of the values of the firm, and vertical influence 
points in both directions. Thus, for example, W* is now nondecreasing on 
Ak ^ ^k whenever 

if and only if 

W*K,r^)>W*(4',/T) 
for all a'k, al, r'^ and r^. With the totality of > on the Af^ and 01)^ in force, the 
propositions are as follows: 

Theorem 7. Let incentives be profit-efficient and suppose all workers inter­
nalize the values of the firm. If (a", r") maximizes profit over Ax 'M, then 
(fl", r") is Pareto optimal. 

Theorem 8. Let incentives be profit-efficient, let all workers be verti­
cally influenced, and suppose G* is nondecreasing on Ap_ x if̂  for each 
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k= Y,...,K.U (a", r") maximizes profit over A x i^, then (a", r") is Pareto 
optimal. 

Theorem 9. Let incentives be profit-efficient, let ail workers be incen­
tive motivated, and suppose W' is nondecreasing on A/, x .̂ ^̂  for each 
k= \,... ,K. \f (fl", r") maximizes profit over A X 3^, then (a", r") is Pareto 
optimal. 

Each of the above theorems assumes as one of its hypotheses that 
(fl",r") maximizes profit over A x ^. This supposition by itself is not 
enough to guarantee Pareto optimality. Although it implies that (flU,/"^) 
~ (««:,''A;)forevcry (a/t,/-^)in/l^ x iJ?̂ ^ and all k=^Q, to establish the proposi­
tions still requires that (fl '̂,ri.') also maximize each worker's utility. This is 
ensured by the remaining assumptions. 

An answer to the big question, namely, under what conditions does 
internal equilibrium within the firm result in Pareto optimality? is now with­
in easy reach. Recall g-p functions, incentive functions, and production func­
tions are given along with the pyramid of authority, the director's rules, and 
individual activity and admissible rule sets. Workers alone choose their acts 
and the rules they issue. In conformity with earlier argument, then, internal 
equilibrium is defined as a vector (a, P) such that (â ,̂ F/,) maximizes the utility 
of worker k subject to (ai^,ri,) being within the collection of all rules, p^, 
imposed upon him from above, where /c = 1, . . . , K. According to earlier 
assumptions alluded to but not spelled out, such an equilibrium always 
exists. Let p^ be the constraint set determined by (a, f) for A ^ 0 . Now if, in 
addition to the hypotheses of theorems 7, 8, or 9, the profit-maximizing 
vector (a'i,r^l^) also lies in p for all k i= [), then in every case, (a^, r"^) 
= {^k^^k)- Hence internal equilibrium is Pareto optimal. Evidently, in­
ternalization of the values of the firm, vertical influence, and incentive 
motivation, each in its own way, makes some contribution towards prevent­
ing wastefulness in the carrying out of production. 

The Limits of Formalism 

The study of social interaction in the economic firm just considered displays 
all of the characteristics of a formalist analysis. It has concepts such as profit 
efficiency and incentive motivation, and variables like firm profit and work­
ers' activities. Its axioms include assertions about the existence of pro­
duction and utility functions, each having enough properties to permit 
appropriate maximization, along with statements about certain ordering 



170 THE RECONSTRUCTION OF ECONOMIC THEORY 

relations among activities and rules, also with specific properties. Functions 
are manipulated by composition or substitution of variables (for example, 
in passage from equation 5.6 to equation 5.7), addition, and multiplication 
(recall the definition of profit efficiency). Variable and function values^'' 
are manipulated by classifications (the designation of rule sets), by the 
aforementioned ordering relations (as in the definitions of nondecreasing 
incentives), and by ordinary arithmetic operations (see the definition of firm 
profit). And deductive reasoning is employed throughout. 

The main implications obtained by applying manipulative procedures 
and deductive reasoning to the concepts, variables, and axioms, are the 
assertions about the impact on output (and profit) of skill and preference 
modification among employees, and about the relationship between profit 
and utility maximization and internal equilibrium on one hand, and internal 
Pareto optimality on the other. The first group of implications are summa­
rized in theorems 1-6; the second in theorems 7-9 and the subsequent 
conclusion linking internal equihbrium within the firm to internal Pareto 
optimality. Still further implications also could have been explored. For 
example, a version of the proposition that becoming more skilled increases a 
worker's wage could be established (Becker, 1975), and by lifting the pre­
viously imposed requirement that rules are costless to implement, the opti­
mum firm size could be calculated (Calvo and Wellisz, 1978; Williamson, 
1967). 

As argued in the section on prerequisites, all of the concepts, variables, 
and functions employed in this analysis are distinctly discrete arithmomor-
phic extractions from nondiscrete dialectical entities. In addition, none of 
the manipulative rules of classification, order, composition, arithmetic 
operations, and even deductive reasoning has any basis at all in the 
underlying dialectical scheme. Each is an abstract notion introduced solely 
for the purpose of generating implications. Different arithmomorphic ex­
tractions, different manipulative rules, and hence different implications can 
not be ruled out. There can be little doubt, then, that the old criticism of the 
formalist school, which arises because of the abstractness of the formalist 
approach and which, as a consequence, questions its relevance in studying 
reality, has not been escaped in the appHcation of formalism in economics. 
The results that one obtains by using formalism in economics are necessarily 
somewhat removed from ordinary life. 

The complaint that formalism is too abstract clearly derives from the loss 
of dialectical content required for the construction of formalist models. A 
small portion of this loss has been described specifically for the model con­
cerned with social interaction as the loss resulting from the fact that only 
certain very special kinds of activities and rules are permitted. All other 
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variables in the model involve similar losses. Moreover, additional losses of 
dialectical content emerge from the functions employed. Still further losses 
come from the abstraction that maximization is the driving force behind firm 
and worker behavior. Since every one of these abstractions is arbitrary, and 
since none of them can be justified as the "correct" representation of reality, 
the criticism that the model is some distance away from describing the actual 
social interactions in the economic firm can not be dismissed out of hand. It 
is not that the specific assumptions of some formalist models are better than 
others. Rather it is that all such sets of assumptions (each of which serves as 
the basis for a separate formalist model) are constrained by the arbitrary 
limits imposed so as to be able to use formahsm in the first place. 

Note that measurement is not at issue here. The same problem of the 
relationship of the real world to the constructs, axioms, and implications of 
formalist analysis turns up regardless of whether the variables employed 
may legitimately be represented by numbers. Attacking the meaningfulness 
and appropriateness of certain numerical quantifications is certainly not the 
same thing as an assault on the use of formalism. But since, as has already 
been pointed out, measurement requires its own (independent) formalisms, 
any difficulties relating to formalism in general necessarily pertain to the use 
of formalism to derive measures in particular. Thus, as is the case with all 
formalist argument, one may also ask about the real-world relevance of 
introducing abstract measures into the investigation of actuality. 

The second criticism of formalism invoked by the opponents of the for­
malist school, namely that nonconstructive proofs of existence may establish 
the abstract existence of entities in models but can never establish the exis­
tence of such entities in reality, is also germane to the application of formal­
ism in economics. Hence, to show—the proof is nonconstructive—that 
internal equilibrium always exists as the outcome of utility maximization on 
the part of each worker (a proposition asserted but not proved in an earlier 
section) is not to demonstrate the existence of internal equilibrium in a real 
firm. Economists often fill such a gap between what is shown to exist in a 
model and what is seen to exist in reality by interpreting the latter as the 
former. In other words, what one would observe by looking at an actual firm 
at any moment would be identified as an internal equilibrium. This then 
permits the assertion that the model explains what is seen. As a further 
illustration, observations of price and quantity sold in a particular market 
during a period of time are frequently understood as equilibria in a model of 
the market containing demand and supply functions.2" That is, the observa­
tions are explained as the outcome of the interaction of demand and supply. 

Thus, to the extent that formalist analysis in economics employs noncon­
structive entities, interpretation of these entities is essential if the links 
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between the analysis and actuality are to be comprehended. The formalist 
approach itself gives no clues or standards for determining what these inter­
pretations should be. And of course, different interpretations yield different 
explanations of the same thing. 

In addition to the above limitations, formalism also faces the Wittgen­
stein problem that the meanings of the relations of a formalist analysis are 
not absolute and unchanging over time: One is not committed to the same 
understandings of them each moment they come up. 

It should be emphasized that all of these limitations emerge solely from 
the particular discipline that formalism imposes on our mental forms. Thus 
the issue of relevance of formalist analysis in understanding reality derives 
from the things that have to be thrown out, the concessions that have to be 
made, in order to proceed from dialectical foundations and arrive at the 
abstract starting gate where formalist analysis can begin. The reason for 
caution over the meaning of formalist relations may be attributed to the 
abstraction procedure, which results in functions that are deceptively well 
defined. Lastly, the necessity for interpretation of nonconstructive entities 
emerges from the abstract manipulative rules that are employed in leaving 
the starting gate and developing formalist analyses. 

The Power of Formalism 

And what, then, can be said for the use of formalism in economics? To be 
sure, formalist analysis may always be employed in arithmomorphic simile 
to look for error in dialectical reasoning. But it also has a broader applica­
tion in the building of arithmomorphic metaphors of dialectical experience. 
Metaphors in economics serve as both an instrument of thought and as a 
device for communicating meaning (McCloskey, 1983). Their force lies in 
that they transfer the sense of one person's vision to another. They are 
figures of communication in which one thing, say thing A, is likened to a 
different thing, call it thing B, by speaking of A "as if" it were B. A market 
operates as if to equate demand and supply. Economic analysis is heavily 
metaphorical and formalism provides one way of developing metaphors. 

And these metaphors are powerful! They permit an analyst to focus his or 
her thoughts in a concrete and precise fashion on variables and relations that 
seem important by current professional standards.2' In the example of for­
malism given earlier, the production function incorporates the idea that 
inputs are related to output. But production is more than just a technological 
process: Social interactions among employees are entangled in its structure 
and influence both output and firm profit. Confining attention in this manner 
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permits the drawing of specific conclusions about the effects of improved 
worker skills on the output and profit of the firm, and about the efficiency of 
the production process itself. The model and these conclusions constitute an 
"ideal type" or mental construction which isolates what are thought to be 
"fundamental" forces of reality for study by themselves in the absence of the 
"secondary" and still less important forces also thought to be present. 
Hence the investigator can gain an understanding of the ideal system func­
tioning alone as a "first step" in his exploration of reality. At a later stage 
(and this is rarely attempted by those employing formalism) dialectical 
reality may be introduced and the initial formalism abandoned. 

These metaphors also provide standards for judging real-world be­
haviors; that is, in our earlier example, standards for deciding whether 
actual firm and worker behavior is, in fact, maximizing. Lastly, the 
metaphors are relatively easy for those who wish to pursue similar analyses 
within the formalist framework to modify and extend as new techniques, 
new concepts, and new assumptions are introduced. Again referring to the 
earlier example, novelty appears in the use of nonquantifiable variables and 
in the formalization of the idea that social interaction among employees is, 
in certain specific ways, significant in production. 

But formalist metaphors are still extractions from dialectical perceptions 
of reality. They are abstract. They often contain nonconstructive entities 
requiring interpretation. And so on. Hence such metaphors can only be 
regarded as very crude "approximations" of the real world. With this in 
mind, an epilogue to our discussion of the optimality of internal equilibrium 
might run as follows; 

According to theorems 7-9, internalization of the values of the firm, 
vertical influence, and incentive motivation each helps to prevent wasteful­
ness in production. But none, by itself, is enough. And the very real possibil­
ity exists that actual economic behavior may not reasonably fit any of them. 
Moreover, the assumptions of totality of > on each A k, and on each ^i^, and 
of output-maximizing (at, r'^) lying in p^, are equally tenuous. The first insists 
on a kind of independence among the activities of workers. The second 
throws out all rule sets from each ^^ except those that form a certain kind of 
nested sequence under set inclusion. And the third requires that rules issued 
by different persons also line up in a very special way. The Lordstown case^^ 
is an example in which the hypotheses of these theorems generally do not 
seem to apply. In reality, the forces allocating activities and rules within 
actual firms may be insufficient to secure the nonwastefulness of internal 
equilibrium. 

Marshall was similarly circumspect in his view of the demand-supply 
analysis of an isolated market: 
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The theory of .. . equihbrium ... of demand and supply helps indeed to give 
definiteness to our ideas; and in its elementary stages it does not diverge from the 
actual facts of life, so far as to prevent its giving a fairly trustworthy picture of the 
chief methods of action of the strongest and most persistent group of economic 
forces. But when pushed to its more remote and intricate logical consequences, it 
slips away from the conditions of real life. (Marshall, 1948, p. 461) 

Why is formalism as a general approach so compelling and appealing to 
economists? One reason is the power (described above) of the metaphors it 
is able to produce. Moreover, in the arithmomorphic contexts in which it is 
set, formalism has rendered errors in deductive reasoning easier to detect; it 
has deepened understanding; and it has increased the simpUcity, elegance, 
and generahty of argument. It has provided a clear and precise way of 
organizing thoughts and it has made available the efficient language of 
mathematics for use in developing and reporting research (Debreu, 1959, 
p. viii; 1984, p. 275). And, most important, it has led to what are considered 
to be significant arithmomorphic results. 

Citing the fact that the subject does not have a "unique, rigorous, logical 
structure," Kline characterizes mathematics as " . . . a series of great intui­
tions carefully sifted, refined, and organized by the logic men are willing and 
able to apply at anytime" (Kline, 1980, p. 312). These intuitions have had an 
enormous impact on economics, largely entering our discipline through 
formalist analyses. Even though mathematics may be inconsistent, even 
though the correct foundation for it may never be determined, and even 
though it is incomplete, mathematics has still been effective in various 
fields—and no one knows why (Kline, 1980, p. 7). Mathematics, after all, 
has been instrumental in sending man to the moon. In the guise of formal­
ism, it has been employed throughout economics. Also as formalism, it 
appears in the study of social interaction in the firm. Perhaps the most 
important accomplishment of mathematical formalism in economics is the 
demonstration of the possibility of coherence in a world of individuals moti­
vated solely by their own self-interest. While not as spectacular as placing a 
man on the moon, this may still be regarded as progress. 

Notes 

' See the papers by Bausor and Mirowski in this volume (chs. 4 and 6). 
^ An expanded discussion may be found in Katzner (1983, sec. 2.2). 
'See, for example, PfanzagI (1971). 
•• Specification of order alone does not, in general, imply (ordinal) measurement as the term 
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is commonly used (PfanzagI, 1971, pp. 75,79). 
^For example, if w = e(x), x =f(y), and y = g{z) are three functions, then associativity of 

function composition means that eliminating first x and then y gives the same result as eliminat­
ing y first and then x. 

''A semigroup is a nonempty set on which a closed and associative operation has been 
defined. 

'See Mirowski, this volume, ch. 6. 
"One of the more notorious examples centers around the famous strike at General Motors' 

Lordstown plant. At the time, this plant was supposed to be the technological showcase for the 
American automobile industry. But in 1972 things went awry. (See Rothschild 1973, ch. 4; and 
O'Toole 1977, pp. 89-93.) 

^The Eagle Project at the Data General Corporation would appear to illustrate the point. 
(See Kidder 1981). 

'"The role of individual personality traits, though potentially significant (Filer 1981), is 
ignored. 

" A similar variable is introduced and described by Whyte (1955, p. 192). 
•'It is interesting that at least one observer has identified rule changes dictated from above 

asoneof the chief causes of the 1972 Lordstown plant strike (O'Toole 1977, p. 91). See note 8. 
"This definition of profit efficiency is slightly different from that given by Gintis and 

Katzner (1979) in that here the weak instead of the strong inequality is employed. 
"The interested reader is referred to Gintis and Katzner (1979). 
'5 Conditions that ensure that functions of nonquantifiable variables can be maximized 

uniquely are discussed in Katzner (1983, sec. 5.4). 
'^Except for the last, these propositions roughly correspond to theorems 7-11 (or, in the 

reprinted version, 11.3-1 to 11.3-5), respectively, in Gintis and Katzner (1979). Because they 
are concerned with profit instead of output, in each case Gintis and Katzner require the extra 
hypothesis of profit efficiency. The proofs of theorems 1-5 here essentially carry over from 
those in Gintis and Katzner, with the last step involving profit efficiency omitted. The proof of 
theorem 6 is analogous to that of theorem 5. 

" Leibenstein has coined the term "X-inefficiency" to refer to whatever wastefulness might 
be present (Leibenstein, 1976, p. 95). 

'**Theorems 7 and 8 are more or less identical to, respectively, theorems 5 and 6 (or, 11.2-5 
and 11.2-6 in the reprinted version) in Gintis and Katzner (1979). As previously indicated in 
note 16, proofs of the former are essentially the same as those of the latter. The proof of 
theorem 9 is similar to that of theorem 8. 

The deduction that d'^(^d^^ in the proof of theorem 5 given by Gintis and Katzner requires 
l§ to be total on D„ (their notation). Totality of©, however, follows from totality of a on A^ 
and of s on ^^—assumptions that were left out of the original. This omission is remedied here 
in the remainder of the present paragraph. It also has been corrected in the reprinted version of 
the paper. 

•'Actually, function values are special instances of variable values. 
™la this case, there are other well-known interpretations. For example, the observations 

may be thought of as lying on a "dynamic" time path which is converging to equilibrium. 
2' Current professional standards are determined by a complex social and historical inter­

action among present and the work of past economists involving, in part, the techniques of 
analysis themselves. 

22Seenotes8andl2. 
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6 MATHEMATICAL FORMALISM 
AND ECONOMIC 

EXPLANATION 
Philip Mirowski 

It seems to us nowadays a very simple thing to assign dimensions to magni­
tudes, so simple that we are apt to forget the extremely important implication 
of the assertions. When we assert that a certain derived magnitude always has 
certain dimensions, we are in fact asserting the complete accuracy of the law 
which determines that derived magnitude under all possible conditions. If 
there is any doubt whatever about the universality of the law, then there is a 
corresponding doubt about the dimension of the derived magnitude 

—Campbell, 1957, p. 416 

Investigate whether mathematical propositions are not rules of expression, 
paradigms—propositions dependent on experience but made independent of 

*I would like to thank Don Katzner, Robert Paul Wolff, David EUcrman, and Michael 
McPherson for their helpful and critical comments on an earlier draft. Although (or perhaps 
because) 1 did not end up writing the paper that any of them had suggested, they should bear no 
liability for my errors and extravagances. 

Because I found in the course of researching this paper that there was a large literature on 
the role of mathematics in economics, but most authors seemed unaware of any but their own 
contributions, I have appended an extensive bibliography which touches upon the issues raised 
in this paper. 
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it. Ask whether mathematical propositions are not made paradigms or ob­
jects of comparison in this way. Paradigms and objects of comparison can 
only he called useful or useless, like the choice of the unit of measurement. 

—Wittgenstein, 1976, p. 55 

It is difficult to contemplate the evolution of economic science over the last 
hundred years without reaching the conclusion that its mathematization was 
rather a hurried job. 

—Georgescu-Roegen, 1976. p. 271 

§1. Is there really nothing useful or novel to be said about the relation­
ship between the study of economic phenomena and the casting of economic 
inquiry in quantitative and mathematical format? Everyone is fully aware 
that the trend over the last century has been toward ever greater mathemat­
ical sophistication as part and parcel of the professionalization of the disci­
pline of economics. Everyone is equally aware that this trend has provoked 
periodic controversies over the meaning and significance of this conjunc­
ture. Where awareness, or perhaps self-consciousness, is deficient is in the 
areas of the historical determinants of mathematical conceptualization, and 
of recent developments in the history and philosophy of mathematics. 

Economists seem singularly oblivious to the forces that have shaped 
their present mathematical practice. While this undoubtedly serves as a 
bulwark against seizures of metaphysical loss of nerve, it also invites out­
siders to indulge in sarcasm. Suppose a working economist were confronted 
by a well-known physicist, addressing a respected body of philosophers of 
science, who proceeded to state: 

. . . the traditional view in this country from the time of Newton has been that 
science is the study of the nature of reality and different branches of science 
merely study different aspects of the same reality: Mathematics being the branch 
which is concerned with the quantitative aspects of reality exemplified in its 
simplest form by various kinds of measurements. Towards the end of the last 
century as a result of the interaction between logic and mathematics changes 
began to take place and pure mathematics moved along a path which seemed to 
diverge from the path taken by the other sciences. While physicists and engineers 
seemed to show a distinct preference for the mathematics of the older kind, 
practitioners of social and economic science, which have come into their own 
fairly recently, found that the new mathematics was quite useful in making both 
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their qualitative and quantitative arguments more obscure for laymen. (Sharma, 
1982, p. 276) 

Surely this apergu is ill-tempered, and a bit of a low blow, but it is actually 
to be found in the pages of a very reputable philosophy journal, which has 
been known to print serious discussions of economic method on occasion. In 
this respect, 1982 seemed a year particularly notable for the airing of dirty 
laundry, with a Nobel laureate making essentially the same accusation in the 
pages of the most respected generahst periodical in the natural sciences 
(Leontief, 1982). Now, one could always write these little incidents off as a 
bad run of luck; but as a matter of form, economists would probably rather 
tend to think that a commitment to rational discussion would require a 
measured rebuttal; or at the very least, a little effort to sort out the issues. 
Suppose we decide to look for an answer. What lines of defense are de­
ployed in the existing literature of economics? 

§2. There are two generic responses. The first (which we shall dub 
Defense I) is most readily accessible in Paul Samuelson's Nobel Prize lecture 
(Samuelson, 1972, p. 2). Tracing the pedigree of the idea to Joseph 
Schumpeter, he states that the "subject matter presents itself in quantitative 
form": that is, economics is held to be "naturally quantitative". In this view, 
while discussions of economic phenomena do not require any particular mode 
of discourse, the mathematical mode is the most convenient, because it is 
concise and well suited to the subject matter (Samuelson, 1952, p. 63). 
Further, although this extension is rarely stated exphcitly, the quantitative 
character of the subject matter not only justifies mathematical formalism in 
general, but also justifies any subset of that formalism, since mathematics is 
presumed to be a unified and consistent body of technique par excellence. 

Far from being original with Schumpeter, Defense] dates back to the 
earliest progenitors of a particular style of political economy, that associated 
with neoclassical economic theory. It can be found in the programmatic 
statements of the founders of that school; for example, in William Stanley 
Jevons' Theory of Political Economy: 

It is clear that economics, if it is to be a science at all, must be a mathematical 
science ... simply because it deals in quantities The symbols in mathematical 
books are not different in nature from language They do not constitute the 
mode of reasoning they embody; they merely facilitate its exhibition and compre­
hension. (Jevons, 1970, p. 78) 

§3. The second defense of the mathematical method is somewhat more 
modern. (Let us call it Defense2.) In this view, mathematical formalism is 
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merely the imposition of logical rigor upon the loose and imprecise common 
discussion of economic phenomena. The efficacy of this regimen derives 
from the disciphne of axiomatization. A major statement of this position can 
be found in another Nobel Prize lecture (Debreu, 1984). The most influen­
tial expositor of this defense was Tjalling Koopmans; his advocacy is worth 
quoting in the original: 

The appropriateness of mathematical reasoning in economics is not dependent 
upon how firmly or shakily the premises are established. Let us assume for the 
sake of argument that the attempt to establish premises or at least to explore their 
implications is worthwhile, that is, economics itself is worthwhile. In that case the 
justification for mathematical economics depends merely on whether the logical 
link between the basic premises economists have been led to make and many of 
their observable and otherwise interesting implications are more efficiently estab­
lished by mathematical or by verbal reasoning. (Koopmans, 1954, p. 378) 

Since it is deemed impractical for those who have invested the time and 
energy in mastering the special techniques of axiomatization to also offer a 
verbal restatement of their activities, in contrast to the first defense, no claim 
is made that mathematics is "just another language," or even that it is 
incumbent upon mathematical economists to communicate with the uniniti­
ated (Koopmans, 1954).' No intrinsic link between the essence of economic 
phenomena and the character of mathematical and analysis need be pos­
tulated, because, in this view, mathematical formalism is logic (Koopmans, 
1957, p. 143). 

In Defense! economics is portrayed as a workaday card file of axiomatized 
formal models: prudent practitioners are encouraged to be agnostic con­
cerning the principles of the draw of cards from an otherwise orderly deck. 
Here one detects a certain distaste about enthusiasms over correspondence 
to reality. 

§4. These two defenses (like so very much else) did not originate in 
economics, but rather replicate earlier controversies in mathematics and 
physics. Defensci, the claim that the ontology of phenomena is in its very 
quiddity patterned along mathematical lines, is found in Greek antiquity; in 
the eighteenth century, the success of celestial mechanics fostered the more 
widespread belief that, "The true system of the world has been recognized, 
developed, and perfected." This ontological manifesto, cut free from its 
previous moorings in theology, is echoed by many in our own time. For 
example, Eugene Wigner, the 1960 Nobel prize recipient in physics, has 
asserted, "The statement that the laws of nature are written in the language 
of mathematics was properly made 300 years ago; it is now more true than 
ever before" (Wigner, 1967, p. 288). 
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Defense2 developed out of some controversies among mathematicians 
around the turn of the century (Kline, 1980, ch. XI). Concern over the 
logical foundations of mathematics led David Hilbert to found the formalist 
school, the purpose of which was to establish once and for all the certitude 
and dependability of mathematical proof techniques and practices. Hilbert 
believed that mathematics should not be comprehended as factual knowl­
edge of the book of nature, but rather as a formal symbolic structure: 
abstract, austere, and without explicit reference to meaning. He specifically 
limited proof techniques to the rigidly confined manipulation of symbols 
according to previously validated formulas or logical axioms. The consisten­
cy of arithmetic itself, and hence of all of the other branches of mathe­
matics, was to be settled for all time. "To the formalist, then, mathematics 
proper is a collection of formal systems, each building its own logic along 
with its mathematics, each having its own concepts, its own axioms, its own 
rules for deducing theorems, and its own theorems" (Kline, 1980, p. 249). 
Closely allied with the formalists was the set-theoretic school of Zermelo 
and Fraenkel. This school developed and extended the basic axioms of sets, 
from which it was hoped that all other mathematics could be derived. Some 
modern exponents of this school, a group of mathematicians writing under 
the collective pseudonym of Nicholas Bourbaki, have been particularly 
influential in this respect; many of their techniques and their attitudes 
are present in the mathematical economics of the Arrow-Debreu variant 
(Debreu, 1959, p. x; Samuelson, 1983). 

Both of these justifications of the employment and efficacy of mathe­
matics are inadequate and have been vulnerable to rational criticism. For 
our purposes, their deficiencies can be explored upon two levels: that of 
recent developments in the history and philosophy of mathematics, and that 
of the history of economic theory. Because it is more recent and, among 
economists, more commonplace, let us examine Defense2 first. 

§5. The formalist program in mathematics has been subject to paroxysms 
of doubt and dissension since the 1930s, although the tremors have yet to 
trouble any economists. The first crisis of self-confidence, which has now 
even been popularized in certain best-sellers (Hofstadter, 1979), is a set of 
propositions derived from the work of Kurt Godel. The full import of 
Godel's theorem is still a wellspring of philosophical controversy; thus pru­
dence dictates that we rely only upon its least contentious interpretation 
(Nagel and Newman, 1958). 

Godel showed that a consistency proof of a system meeting Hilbert's 
requirements and simultaneously strong enough to formalize arithmetic 
could not be given within that same system, assuming, in fact, that the 
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system was consistent. This followed from Godel's Incompleteness 
Theorem, which stated that, given any set of axioms for a system strong 
enough to express arithmetic, there exist sentences true in arithmetic which 
are formally underivable within that system. If any of these sentences are 
incorporated into the system as axioms, they then become trivially deriv­
able, but then there exist other unprovable but true sentences. Thus, 
"mathematical proof" does not inevitably coincide with the use of a formal­
ized axiomatic method. The demonstration that, "there are limitations on 
what can be achieved by axiomatization contrasts sharply with the late 19th 
century view that mathematics is coextensive with the collection of axioma-
tized branches As Paul Bernays has said, it is less wise today to recom­
mend axiomatics than to warn against an overvaluation of it" (Kline, 1980, 
p. 263). The existence of such "formally undecidable propositions" to a 
certain extent undermines the "law of the excluded middle", and with it, 
much of the faith that mathematics is less fuzzy than the conventional 
vernacular. 

A second attack on the formaUst program came, not from within 
mathematics, but from philosophers associated with the ideas of the later 
Wittgenstein (especially, Wittgenstein, 1978). Although Wittgenstein's 
aphoristic writings prevent even the enthusiast from claiming his philosophy 
prosecutes a unified thesis, the aspect of it relevant to the formalist program 
is his critical exploration of the belief that mathematical practices could be 
unambiguously codified in axiomatic systems. One aspect of mathematical 
practice that he subjected to scrutiny was the role of ostensive definition and 
the rational persistence of unintended interpretations in an axiomatic sys­
tem.^ A second aspect, taken loosely, is that any collection of rules, such as 
a system of axioms, is incapable of definitively enforcing itself. To imagine 
otherwise is to descend into an infinite regress of the sequential postulation 
of rules whose purpose is to enforce certain interpretations of higher-level 
rules, and so on, ad nauseam (Levinson, 1978; Mirowski, this volume, 
ch. 7). Again, it is not the internal research project of mathematics that 
is deflated by these events, but rather the widespread confidence that 
mathematics embodies obvious superiority in the areas of consistency, 
clarity, and limpid communication. 

§6. It would seem a worthwhile project to try to bring the recent history of 
metamathematics to the attention of economists, if only because one so 
frequently hears that mathematical methods constitute a neutral language, 
which only conveys what is consciously put into it. This belief is then further 
confounded with some auxiliary notions of the inherently value-free charac­
ter of a class of theories. Again quoting Koopmans: 



MATHEMATICAL FORMALISM AND ECONOMIC EXPLANATION 185 

. . . that the mathematical method when correctly appHed forces the investigator 
to give a complete statement of assuredly noncontradictory assumptions has 
generally been conceded as far as the relations of the assumptions to the reasoning 
is concerned. To this may be added that the absence of any natural meaning of 
mathematical symbols, other than the meaning given to them by postulate or by 
definition, prevents the associations clinging to words from intruding upon the 
reasoning process. (Koopmans, 1957, pp. 172-173) 

Godel's theorem alerts us to the fact that completeness and consistency 
are by no means as straightforward and effortless as here supposed. Again, 
let us try to be as clear as possible about what Godel's theorem does and does 
not mean in this instance. It does not mean that there is anything illegitimate 
about the use of any particular branch of mathematics in order to make or 
illustrate a thesis in economics. It does mean, however, that the simple fact 
of the employment of mathematics in economic arguments cannot guaran­
tee that the exhibition of assumptions is somehow more complete or less 
disingenuous than in the conventional vernacular. It does mean there is no 
certainty that the list of assumptions will not need augmentation in the 
future. It does mean that the Leibnizian dream of a universal algorithm has 
been severely tarnished in the twentieth century. These facts directly contra­
dict Koopmans' assertions quoted above. 

Further, the philosophical work of Wittgenstein cautions us to pause and 
wonder if those mathematical symbols really are so very free of clinging 
associations. The austere and asocial nature of mathematics sounds a little 
odd, coming out of the mouth of a social scientist. Koopmans' advocacy of 
the mathematical method makes it sound too much like snake oil, a univer­
sal panacea for all fuzzy thought. In therapeutic contrast, the metamathe-
matical tradition sounds the tocsin that the axiomatic formalist method can 
be potentially strewn with pitfalls. These rather abstract arguments can be 
brought down to earth by means of a detour through the history of economic 
thought; it can provide the concrete counterexamples to Koopmans' asser­
tions. 

Interestingly enough, we can pick up the scent of the trail in Koopmans' 
own work. Almost in passing, he comments that, "A utility function of a 
consumer looks quite similar to a potential function in the theory of gravita­
tion . . . " . (Koopmans, 1957, p. 176). Although he opts not to elaborate on 
that statement, let us explore it further. Suppose we are describing a mass-
point moving in a three-dimensional Euclidean space from point A to point 
B, as in figure 6 -1 . The conventional method of describing this motion, 
developed in the early- to mid-nineteenth century, would postulate a 'force' 
decomposed into its orthogonal components, multiplied through by the 
spatial displacement of the mass-point, also suitably decomposed. In order 
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Figure 6-1 

to incorporate cases of nonlinear displacement and acceleration, the "work" 
done in the course of the motion from A to B was defined as the summation 
of the infinitesimal forces multiplied times their displacements: 

J A ^ {F,dx+Fydy + F,dz)- ( |)mv2 
B 

The writings of Lagrange, and more importantly of Hamilton, argued 
that the total energy of this system also depended in a critical way upon the 
position of the mass-point. This was subsequently clarified in the following 
manner: suppose that the expression {Fxdx + Fydy + F^dz) was an exact 
differential, which implies that there exists a function U{x,y,z) such that 

F,= iWlhx); Fy = (bUmyy, (bU/bz) 

The function U{x,y,z) defines a gravitational field, which later was iden­
tified as "potential energy". The sum of potential and kinetic energies, 
T+ U, was then understood as being conserved within the confines of a 
closed system. This conservation law, in turn, clarified and encouraged the 
employment of constrained maximization techniques (such as the Principle 
of Least Action, Lagrangean multipliers, and the Hamiltonian calculus of 
variations) in the description of the path of the mass-point under the in­
fluence of the impressed forces. 
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As Koopmans indicates, the similarity between this model and conven­
tional neoclassical price theory is quite striking. In fact, if one merely rede­
fines the "forces" to be prices, the displacements to be infinitesimal changes 
in the quantities of individual goods x,y,z "kinetic energy" to be expendi­
ture; and relabels the gravitational potential field to be "utility", then one 
arrives at the standard model of neoclassical price theory.^ Constrained 
maximization (or minimization) of an imponderable quantity leads directly 
to a conservative field, which in turn fixes the permissible configurations of 
forces/prices. 

Is this remarkable similarity merely an accident? Koopmans is silent on 
this issue, but examination of the origins of neoclassical theory reveals that 
its progenitors consciously and willfully appropriated the physical metaphor 
and imported it into discussion of economic theory in order to make 
economics a mathematical science (Mirowski, 1984b). The most curious 
aspect of this program to make economics more rigorous and more sci­
entific is that not one neoclassical economist in over one hundred years 
has seen fit to discuss the appropriateness or inappropriateness of the adop­
tion of the mathematical metaphor of energy in a prerelativistic gravitational 
field in order to discuss the preferences and price formation of transactors in 
the marketplace. This lacuna raises two immediate questions: do neoclassi­
cal economists have any inkling whence their favored mathematical tech­
niques are taken? And, if one accepts the account of the matter that says 
they were directly appropriated from physics, has this really made any sig­
nificant difference either for the subsequent evolution of research or for 
the communication of the results? Meticulous exploration of these ques­
tions should serve to reveal the lack of foundations of the allegation that the 
mathematical method encourages "a complete statement of assuredly non-
contradictory assumptions" and "prevents associations clinging to words 
from intruding." 

§7. In answer to the first question, neoclassical economists generally have 
no coherent conception of the genesis of their mathematical techniques, 
nor, indeed, of the extent of the similarities of their practices to those in 
physics. This is evident from the singular deterioration of the level of dis­
course whenever the role of mathematics in the development of economics is 
broached: on these occasions the preacher buried within the economist's 
husk comes bursting forth with homilies about elegance and progress and 
science and truth and efficiency. The actual context of use and meaning is the 
first casualty in the rush to testify the faith; the second casualty is any 
curiosity about what contemporary mathematicians and physicists are 
saying about how they use mathematics. Examples of these shortcomings 
can be found in assertions that the definition of economy as the maximiza-
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tion of an objective function under constraint was an "obvious" inference 
after the invention of the calculus (conveniently ignoring the two-century 
lag), and in assertions by some eminent neoclassical economists that eco­
nomics has no analogue to the conservation of energy, nor, indeed, to any 
aspects of physics at all (see Mirowsi^i, 1984c). 

There is an irony at the heart of this stubborn oblivion on the part of the 
partisans of Defense2. Their method of axiomatic formalism, which they 
tout as being utterly transparent and logical, seems to elude all of their 
attempts to discuss it transparently and logically. The method which reveals 
the clinging associations of words is incapable of reveahng its own clinging 
associations: its own employment cannot be justified on its chosen grounds. 
Those familiar with the philosophy of mathematics will recognize this as 
another example of a general phenomenon of the twentieth century, exam­
ples of which include the Russellian paradoxes of set theory, as well as 
Godel's theorem: indirectly self-referential systems are the bane of the 
formalist program. 

§8. And now, to the second question: the fact of the appropriation of 
mathematical techniques from the physics of the nineteenth century has 
clearly influenced both the content and the mode of research in economics. 
These clinging associations are the residue of the projection of a metaphor 
from physics onto the sphere of the economy, where aspects of economic 
experience were then subject to reinterpretation. An enumeration of the 
myriad ways in which the mathematical model smuggled a hidden agenda 
into political economy would be a very substantial undertaking in the intel­
lectual history of the discipline. (See Mirowski, forthcoming.) Our preten­
sions are more modest in the present context, and therefore, we shall have to 
rest content with approaching this problem in stages, weaving it together 
with a parallel evaluation of the defenses of mathematics in economics. To 
this end, in this section we shall provide a preliminary assay of the physical 
residue in economic theory, only to delve more deeply into issues of mathe­
matical structure in sections §10 and §18-20 below. The following is a list of 
suggestions as to the multifarious influences of the physical metaphor: 

A. There is nothing obvious about the definition of human rationahty as 
the maximization of an objective function over a stationary field (Mirowski, 
this volume, ch. 7). This elevation of the significance of extrema did not arise 
first in social theory, but rather in physics, as the principle of least action. 
The physics of constrained extrema was interpreted as evidence supporting 
the existence of a God who had constructed the world in the most efficacious 
and coherent manner. This minimization or maximization was global in the 
most comprehensive sense, and encouraged the attitude that "efficiency" 



MATHEMATICAL FORMALISM AND ECONOMIC EXPLANATION 189 

could be defined within some absolute framework. In its evolution from 
Maupertuis to Euler to Hamilton, the principle of least (or varying) action 
shed its theological skin, but the notion of the efficiency of extrema per­
sisted, and it was this connotation which was recruited to tame the multiform 
and unruly phenomenon of rationality. The predisposition of the modern 
economist to "optimize" over someone's "objective function" is neither an 
empty tautology nor a harmless metaphor: it presumes an inordinately large 
amount of structure about the nature of desires and objectives, the role of 
time, the understanding of causality, the unimportance of process, the con­
servation of the domain of the objectives, the relative constructs of the world 
of the actor and its reconstruction by the social analyst, the separation of the 
phenomenon and the act of choice, and much, much more (see Bausor, this 
volume, ch. 4; and Mirowski, 1984c). 

B. The metaphor of energy/utiUty which neoclassical economics 
appropriated was derived from the physics of a specific historical period: the 
years of the mid-nineteenth century just prior to the elaboration of the 
second law of thermodynamics. The mathematics of pre-entropic physics 
was the pinnacle of the development of static mechanism (Prigogine, 1980), 
where all physical phenomena are portrayed as being perfectly reversible in 
time, and no system exhibits hysteresis. Nineteenth-century physical laws 
were thought, by definition, to possess no history. The stubbornly ahistori-
cal bias of neoclassical economics has been excoriated by critics such as Joan 
Robinson, and bemoaned by such partisans as Hicks (1979) and Shackle 
(1967). What the latter do not realize is that one cannot superimpose 
a history onto neoclassical processes without undermining the physical 
metaphor and the mathematical techniques that were the cause of its 
success. 

C. In pre-entropic physics, all physical phenomena are variegated man­
ifestations of a protean energy which is fully and reversibly transformed 
from one state to another. When this idea was transported into the context 
of economic theory, it dictated that all economic goods were fully and revers­
ibly transformable into utility, and thus into all other goods through the 
intermediary of the act of trade. The introduction of money into neoclassical 
economic theory has always been tenuous and tentative, at best (see below, 
section §18; and Clower, 1967). The problem has been, strangely enough, 
metaphorical. In the mathematics, the analogue to money has not been the 
lubricant that reduces the friction in a mechanical system; it has been rather 
a superfluous intermediate crypto-energy which ail other energies have been 
constrained to become in transit to their final state. The mathematics says 
one thing; the accompanying commentary another. 

D. As a prerequisite for the application of constrained extrema tech­
niques in physics, it has long been recognized that energy must be conserved 
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as a mathematical rather than an empirical imperative (Theobald, 1966). A 
major theme in Western economic theory has been persistent controversy 
over what should be conceptualized as being conserved in the economy. 
Neoclassicals, in opting for the mathematics of energetics, have implicitly 
chosen the utility field to be conserved. Lack of self-consciousness concern­
ing this choice has resulted in no end of muddle in neoclassical discussion of 
such issues as knowledge and uncertainty (Bausor, this volume ch. 4). 

E. There was a flurry of activity in the 1940s and 1950s which portended 
the liberation of neoclassical value theory from any dependence upon the 
utility concept. The motivations behind this self-denying ordinance were 
never seriously aired, although a rationally reconstructed history (Wong, 
1978) can easily be clarified by making a list of the various ways our under­
standing of the folk-psychology of utility renders it dissimilar to energy. 
(Parenthetically, it also can explain why economists cannot be bothered to 
take twentieth-century psychology seriously.) The failure of this abortive 
research program can be gauged by the extent to which the axioms of re­
vealed preference are isomorphic to those of a gravitational field."• 

F. Problems with the energetics metaphor sometimes assumed a very 
prosaic cast. For example, the components of forces can take on negative 
values without disrupting the physical intuition; but negative prices seemed 
to be pushing the analogy a bit too far. We shall return to this issue in section 
§10 below. 

The more one is willing to become embroiled in the history of physics and 
mathematics, the more one could expand this list. For our present purposes, 
1 presume it offers sufficient evidence to counter the claim that it makes no 
appreciable difference where mathematical analogies and techniques come 
from, because once appropriated, they are freely amended to express only 
what is transparently intended. At least in this respect, mathematics is not a 
colorless and secure coat into which the analyst can slip in order to shield 
himself from the vagaries of human discourse. 

§9. There is another respect in which mathematics cannot be a neutral 
vehicle for abstract thought. Mathematics not only influences what is to be 
said; it also influences to whom you can speak. In retrospect, it seems clear 
that the physico-mathematical origins of neoclassical economics substantial­
ly shaped the structure of the nascent economics profession, thus determin­
ing what sort of person would be sanctioned to think about the economy. 
The defenders of mathematical neoclassical economics have always treated 
this fact with disarming ingenuousness. Alfred Marshall, the force behind 
the propagation of economic studies at Cambridge, wrote in the preface to 
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the eighth edition of his Principles: 

The new analysis is endeavoring gradually and tentatively to bring over into eco­
nomics, as far as the widely different nature of the material will allow, those methods 
of the science of small increments (commonly called the differential calculus) to which 
man owes directly or indirectly the greater part of the control that he has obtained 
in recent times over physical nature. It is still in its infancy; it has no 
dogmas, no standard of orthodoxy ... there is a remarkable harmony and agreement 
on essentials among those who are working constructively by the new method; and 
especially among such of them as have served an apprenticeship in the simpler and 
more definite, and therefore more advanced, problems of physics. (Marshall, 1920, 
pp. xvi-xvii) 

But of course there was a dogma and a standard of orthodoxy: that was 
why agreement had been achieved so rapidly and so painlessly by the early 
neoclassicals: the standards, the metaphors, and the very gestalt of a specific 
mode of theorizing had been imbibed during an apprenticeship in physics 
or engineering (Mirowski, 1984b). While those on the wrong end of the 
bayonet in the marginalist revolution regarded that cadre as if they had 
dropped from another planet with their symbolic quantification of quahties, 
their abstract optimization, and their haughty wielding of the saber of sci­
ence, the revolutionaries themselves immediately recognized each other 
as comrades in arms. Some, with Marshall as the premier example, tried to 
justify the revolution to the larger populace; but by then it was already 
entering its first phase of consolidation. 

Perhaps the most important aspect of the mathematization of any intel­
lectual project is its sociological impact upon the membership of the disci­
pline. It is only fairly recently that the issue could be seriously discussed 
(Bloor, 1973, 1978, 1983; Colvin, 1977). One can only speculate as to the 
subUmations and fears that acted to place mathematics beyond the pale in 
any discussion of the social influences on science (Restivo, 1983), since 
evidence of the social functions of mathematics may be found as far back as 
the birth of modern physics. Few who revere Isaac Newton as the towering 
genius of Western science are aware that he originally composed his Princi-
pia in the popular vernacular so as to encourage its wide dissemination; but 
subsequent disputes with other natural philosophers prompted him to recast 
it into its now familiar mathematical format. Newton himself tells us in 
the Principia: 

... considering that such as had not sufficiently entered into the principles could 
not easily discern the strength of the consequences, nor lay aside the prejudices to 
which they had been many years accustomed, therefore, to prevent the disputes 
which might be raised on such accounts, I chose to reduce the substance of this 
Book into the form of Propositions (in the mathematical way), which could be 
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read by those only who had first made themselves masters of the principles 
established by the preceding Books." (quoted in Westfall, 1980, p. 459) 

Years later, Newton recited a similar story to his friend William Derham. He 
abhorred contentions, he said. "And for this reason, namely to avoid being bated 
by little Smatterers in Mathematicks, he told me, he designedly made his Princi-
pia abstruse." (Westfall, 1980, p. 459) 

Such revealing admissions concerning the sociological role and function of 
mathematics are common enough in the historiographic record, once one 
ventures beyond the hagiography of science. 

Mathematics is a primary tool in the creation of a well-behaved audience 
for a particular discourse, the establishment of an orthodoxy which auto­
matically serves to exclude dissension. It is a prosaic but nonetheless accu­
rate observation that the time spent in mastering the mathematics and the 
translation of those symbols into the orthodox statements of a discipline is a 
regimen sufficient to discourage the skeptical and reinforce the self-esteem 
of the willing recruit. 

How can a system of obscure symbols be responsible for the maintenance 
of orthodoxy? First, it is a restricted language, and like any such language 
(say, the Latin at a Roman Catholic Mass, or the jargon of Freudian analy­
sis), it possesses a certain ritual efficacy over and above its content. Such a 
language expresses social relations by its very use, and independent of any 
conscious intent. 

Secondly, mathematics is a singular sphere of human discourse where the 
assertion of the discreteness of intellectual constructs is pushed to its ex­
treme, resulting in the most rigidly inflexible claims that the manipulation of 
concepts is either unambiguously correct or unambiguously incorrect. This 
construction of knowledge is particularly serviceable in the context of the 
classroom, where discipline and the hierarchical status of teacher and stu­
dent are projected into the realm of knowledge itself. Once internalized, 
mathematics seems to police itself, sanctioning the correct application of its 
own rules. This undoubtedly accounts for the fact that most mathematicians 
would rather adopt Platonism than be confronted with the idea that they 
themselves participate in the construction of mathematics (Penrose, 1982). 
(Unfortunately, most mathematics classes are not conducted along the lines 
of Socratic dialogue as in the ideal world of Lakatos (1976).) 

Third, the illusion of self-policing rules are reproduced in the social 
theories which depend heavily upon mathematical formalization. Many of 
the "constraints" binding the actors in mathematical social theories partake 
of the character of "natural" limitations because mathematics is incapable of 
encompassing the process of interpretation and the freedom and exhilara-



MATHEMATICAL FORMALISM AND ECONOMIC EXPLANATION 193 

tion of the redefinition of a problem context which is the prerogative of 
human rationahty (Mirowski, this volume, ch. 7). This hemmed-in con­
ception of the human dilemma would appear as more plausib'e to a mathe­
matician than, say, a rhetorician, because it is precisely that freedom of 
interpretation which they were taught to curb in their schooling. To put this 
bluntly, mathematics fosters the impression that the actors who are the 
subject of analysis are determined by alien extraneous forces. 

Fourth, the discrete character of mathematics encourages what Colvin 
and Bhaskar call "the norm of closure," which, briefly, signifies the creation 
of a system restricted in time and in space, in which a constant conjunction of 
events is maintained in the isolated ideal, and upon which is imposed a 
tendency to atomism and a prohibition of novelty by combination.^ Colvin 
(1977) suggests that the norm of closure comes to transform the social struc­
ture of the discipline that embraces it. For example, research itself in such a 
discipline becomes more fragmented, and the issues themselves come to be 
seen as more and more discrete and isolated. The conviction gains currency 
that rigor is identical with the most extreme ontological individuation. The 
industrialization of research becomes more feasible and desirable, and the 
responsibility for the success or failure of the research program becomes 
diffused over large numbers of workers oblivious to the "big picture". A 
certain anomie sets in, with mathematical workers appealing ultimately to 
epistemologically vague "elegance" or "simplicity" as the prime justifica­
tion for their endeavors. Legitimation in the field comes to be confused with 
the norm of closure, so there arises a very low threshold of toleration for 
debate which does not seem to be headed toward closure. Pronounced 
changes in the field also seem ominous. 

Fifth, the penetration of mathematics induces a particular form of hierar­
chy within a discipline, where mathematical theorists become separated from 
a lower class of researchers whose task it is to connect the theoretical 
terms to empirical data and to reprocess the "highbrow" theory into "low­
brow" expositions and contexts. As Colvin (1977, p. 116) writes, "In this 
type of work differentiation, it is the theorist, rather than the experimental­
ist, who projects the capacities of arithmomorphism to the hilt, in that he is 
able to slide fairly casually over the domain of the grounds of reality, where 
the experimentalist might ordinarily hold sway, in order to reinforce the 
theoretical position of the arithmomorphic norm." Thus mathematics frees 
the theorist from having to create a context of justification. Hence it is 
notable that in the history of physics it has not been the literary natural 
philosophers but rather the mathematicians who have proposed some of the 
most outrageous analogies in the course of their endeavors: heat flows like a 
liquid; electricity and light undulate like waves on a pond; electrical indue-
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tance behaves like a gravitational mass; and so on (Olson, 1958). While these 
analogies often ride roughshod over the multiform particularities of the 
actual phenomena, their acceptance and adoption is encouraged by the 
separation of the discipline into mathematical theorists and applied practi­
tioners. The mathematical theorists can disregard mundane phenomeno-
logical problems and choose descriptions they find agreeable because they 
resemble other existing mathematical constructs, however farfetched. The 
applied practitioners and experimentalists, aware of their second-class sta­
tus (perhaps due to an earlier failure in pursuing the mathematical frontiers 
of their discipline), acquiesce in the analogies of the theorists and work to 
find some common ground between the phenomenon and the formalism. 
The relevance of this dynamic to the explanation of the appropriation of the 
physical metaphor of energy by neoclassical economists should be obvious. 

§ 10. There is no more stark illustration of the difficulties of Defense2 than 
the evolution of what is today widely considered the pinnacle of neoclassical 
economic theory, the Arrow-Debreu (AD) general equilibrium model. 
While it is the case that the AD model deploys some of the most sophisti­
cated mathematics to be found in any branch of social theory, there has 
never been serious defense of the tenets that its axiomatic structure has 
improved the tenor and clarity of theoretical discussion or revealed exhaus­
tively all of the necessary assumptions underlying the neoclassical world 
view, or even that the model adequately represents the issues that have 
vexed economists prior to its inception. 

The history of the AD model is admirably summarized by Weintraub 
(1983). The progenitor of the model, Leon Walras, did innovate the inscrip­
tion of utility functions and production functions, as well as invent the 
artifice of the market-clearing auctioneer, but his work contained many 
anachronistic features from classical economics, and his only attempt at 
providing a solution for the model consisted of counting the number of 
equations and unknowns. After an interval of neglect, a few mathematicians 
observed that the counting method did not guarantee the existence of an 
equilibrium solution consisting of a strictly positive set of prices and outputs 
(Baumol and Goldfeld, 1968, pp. 267-280). Abraham Wald in 1934 suc­
ceeded in providing the first proof of existence and uniqueness of a positive 
equilibrium price vector. The rather primitive techniques used in these 
papers—for example, the bald assumption of price as a monotone decreas­
ing function of output, or the unjustified postulation of convergent se­
quences of A's (see Wald in Baumol and Goldfeld, 1968, pp. 281-287)—next 
attracted the attention of other mathematicians. John Von Neumann in 1944 
shifted the premises of the inquiry by postulating global characterizations of 
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objective functions and constraint sets, which in turn required solution con­
cepts based upon the convexity of sets. In the early 1950s, there was a rush to 
apply further topological techniques, such as the Brouwer and Kakutani 
fixed-point theorems (see Takayama, 1974, pp. 260-265), in order to pro­
vide more "elegant" formalization of existence and uniqueness of competitive 
equilibrium. By the time of the contributions of Arrow and Debreu, there 
was no longer any pretense that the object was to find the solution to a set of 
equations or inequalities; there was, instead, the more modest goal of "prov­
ing that a number of maximizations of individual goals under independent 
restraints can be simultaneously carried out" (Koopmans, 1957, p. 60). 

Even a cursory examination of this history reveals that "the box of tools", 
the language purportedly free of "clinging associations", took on a life of its 
own. Walras imported his model from physics without understanding a 
critical flaw in the analogy: negative solutions for forces and displacements 
are quite common in physical problems, and cause no problems of inter­
pretation, because they are seen as representing the relative orientation of 
the phenomenon in space; negative solutions for outputs, and more sig­
nificantly, prices, posed a much more sticky problem of interpretation in 
economics. Instead of seeing this as a seriously damaging drawback of.the 
physical metaphor, or deciding that the algebraic structure of nineteenth-
century physics was inappropriate in the context of the economic sphere, 
twentieth-century mathematicians sought to augment the model with more 
assumptions in order to banish the anomaly. Initial auxiliary hypotheses 
concerning inequalities and the free disposal of superfluous goods gave way 
to changes in the mathematical solution technique. These changes in tech­
nique, and the movement toward global and topological considerations, in 
turn altered the content and the goals of the research program. Physicists do 
not generally hold proof of existence and uniqueness of a solution to a model 
high on the roster of their research accomplishments, because they aim for 
constructive proofs. The movement toward nonconstructive proof tech­
niques in economics was a portent of a larger-scale tectonic shift in the con­
ceptualization of what an economic system did, and what an economist 
could hope to say about it. 

One of the fault lines of this tectonic drift has been charted by Garegnani 
(1983), albeit in another context. He argues that the transition from classical 
to neoclassical economics was accompanied by a lagged transition from the 
notion of equilibrium as the "center of gravity" of a limited set of forces to 
the notion of equilibrium as a sequence of temporary market-clearing 
prices. Garegnani sees this shift as motivated by internal failures in the 
neoclassical theory of capital, but we would instead suggest that it is symp­
tomatic of the wholesale reinterpretation of the economic system caused by 
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the adoption of advanced mathematical techniques. The classical theory of 
competition and equihbrium sought to ground the phenomenon of market 
price in prior and independent physical determinants, which would fully 
characterize a long-run equilibrium price of production independent of tran­
sitory variations in demand (Levine, 1980; and this volume, ch. 2). The 
importation from physics of the metaphor of constrained extrema implied 
that physical surroundings be reinterpreted as a domain of free choice, 
rather than a self-contained determinate environment. The invariant point 
of departure for analysis was shifted from the world to preferences/energy. 
Walras and the other early neoclassicals attempted to retain the classical 
conception of competition as a center of gravity, but subsequent generations 
of economists realized that the very conception of order in neoclassical 
theory must diverge from that characteristic of classical economics (Mirows-
ki, forthcoming). 

The Western tradition of economic theory is united in its search for order 
amidst the seeming anarchy of the market; but throughout the parade of 
individual theories, harmony has been a very plastic notion. The order of the 
classical economists was a social arrangement sanctioned by natural law 
(i.e., the laws of physics and the presumed constancy of a given class struc­
ture) which was used to explain the reproduction and growth of a national 
economy. The neoclassical conception of order as represented in the AD 
model is the potential consistency of individual mental constructions 
sanctioned by personal constrained optimization over noneconomic initial 
conditions (i.e., stylized preferences and rules for the transformation of com­
modity identities, as well as endowments). The stark contrast between the 
two conceptions of equilibrium is marked by the fact that Arrow-Debreu 
systems must impose ad hoc auxiliary conditions that ensure individuals can 
subsist on initially given endowments without engaging in exchange, and 
that minimum consumption requirements are covered in equilibrium 
(Takayama, 1974, p. 264). Classical economics spoke the language of per­
sistence, whereas the mathematics of energetics and constrained extrema 
dealt in terms of invariance. It is flatly not the case that neoclassical econo­
mists first decided that it was better to think of the economy as an aggregate of 
invariant preferences rather than a system of persistent social relations; 
instead, economists baldly mimicked physics and its attendant mathematical 
formalism, and then only discovered gradually that their world picture had 
to be strategically stretched and shrunk to conform to the metaphor of the 
transformation and the conservation of energy (Mirowski, 1984b, 1984c). 

The transformations in the ideas of order, competition and equihbrium 
are thus the direct result of the adoption by neoclassicism of its characteristic 
mathematical techniques. Classical economics postulated a preordained 
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equilibrium of nature which the market generally, but not invariably, acted 
to ratify. There was no requirement that all generic commodities had to 
trade at the identical price; nor, indeed, was there any imperative that 
markets continuously clear. Arrow-Debreu economics, on the other hand, 
can only implement its mathematico-physical metaphor by imposing the law 
of one price for any generic commodity and by defining equilibrium prices as 
those that clear the market.'' A moment's reflection should reveal that height­
ened mathematical concern with constrained optimization implies the law 
of one price as a lemma; whereas preoccupation with proofs of existence and 
uniqueness in the presence of exogenous stable preferences ordains that the 
function of price is to clear the market.' The fact that it was the mathematics 
that came first and the economics second is demonstrated by the curiousum 
that in neoclassical textbooks the motivation for the law of one price is 
disposed of in a paragraph or less, while any discussion of the identification 
of equilibrium with the clearing of the market is relegated to the literature of 
industrial organization or the endless quest for the "Keynesian synthesis". 
However incongruous, these two pillars of neoclassical theory are in­
troduced en passant by the inscription of/?, or 'EiPiiDi — Si) = 0. This 
happens just as unselfconsciously as a literary economist inadvertently intro­
duces an unintended or ill-considered idea in a rhetorical flourish. 

Not only has the mathematical development of the AD model altered the 
content of the theory; it has also continued to allow the sort of errors of 
economic reasoning that have been deplored in premathematical economic 
theory. A single example, albeit a somewhat important one, should suffice 
to demonstrate this thesis. The attraction of mathematical formalism resides 
largely in its promise of consistency. In the preface to one of the canonical 
sources of the AD model (Arrow and Hahn, 1971), the authors state their 
purpose is not the description of an actual economy. However, on page 346 
they write: " . . . we must conclude that the failure of the market mechanism 
to estabhsh equilibrium—if such failures are in fact observable—must be 
due to the elements of the actual economy that the economy of section 13.4 
neglects." Now, the statements in the preface and on page 346 are patently 
inconsistent. One nonconstructive proof in one particular model that con­
tains one idcosyncratic conception of the preferences of its agents—one of 
many possible descriptions of a technology—one incompletely specified 
definition of private property (Ellerman, this volume, ch. 3), in conj unction 
with one algorithm governing the adjustment of prices can in no stretch of 
the imagination absolve those rather large classes of phenomena from any 
responsibility for failure of actual market coordination. This is not an in­
significant or minor non sequitur, however much it is mitigated by the coy 
reference to observation, because it brings us back full circle to the question: 
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what is the significance of the formalist program in economics? If it is 
asserted to have no necessary significance outside of some semiotic practices 
of a closed fraternity, then that is one thing. Alternatively, if it is asserted 
that it is a superior method of illuminating questions about the nature of 
order and coordination in economic life which date back to John Maynard 
Keynes, or Adam Smith, then that is quite another thing. It makes one 
wonder if formalists take their own methodological pronouncements 
seriously. 

§11. Defense2 is untenable, which probably explains why its partisans 
prosecute it with such modest vigor and enthusiasm. As frequently as not, 
when persistently pressed about the merits of the axiomatic method, those 
same proponents retreat to the following position: "Let us live and let live. 
Just give us our teaching posts and our graduate students and our journals, 
and let us cease this tiresome discussion of method. Let history judge." On 
the face of it this is an admirable sentiment, the request of every scholar to be 
left in peace. Nevertheless, in this context it is the subtle extension of the 
formalist program: it redirects attention away from the ends and purposes of 
research and back toward more vague impressions of scientific method and 
means. It denies the possibility of any rational discussion of the impact of 
formahst practices upon the remainder of the economics profession, either 
through the alteration of analytical content, or through transformations in 
the sociological structure of the profession. It ignores the fact that formalists 
are at present in the ascendancy in the profession. And, finally, it is not even 
good neoclassical economics: if resources are scarce, then presumably it is 
desirable to foster competition among various research programs. 

It is in this sense that the formalist program serves to hinder rational 
communication in economics. 

§12. Now let us turn to Defense], which, in contrast to Defense2, will 
provide us with much more substantial material upon which to ponder. To 
reiterate. Defense] insists that the subject matter of economics is "naturally 
quantitative"; and it is this fact which dictates that mathematical expression 
is more convenient, more concise, and admirably suited to its subject 
matter. Defensci is frequently yoked to another thesis to the efifect that 
mathematics is just another language, so that comparisons of convenience 
and conciseness are thought to be carried out among languages freely trans­
latable and of the same epistemic efficacy, at least beyond the sphere of the 
naturally quantitative. 

Various considerations broached in previous sections (especially §8 and 
§9) provide us with the initial means to evaluate this defense. The whole 
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question of "convenience" seems to dovetail with the neoclassical appeal to 
"efficiency", as if this referred to some unique and unambiguous criteria, 
independent of context or of the vantage point. We have already observed 
that the importation of mathematical techniques brought with it subtle and 
telling metamorphoses in the subject matter, as well as having profound 
impact upon the sociology of the discipline. If the convenience of mathe­
matics were to be portrayed as some sort of global optimum, then that opti­
mization would necessarily involve the comparison of the status quo with 
worlds embracing different economic theories, different conceptions of sci­
ence, different social structures of research, etc. Since such comparisons are 
not even remotely possible, assertions of convenience reduce to Panglossian 
notions that what is, is right. 

It might be objected that this misconstrues the meaning that partisans of 
Defensci intend in their use of the term "concise". Perhaps they wish to 
bracket the whole question of the evaluation of theories by presuming we 
are already in possession of the "correct" theory, and only then confronted 
with the prospect of choice between a mathematical formulation and one in 
English, perhaps also assuming our audience is fluent in both modes of 
discourse. Given that the economy as we know it operates within a regime of 
numbers, would it not be more concise to choose mathematical expression? 
This sentiment has been criticized by Ken Dennis in two articles on problems 
of translation in mathematical economics. 

Dennis (1982) argues that for purposes of exposition, there is no hard and 
fast dichotomy between mathematical language and the vernacular; mathe­
matical models constitute a subsystem of notations which, by necessity, 
remain embedded within a framework of conventional language. Samuelson 
(1952, p. 59) saw the fact that mathematics is taught using the vernacular as 
support for his thesis that mathematics is just another language; but it could 
equally well be interpreted as showing that mathematics and the vernacular 
are not completely separable and self-sufficient communication systems. If 
this point is granted, then the predisposition to view logic and systematic 
exposition as an intrinsic property of mathematical symbols becomes the 
source of much confusion. Rigor and concision derive as much from the 
precision with which the analyst is capable of performing the translation 
between the subsystem of the mathematical model and the Enghsh commen­
tary, as it does from the appropriate handling of the rules of mathematical 
manipulation. Errors in transit from a differential to a "marginal cost" will 
render an analysis void of sense as readily as errors in differentiation or 
integration. To illustrate the importance of this fact, Dennis provides 
numerous examples of what he calls the "double standard of high mathemat­
ical rigor and low semantic comedy." The formalist may feel this vindicates 
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his or her disdain for the vernacular, but this overlooks the fact that there 
will never be an escape from the conundrum of translation in economic 
theory, and thus the notion of an absolute ranking of convenience of either 
mathematics or the vernacular is an empty one. The proportion of symbols 
from the respective systems will differ, along with style and semantical 
conventions, but these are merely the reflections of the personality of the 
author, and not the imperative of some spectral Platonic mandate. Since no 
axiom system can be fully and finally specified, there will always be room for 
originality. In fact, since economists are so rarely first-class mathematicians, 
most of the contributions economists can reasonably aspire to make to their 
chosen discipline must come in that twilight zone of semantical interpreta­
tions of previously developed mathematical structures. 

§13. There remains the issue of what it means for a phenomenon to be 
"naturally quantitative". 

To an economist, the broaching of this question may seem to be the worst 
form of hair-splitting. "Prices are numbers. Everyone can see that." It is 
true that prices are quoted as numbers, but that does not settle their rela­
tionship to mathematical techniques, nor does it begin to explain why prices 
are quoted as numbers. The remainder of this paper will consider these two 
questions in some detail. 

Those who insist that the naturally quantitative character of prices, 
commodities, etc., suffices to justify the employment of mathematics in 
economics run up against the problem that they would not like to extend a 
blanket justification to any deployment of mathematical symbols in 
economic theory. Clearly, any old math will not do. Consider Schumpeter's 
comment: 

But the use of figures—Ricardo made ample use of numerical illustrations—or 
of formulae—such as we find in Marx—or even the restatement in algebraic form 
of some result of nonmathematical reasoning does not constitute mathematical 
economics: a distinctive element enters only when the reasoning itself produces 
the result that is explicitly mathematical. (Schumpter, 1954, pp. 954-955) 

The distinction between legitimate and illegitimate mathematical econom­
ics is somewhat vague. Is Marx quarantined because he employed algebra 
instead of the calculus? Did Ricardo fail because he did not cast his discourse 
in the format of theorem-proof lemma? Why is it that Jevons and Walras 
disparaged the mathematical models of William Whewell as illegitimate? 
And why is it that Cournot is widely considered to be the first mathematical 
economist, even though there were many who preceded him (Theocharis, 
1961)? 
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There is a tangle of issues here to be sorted through. Initially, one might 
suggest that the illegitimate use of mathematical symbols in economics 
might be defined as ineptitude or errors in the manipulation of mathematical 
symbols. Whewell got his sums of infinite sequences of fractions wrong; 
Marx botched the transformation problem; Ricardo was embarrassed by his 
93-percent labor theory of value. The problem with this interpretation is that 
the "legitimate" mathematical economists are equally as guilty of these 
errors. Prudently restricting ourselves to the long deceased, we discover: 
Cournot (Cournot, 1897, pp. vi-vii); Walras (Walras, 1965, letter 1679, n. 3; 
letter 211, n. 4; letter 331; letter 1009); Pareto (Volterra in Chipman, et al., 
1971, p. 368);(Wicksell, 1958, pp. 141-158); and Marshall (Marshall, 1975, 
pp. 4-5).** The curious predicament that besets those who maintain that 
mathematical exposition banishes error from discourse is the fact that histor­
ically, everyone makes errors of manipulation. Candid observers such as 
David Hume understood this long ago: 

There is no Algebraist nor Mathematician so expert in his science, as to place 
entire confidence in any truth immediately on his discovery of it, or regard it as 
anything more than a mere probability. Every time he runs over his proofs, his 
confidence cncreases; but still more by the approbation of his friends; and is rais'd 
to its utmost perfection by the universal assent and applauses of the learned 
world. (Quoted in Kitcher, 1983, p. 41) 

It cannot be simply errors of manipulation of mathematical rules which 
deem that a particular application of mathematical formalism to economic 
theory is inappropriate. 

Perhaps, alternatively, the reason particular theorists are disqualified as 
mathematical economists is that they did not avail themselves of formalist 
proof techniques. But surely this criterion would be much too restrictive, 
since formalist proof techniques were only propagated in the late nineteenth 
and early twentieth century; and even today, many who would consider 
themselves mathematical economists only use the format intermittently, 
and often in a desultory manner. Further, formalist proof techniques are not 
coextensive with the entire project of mathematics, as we have indicated 
above in section §5 in our discussion of Godel's theorem. Moreover, the 
structure of mathematical proof is neither independent of historical context, 
nor has it always conformed to a certain rigid format. This is due to the fact 
that every mathematical proof skips an indeterminate number of steps, as 
well as the fact that the .standards of mathematical proof have changed 
drastically over time (Kitcher, 1983, pp. 42, 191; Kline, 1980). Thus, con­
formity to a particular proof format is not a valid passport to the pantheon of 
the mathematical economists. 
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Given that we have already claimed in section §12 that mathematical 
argumentation can never be entirely divorced from linguistic expression, the 
statement that there exists a particularly appropriate mathematical econom­
ics must mean that a specific subset of mathematical technique is ideally 
suited to prosecute discussions of the operation of the economy. It does not 
appear that any other coherent interpretation can be given to dicta repre­
sented by the above Schumpeter quote; and yet, I have not found a single 
economist willing to make this argument.^ Instead, all partisans of Defense] 
treat all of mathematics as if it were a single unified body of knowledge, 
indiscriminately and equally fit for economic discussions. The conflict 
between credo and practice has not been reconciled within the bounds of 
Defense]. 

§14. It is possible, with the aid of section §6 above, to offer a very brief 
explanation of the observed fact that neoclassical economists do not lavish 
equal praise upon all competent examples of the employment of mathe­
matical formalism in economic theory, however much their methodolog­
ical statements suggest this should be the case. As previously observed, 
mathematics was integrated into economic theory simultaneously with 
the marginalist revolution, which appropriated a specific model from 
nineteenth-century physics and merely changed the names of the variables. 
An unintended consequence of this event was that a very narrow subset of 
mathematics came to be identified with neoclassical theory: that is, the 
mathematics developed specifically within the context of the physical theory 
of the late eighteenth and nineteenth centuries, the calculus of constrained 
extrema. 

When a Schumpeter says that Ricardo and Marx were not really mathemat­
ical economists, the only consistent interpretation of this statement is that 
they did not employ techniques of constrained maximization. When Cour-
not is cited as the first legitimate mathematical economist, it is not because 
he theorized in terms of utility (he did not), nor because he provided proofs 
to accompany his mathematical symbols (ditto), but because he applied 
optimization techniques to fixed revenue and demand functions. When 
Whewell is denied the status of a mathematical economist, it is because he 
simply found the solution to a set of algebraic equations. When an Edge-
worth or a Pareto is remembered while a Bortkiewicz or a Palomba or a 
Mandelbrot is forgotten, it is preponderantly due to their respective atti­
tudes toward and incorporation of constrained extrema in their work. 

One of the greatest misperceptions in the history of the discipline of 
economics is that which credits neoclassical theory with the wideranging 
appreciation and appropriation of mathematical tools. On the contrary, the 
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neoclassical "box of tools" is very small: a purse, or a pouch. Neoclassicism 
has become little more than constrained optimization in ever-more baroque 
guises. 

§15. Disregard of the twentieth-century doctrine that there is no single 
unified body oftechniques called "mathematics" (Kline, 1980, pp. 275-277) 
and the conventional belief that the economy is naturally quantitative are 
really two aspects of the same idea. One of the most profound intensifica­
tions of the abstract character of mathematical speculation occurred in the 
late nineteenth century, when geometry was divorced from the study of 
physical space; shortly thereafter, algebra came to be distinguished from the 
study of number (Wussing, 1984; O'Malley, 1971). Hilbert once said that 
although he spoke in terms of points, lines, and planes, the terms he em­
ployed could just as well have been mug, chair, and spoon. The rise of 
abstract algebra suggested that most existing mathematical theorems were 
merely different realizations of more general principles governing the rela­
tionships between abstract objects possessing a very few basic properties. 
Poincare flippantly summarized this trend by defining mathematics as the art 
of giving the same name to different things. For Poincare and others, there 
was a kernel of Platonism buried in this epigram, since mathematical formal­
ism does tend to encourage the imposition of the aura of persistence and 
essence upon unruly and disparate phenomena (Meyerson, 1962). This im­
perative to uncover the one in the many would only make sense if, at some 
fundamental level, everything really partook of some abstract unity (Giedy-
min, 1982, p. 31). 

It was the further elaboration of the implications of abstraction by Kurt 
Godel, through the assignment of statements to their "Godel numbers", 
where any string could simultaneously be interpreted as a metamathemati-
cal statement as well as some assertion in arithmetic, that ultimately under­
mined the confidence in this approach. This escalation of abstraction finally 
led to the realization that there is no single unique meta-structure embedded 
either in the elaboration of all mathematics, or in the symbolic expression of 
events. The history of abstraction surprizes us with proliferation as well as 
with unification (see Lakatos, 1976). 

Understanding the historical timing of this realization is a prerequisite for 
the explanation of economists' impressions of the significance of mathe­
matics. The physics model appropriated by the progenitors of neoclassicism 
was generated around the middle of the nineteenth century, just before the 
spread of the furore over the significance of the non-Euclidean geometries. 
The first generation of neoclassicals were contemporaries of Klein's Erlan-
ger Program (Kline, 1972, p. 917), which became the group theoretic man-
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ifesto, but the economists remained unacquainted with it. The next major 
wave of neoclassical economists in the l-930s-1950s was also unaware of 
foundational issues in mathematics and their attendant controversies. These 
economists came either from physical science backgrounds (Harcourt, 1984, 
p. 500), which eschewed these ideas in the interests of pragmatism; or else 
they were heirs of the Bourbaki tradition, the major school of formalists who 
have shrugged off foundational challenges, and pursued the dream of a 
unified mathematics. (The backgrounds of economists in the post-Vietnam 
era are even more narrow.) Thus, perhaps it is not at all unusual that neo­
classical economists are predisposed to believe that there is a unified corpus 
of mathematical technique, which then must be isomorphic to the patently 
obvious quantitative character of prices, outputs, money, and so forth. 

§16. On a few rare occasions, prominent mainstream mathematical eco­
nomists have seen fit to elaborate upon the idea that the economy is natural­
ly quantitative, although inevitably these episodes take the form of remarks 
in passing or asides. After an intensive search, the few instances I could find 
in the entire postwar period are best represented by: 

The logical justification of the use of diagrams (in economic theory) lies in the fact 
[my italics-P.M.] that the postulates underlying the analytical description of 
space are identical with those used to represent the joining and separating of 
commodity bundles and the multiplication of such bundles by numbers. (Koop-
mans, 1957, p. 174) 

Having chosen a unit of measurement for each one of them (the commodities), 
and a sign convention to distinguish inputs from outputs, one can describe the 
action of an economic agent by a vector in the commodity space R'. The fact [my 
italics-P.M.] that the commodity space has the structure of a real vector space is 
a basic reason for the success of the mathematicization of economic theory. 
(Debreu, 1984, pp. 267-268) 

The agreement over the interval of nearly thirty years is impressive. The 
testimony that the economy is naturally quantitative does not consist of the 
observation that prices are expressed as numbers. More fundamentally, the 
proffered explanation of the efficacy of mathematical economics is that com­
modities naturally come in real or Euclidean sets. Curiously enough, this is 
not expressly included in the list of axioms, but couched in the language of 
fact, which presumably is intended to indicate that this is self-evident. To 
rephrase this in the somewhat arcane terminology of classical economics, 
exchange values are quantitative because they are merely a reflection of the 
"fact" that use values are physically quantitative. 

This argument is yet another corollary of the neoclassical predilection to 
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appeal to physics-style arguments. The apparently extrasocial aspect of the 
sequence one apple, two apples, three apples,. . . is to provide the natural 
starting point for price and value. Unfortunately, it is precisely this dichot­
omy between the "natural" sphere of use and the "social" sphere of value 
that we wish to isolate as the untenable bulwark of Defense]. If we are 
forced to judge by the criteria of use, then it is not at all clear that apples and 
oranges span a Euclidean vector space. Before we appeal to mathematical 
and philosophical arguments, it may prove instructive to note that various 
neoclassical economists have already voiced this caveat, albeit in contexts 
other than an evaluation of mathematical methods in economics. 

The first manifestation that something was amiss can be associated with 
the work of Lancaster (1966) on his revision of the theory of neoclassical 
consumer demand. Lancaster sensibly suggested that commodities are not 
generally desired because of their phenomenological identity, but rather for 
some bundle of characteristics they presumably embody. In effect, Lan­
caster proposed an intermediate mathematical device which would trans­
late "apples" into appropriate indices of sweetness, crunchiness, redness, 
"fostering the image of promoting our own health"-ness, and so on. Then, 
after a particular apple is encoded into the terms of the variables with which 
we express our desire and longing, these variables are entered into the new 
model utility function. 

In the intervening years, sporadic reference has been made to Lancaster's 
work in bibliographies of consumer theory (Green, 1971), but it has not 
attracted further research; possibly because it had touched an exposed 
nerve. On a superficial level, it would seem that sweetness, crunchiness, 
etc., are rather more difficult to quantify than the apples themselves; there­
fore, to interpose these less-mathematically accessible variables between 
unobservable utility and the apples as discrete units seemed to weaken 
rather than strengthen the existing theory. Nevertheless, this attempted 
revision was significant, because it gave voice to a hesitation that had 
occurred to many who had given serious consideration to the utility function: 
from a strict utilitarian point of view, there is no such thing as a generic 
commodity. To every individual qua individual, each apple is different: 
some bigger, some stunted, some mottled, some worm-ridden, some coated 
with stuff that will kill me slowly, some Mcintosh, some engineered to look 

and taste like tomatoes Although the thrust of the insight remained 
latent in Lancaster's article, reconsideration of these issues raised the pos-
sibihty that the self-identity of the commodity, which is the necessary prereq­
uisite of its basis as a cardinal number, is not at all psychologically present. 
The Lancaster model remained in the background as an irritant precisely 
because the natural ground of cardinality, the very quiddity of the definition 
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of the commodity, melted into air; and all that survived was the faintest 
suggestion that the rigid standardization requisite for cardinality was im­
posed by the development of the market with its arbitrary bundling of 
characteristics.'" Perhaps number is not a natural attribute. 

Another version of this reticence appeared in Oskar Morgenstern's popu­
lar book on the accuracy of economic observations. As is rather frequently 
the case among neoclassical economists, Morgenstern took the opportunity 
to excoriate the accounting profession for producing what he considered to 
be meaningless numbers. He complained: 

Both balance sheets and ... profit and loss accounts represent a mixture of figures 
that belong in widely separate categories. Yet these figures are treated concep­
tually and arithmetically as if they were completely homogeneous There 
simply cannot be a financial statement which is not ultimately the report of some 
physical event: money passing from one hand to another ... or a record made of 
some physical entities allegedly in the possession of the business. The record, 
however, may contain an additional element, namely that of evaluation of the 
physical activity. (Morgenstern, 1963a, p. 72) 

As the reader may realize, this is the same problem in a different setting. 
Business accounts impose a type of homogeneity upon their assets and 
liabilities, and thus a certain algebra (see Ellerman, this volume, ch. 3), 
which is hardly obvious, and in certain circles, is quite an object of conten­
tion. Oddly enough, Morgenstern seemed to feel that this was the fault of 
the businessmen, who deviously and wrong-headedly resisted dividing the 
world up into "figures [which] can be viewed as direct statements about 
fairly easily ascertained physical things such as cash, currency and bank 
deposits" (Morgenstern, 1963a, p. 75) and valuations dependent upon some 
theory. Here once again is the physicalist bias, but in a distorted mirror-
image: now it is money that is the physical touchstone, and it is physical 
commodities that require some dubious theory of imputation in order for 
them to be subject to the same format of algebraic accounts. And once 
again, the irony is close at hand: is it not incongruous to refer to money as if it 
provided the physical foundation for the quantification of business records? 
The "natural" basis of quantification slips further from our grasp. 

The level of subtlety of discussions surrounding this issue was raised 
incalculably by the appearance of Nicholas Georgescu-Roegen's Entropy 
Law and the Economic Process. In place of the excessive deference con­
ventionally displayed when an economist invokes the name of physics, 
Georgescu-Roegen's familiarity with the subject prompted him to start from 
the premise that, "Physics, therefore, is not as free from metaphysics as 
current critical philosophy proclaims" (Georgescu-Roegen, 1971, p. 97). In 
practice, he agrees with the quote from Norman Campbell at the beginning 
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of this chapter. He insists that the use of cardinal measure reflect a particular 
physical property of a category of objects. To quote his argument in detail: 

. . . this simple pattern (of proportional laws in physics) is not a mere accident: on 
the contrary, in all these cases the proportional variation of the variables is an 
inevitable consequence of the fact that every one of these variables is free from 
any qualitative variation. In other words, they are all cardinal variables. The 
reason is simple: if two such variables are connected by a law, the connection 
being immediate in the sense that the law is not a relation obtained by telescoping 
a chain of other laws, then what is true for one pair of values must be true for all 
succeeding pairs. Otherwise, there would be some difference between the first 
and, say, the hundreth pair, which could only mean a qualitative difference. This 
characteristic property of cardinal laws ... constitutes the very basis on which 
Cantor established his famous distinction between ordinal and cardinal number. 
We arrive, Cantor says, at the notion of cardinal number by abstracting from the 
varying quality of the elements involved and from the order in which we have 
"counted" them. (Georgescu-Roegen, 1971, p. 102) 

The elaboration of this conception of law-like structure can be seen, in 
retrospect, as the prime motivation behind most of Georgescu-Roegen's 
impressive ouvre. In the 1950s he argued that if commodities were cardinally 
measurable, then there would always be an uncaptured qualitative residual 
associated with any individual's esteem for them, and that this fact in itself, 
even in the absence of other psychological assumptions, would guarantee 
that indifference curves would always be convex. He later realized that it 
could only guarantee that indifference maps would be nonlinear; a much less 
interesting proposition (Georgescu-Roegen, 1971, p. 113). Nevertheless, 
this insight can serve to explain the failure of Lancaster's research program: 
the qualitative residual cannot be banished by appending any set of quantita­
tive variables to existing neoclassical theory (Georgescu-Roegen, 1971, p. 
76). To put it in a somewhat different manner: If utility really were measur­
able, then all units of one generic commodity could be made psychologically 
identical with any other commodity; all commodities could be reduced to 
other commodities; and we would be back to a classical theory of value 
which discovered value as embodied within the commodity. The question of 
the "natural" or "unnatural" quantification of economic phenomena is, 
properly interpreted, a metaphysical problem of identity. Hence Poincare's 
remark that mathematicians give the same name to different things. 

Although Georgescu-Roegen neglected to press the inquiry into the car­
dinal measurability of commodities in consumer theory, he did choose to do 
so in the theory of production (Georgescu-Roegen, 1976, pp. 72-73). His 
contributions in this area are decisive. First, he has observed that physics is 
not uniformly "quantified". There are many areas of study which have not 
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been able to construct or discover proportional laws, presumably because 
they are more directly concerned with variations in qualities. Secondly, he 
points out that the technical role of an input in a production process may be 
specified in a physically quantitative relationship, but that quantification 
rarely has any direct relationship to the "cardinality" of the input in its 
incarnation as a commodity (Georgescu-Roegen, 1971, p. 218). In a sim­
plistic example, oil is sold by the barrel, but its efficacy in one production 
process is measured by foot-pounds per BTU, and in another by sulfur 
content in milHgrams per litre, and in a third process a measure of resistance 
relative to roughness (in terms of the diameter of sand particles that give the 
same effect at a high Reynolds number). One might retort that the fully 
appropriate measure of the commodity should be some such vector as 
(liquid volume, BTU rating, Reynolds number, — ) ; but this ignores the fact 
that if we extend the metric to encompass every possible aspect of every 
conceivable production process, we absurdly balloon the length of the list of 
generic "commodities" until cardinality is defined away, because there is no 
remaining identity of "oil". Third, he explains that algebraic operations 
upon the input units cannot be confused with algebraic operations intended 
to represent production processes. Production processes may be cojoined, 
or they be assigned membership to a set in the mind or on paper; however, 
they cannot strictly be added or multiplied (Georgescu-Roegen, 1971, 
chap. 9). 

Georgescu-Roegen brings to bear all of these considerations to demon­
strate that the neoclassical production function is a thoroughly slipshod con­
struct which is incapable of any appeal to physicalist notions as justification 
of its mathematical structure. In fact, since a production process does not 
satisfy the first requirement of lawlike behavior—that is, inputs and outputs 
are not directly connected, in the sense outlined above in the lengthy quote 
from Georgescu-Roegen—it does not even qualify as an appropriately car­
dinal formalism. The devastating moral of this line of inquiry is that, "If we 
maintain that any scale is as good as any other, then such fundamental 
notions as decreasing marginal rate of substitution, constant returns, 
efficiency, etc., lose any meaning whatsoever" (Georgescu-Roegen, 1976, 
p. 274). 

It would thus seem that by the 1970s most of the components of a power­
ful critique of the received doctrine that the economy is "naturally quantita­
tive" could be harvested from the neoclassical theory literature; nonethe­
less, this critique never materialized. Although he hesitated to do so himself, 
Georgescu-Roegen's critique of production theory could easily have been 
extended to the theory of the neoclassical consumer. After all, consumption 
is also a process, and is treated in other respects by neoclassicals in a manner 
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symmetrically to production. 
It could have been pointed out that the common thrust of these varied 

writings is the overarching thesis that there is no reason to believe that the 
algebras of economic quantities are isomorphic to the algebras used to char­
acterize their physical manifestations. An alternative interpretation would 
see metrics as constructed entities conditional upon the intended use, based 
upon the imposition of identity upon phenomenological diversity. Alas, this 
Hne of inquiry has lain dormant. We now return unerringly to that non-
quantitative question, the motor of metaphysics: Why? 

§17. There are at least two distinct answers to that question. The first 
derives from a certain tradition in anthropology and sociology, which claims 
that all cultures, preliterate and hterate, are predisposed to base their ex­
planations of their own social interactions upon their theories of the natural 
world and natural order (Barnes & Shapin, 1979; Douglas, 1966,1970). As 
much as we might wish to feel superior to the Tiv or the Nuer or the Bush­
men, the continuous invocation of and appropriation of physics by neo­
classical economists documented in this essay reveals that we really all are 
brothers under the skin. One reason why the critique of "natural order" in 
the quantitative sphere has not been followed to its conclusions is that, as we 
have observed, this inquiry would reveal the social and conventional bases 
of quantification, and it would therefore undermine the direct lineage of 
economic magnitudes' descent from physical magnitude. Many unexplored 
programs of research remain that way because the abyss seems to yawn just 
inside of their perimeters. 

The second answer to the question may be more palatable to those who 
find such functionalist explanations distasteful. Another major reason that 
the critique of a direct isomorphism between physical and economic alge­
bras has languished in an undeveloped state is that the most perceptive 
and insightful critics have not marshalled one of the major mathematical 
devices of the twentieth century to their cause. That body of technique is a 
subset of the discipline of abstract algebra called group theory. 

Group theory evolved out of work done on the theory of equations in the 
early nineteenth century (Wussing, 1984). It began as the documentation of 
certain patterns in the solutions of equations when various key parameters 
underwent permutation. After 1870 a more abstract view of groups gained 
ascendancy. Around the turn of the century it was recognized that the 
structure of groups could be employed to describe any arbitrary operation, 
not necessarily those restricted to the theory of equations or geometry, 
which conformed to a few simple rules. Groups provided the language for a 
discussion of very abstract patterns which, when interpreted, promised to 
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uncover connections between many disparate areas of mathematics. 
An abstract group is defined as: 

I. A set of elements (a, b ,c , d , . . . ) which can be of finite or infinite order. 
The number of elements in the set is called the order of the group. 
II. Any operation between any two elements, which we shall read from 
left to right. For example: a X b 
This operation must obey the following rules: 
i) Closure. If a and b are elements of the set, so is the result of a x b. 
ii) Associativity, a X (b X c) = (a X b) X c 
iii) Identity Element. The set must contain an element e such that: 

e x a = a x e = a,for each element in the set. 

iv) Inverse Element. For every element a in the set there exists an element 
b such that: 

a x b = b x a = e 

We will follow standard notation and denote this inverse b = a~'. 
The central concept in abstract algebra is the group; the taxonomies of 

other abstract algebras generally involve the augmentation or diminution of 
the above set of rules. Some of these variants that we shall shortly find useful 
are the concepts of an Abelian group and a semigroup. In the former case, if 
we were to append a fifth rule to the above four to the effect that the 
operation must be commutative, that is, for every pair of elements: 

a x c = c x a 

then the group would be called an Abelian group. In the latter case, a set of 
elements and an operation which only conforms to the first two rules of 
closure and associativity is called a semigroup. As is to be expected, the less 
restrictive specification of a semigroup results in much diminished inference 
concerning its properties. Finally, any subset of the elements of a given 
group which, by themselves, conform to the rules i-iv is known as a 
subgroup. 

One advantage of group theory is that knowledge of a small number of 
key characteristics of a group will serve to summarize all of the important 
information about the structure of an algebra. Poincare observed that the 
theory of groups is " . . . the whole of mathematics divested of its matter and 
reduced to pure form" (quoted in Kline, 1972, p. 1146). Some of this power­
ful capacity can be illustrated by the examination of the "table" of a group of 
small order; in this case, a group of order four. The group table displays all of 
the possible outcomes of application of the x operation between any two 



MATHEMATICAL FORMALISM AND ECONOMIC EXPLANATION 211 

elements of the set. 

GROUP TABLE 
e 

a 
b 
c 

a 

b 
c 
e 

b 

c 
e 
a 

c 

e 
a 
b 

In this example, the group consists of the set of elements (a, b, c, e), and 
obeys the following rules: 

a x a = b ; e x a = a ; e x b = b; 
a x b = c = a x a x a ; 
b x b = e = a X a x a X a . 

Inspection of the table is sufficient to reveal that this is indeed a group, 
since rules i-iv imply that no element of the set can appear more than once in 
any column or row of the table. The table is symmetric, in that the pattern of 
entries is identical above and below the diagonal running from the upper left 
to the lower right hand corner: this is indicative of the fact that the operation 
is commutative, and thus this group is Abelian. Knowledge of the fact that 
the group is of order four imposes sufficient restrictions upon the operation 
such that we know that there exist only two distinct structures for groups of 
order four, and that they both must be Abelian. Similarly, we know there is 
only one group structure of order three, and only one structure of order two, 
and that they also must be Abelian (Durbin, 1985, p. 103). Other theorems 
of group theory which we shall employ in this paper are: each group can only 
possess one unique identity element; each element of a group possesses a 
unique inverse; groups of prime order possess no subgroups except them­
selves and the isolated identity element (ie., the improper subsets). The 
reader might confirm these theorems from inspection of the group table. 

Groups are more abstract than the more familiar ordinary algebra be­
cause they subsume its patterns under more general principles. For instance, 
suppose we restrict ourselves to the set of integers: 

( . . . , - 3 , - 2 , - 1 , 0 , 1 , 2 , 3 , . . . ) 

and consider the group operation of ordinary addition. Inspection will re­
veal that this operation conforms to all of the rules governing a group: the 
sum of any two integers is an integer, the element "0" is the identity, the 
inverse of "n" is "—n", and closure is preserved by specifying that the group 
is of infinite order. Since addition is commutative, the group is Abelian. 

Now instead suppose that we restricted ourselves to the set: 
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( . . . , 2 - 3 , 2-2, 2 -1 , 2", 21, 22 ,23 , . . . ) 

If we then specify the group operation to be ordinary multipHcation, we find 
that we again have a group. An important step in coming to understand the 
abstract power of group theory is to observe that all of the formal patterns 
produced within this multiplicative group are exactly the same as the pat­
terns displayed by the additive group of integers, so that for all practical 
purposes, they are the same group. (Here recall Poincare's quip.) If two 
groups have the same pattern of entries in their group tables, then they are 
said to be isomorphic to one another. 

However brief and inadequate this survey of group theory, it should 
sufficiently equip us with the means to explain how the critics of quantifica­
tion and arithmomorphism in economic theory were hampered by their 
neglect of abstract algebra. 

§18. For purposes of illustration, we shall initially focus our attention 
upon two neoclassical economists who have been concerned with prob­
lems of formalization and quantification: Robert Glower and Nicholas 
Georgescu-Roegen. Glower perceives his work as the tilling of the narrower 
field of monetary theory, whereas Georgescu-Roegen cultivates the broader 
field of production theory. Both would have profited immensely from de­
tection of the isomorphisms between their respective programs of research. 

The aim of (Glower, 1967) was an inquiry into the determinants of the 
trivial role played by money in syntheses of Keynesian and neoclassical 
theories. He decided that the major culprit was the mathematics of then-
popular models, which effectively described barter economies in which 
every commodity indiscriminately performed the functions of money; 
hence, an independent money commodity was redundant. Of particular 
interest from our present point of view was his method of demonstrating 
his point. He presented the following tables as paradigms of different kinds 
of economies: 

\ 

c, 
Cz 

barter 

c, 

1̂  1 X 

C2 

X 
X 

\ 
c, 
Cz 
c, 

pure money 

c, 
X 
X 
X 

C2 

X 
X 
0 

Q 

X 
0 
X 

\ 
c, 
Q 

C4 

C i 

X 
X 
X 
X 

non-pure money 

C2 

X 
X 
0 
0 

C3 C4 

X X 
0 0 
X X 
X X 

The Gi are indices for different generic commodities, i = 1,2, . . . , n. The 
X's are to be interpreted as indicating that the trade of commodities repre-
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sented by the intersecting row and column is allowed to take place; the O's 
indicate that a particular trade is not permitted. Although Glower's overrid­
ing concern is with money, the artifice of the tabular format leads him to 
briefly consider the more fundamental question: what qualifies as a legiti­
mate trade? He takes it as a self-evident axiom that possession of a commod­
ity qualifies as a virtual trade of that commodity for itself; that is, C, can 
always be traded for Q (and therefore, diagonal entries in the tables will 
always be X). Secondly, he posits that the exchange relation must always be 
symmetric; that is, if Cj is allowed to exchange for Cj, then it must also be the 
case that Cj is also allowed to exchange for Q (thus Glower's tables will 
always be symmetric around the diagonal). Finally, he defines a money 
commodity as one which can be traded for any other commodity. From these 
axioms he deduces the theorem that the simplest economy where money 
performs a non-trivial function of the coordination of exchange must have at 
least three distinct commodities. Similarly, the smallest money economy 
which is capable of containing a subset which functions as a pure barter 
system must comprise at least four separate commodities. Since many of the 
models under consideration did not meet these criteria. Glower felt satisfied 
that he had identified the flaw in their arguments. 

The reader will quickly recognize that Glower was groping his way to­
wards an abstract algebric representation of trade." The most critical arti­
fact which prevented him from exploiting the group concept was his insist­
ence upon binary trade/no trade entries in the bodies of his tables. If we 
temporarily overlook the fact that his table entries are not group elements 
because the operation is not closed, we can observe that much of what 
Glower wished to say (and much more) could be expressed using the 
theorems of group theory. 

The imposition of diagonal symmetry upon the tables is a very strong 
restriction; wc know that if we interpreted the operation of exchange as 
conforming to an algebraic group, then Glower must be insisting that all 
trades are commutative, and thus the group of exchange must be Abelian. 
(Possible definitions of the operation and the set of elements are discussed 
below.) In his own examples, however, this is not a matter subject to choice, 
since all groups of order five or lower must be Abelian. In other words, in 
order to consider exchange as a group process which is not commutative, we 
must build models of the economy which possess at least six distinct com­
modities. Moreover, by Lagrange's theorem (Hamermesh, 1962, p. 20), we 
know that the order of all proper subgroups of any arbitrary group are 
integer factors of the order of the original group. Therefore, any model of an 
economy where the number of distinct commodities is prime will possess no 
barter subeconomies similar to the one exhibited in Glower's table (c). Thus 
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we witness an advantage of the group theoretic perspective: it helps us 
discern what the previous employment of other mathematical techniques 
has served to obscure. In the present instance, it indicates that any economic 
model that treats less than four functionally distinct commodities can­
not seriously discuss the separate and distinct functions of money in the 
economy; and a model which would not surreptitiously impose the con­
dition that all trades are commutative must possess at least six distinct 
commodities. 

While these theorems instantiate how group theory might have helped to 
generalize Glower's results, they are simply extrapolations of his basic 
themes. A more important application of group theory could reveal that 
even at this most abstract level of the binary entries of trade/no trade. 
Glower could not succeed in illuminating the very core of the problem of 
money. The question that he posed was: under what conditions would the 
functions of money be non-trivial? Glower correctly noted that money 
would always be trivial in two-good models. What he did not notice was that 
as long as trade conforms to a group, and each good trades for at least one 
other good, and the group is Abelian, any particular commodity can be 
obtained through a finite sequence of trades, starting from any arbitrary 
endowment. Unless further structure is imposed upon the model (such as 
independent transactions costs or other external constraints on the trading 
sequence), money still has a trivial function in such an economic model. 
Glower could not observe that the axiomatic imposition of symmetry on his 
economy acted to neutralize the very role of money which he wished to 
highlight, because it was isomorphic to a world of barter where any com­
modity may be directly or indirectly traded for any other commodity. Once 
one becomes sensitized to the group formalism, one can immediately 
deduce these results from inspection of the abstract patterns displayed in a 
group table. 

The seemingly harmless assumption that the activity of trade is commuta­
tive is freighted with profound and substantial theoretical content, much of 
which has never been explored in any detail in economics. The elaboration 
of this content will take up much of the remainder of this essay. In this 
section it may suffice to simply indicate some of the aspects of the submerged 
theoretical content. First, commutivity places some impUcit restrictions upon 
the actors, who have up until now remained hidden in the wings. Gommutiv-
ity means there must exist some set of traders willing to exchange X for Y, 
and another set willing to trade Y for X in the exact same circumstances 
(which includes the law of one price). Hence, people must differ in whatever 
it is that motivates their trading activities, and those activities must have been 
coordinated prior to the realization of the trades. In other words, there must 
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exist diversity, but simultaneously, that diversity is neutralized through the 
restriction that it can in no way materially affect the outcome. Clower did not 
see that commutivity neutralized the role of an independent trade coordina­
tor. Without the specification of different trader personalities, commutivity 
would condone a shoe salesman entering his own shoe shop to purchase 
shoes, and in fact, this would provide the major vehicle for taking up any 
slack in effective demand. Secondly, commutivity implies effective rever­
sibility of any trade in time, rendering any attempts to model errors or his­
torical change incoherent. Third, commutivity posits a symmetry which is 
frequently absent in actual economies. I can take money to the Safeway to 
buy food; but I can't take food into the Safeway to buy money. Fourth, 
commutivity imposes some very rigid conditions upon the concept of value, 
which we shall elaborate below in section §20. 

Now let us relinquish the binary entries in Glower's tables, and in the 
process discover that monetary theory is merely a special case of a more 
general economic problem. We have noted that the structure of a group 
requires closure; this would mean that the entries in the tables whose 
purpose it is to describe trade must themselves be members of the set of 
commodities. Thus (as should be obvious) Glower's tables are useless in 
discussing prices, since the elements of his set are merely the names of 
generic commodities, such as: (Gucci shoes, hot dogs, beer mugs, iron 
ingots,...). In other words. Glower's conception of trade is not quantitative. 
Let us inquire into how we might rectify this serious omission. 

Glower treats trades as if they were thoroughly abstracted away from the 
activities of the people "behind the scenes"; in this section, we shall do 
likewise. Suppose that there happened to be six discrete "endowments" 
sitting in a "market". There are also three permissible barter trades, sanc­
tioned by some unspecified mechanism: one particular hat trades for a par­
ticular dozen eggs, a second dozen eggs trades for a pen, and three hats trade 
for ten dozen eggs. Employing the symbol©in order to signify the operation 
of trade, our rules are therefore: 

1 h a t © 12 eggs = 12 eggs 
12 eggs (J) 1 pen = 1 pen 
3 hats (J) 120 eggs = 120 eggs 

If we adopt Glower's axioms that a commodity always trades "virtually" for 
itself, and that all sanctioned trades are symmetric, then we deduce the 
further sanctioned trades: 

1 hat (J) 1 hat = 1 hat 
2 hats (J) 2 hats = 2 hats 
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12 eggs © 1 hat = 1 hat 
1 pen (J) 12 eggs = 12 eggs 

120 eggs © 3 hats = 120 eggs 

Further, let us provisionally adopt one of the most fundamental assumptions 
of all of mathematical economics (which has never been discussed, much less 
evaluated). Let us suppose that the operation of trade is associative, so for 
instance: 

(1 hat © 12 eggs) © 1 pen = 1 hat © (12 eggs © 1 pen) = 1 pen 

Consolidating all of the permissible trades into a single table, we arrive at: 

Ihat 
2 hats 
3 hats 
12 eggs 
120 eggs 
1 pen 

1 hat 

Ihat 
7 
7 
Ihat 
7 
1 hat 

2 hats 

7 

2 hats 
7 
7 
7 
7 

3 hats 

7 
7 

3 hats 
7 
3 hats 
7 

12 eggs 

12 eggs 
7 
7 
12 eggs 
7 
12 eggs 

120 eggs 

7 
7 

120 eggs 
7 
120 eggs 
7 

1 pen 

1 pen 
7 
7 
1 pen 
7 
1 pen 

Perusal of this table begins to reveal problems in the specification of 
Glower's tables, as well as problems in the specification of a group to char­
acterize trade. The nature and significance of an "impermissible" trade is 
left tantalizingly vague in Glower's writings, and it is precisely upon the 
choice of conceptualization of these prohibited activities that much of the 
structure of the algebra founders. The question marks in the table signify 
trades other than those sanctioned by the unspecified "mechanism". If all of 
these entries were left empty, then we would be violating the first require­
ment of any abstract group, that any operation defined over a set should be 
closed. However, if a proscribed trade is not consummated, but instead 
remains virtual, how should the result be characterized? Taking a cue from 
Glower's contention that a commodity should always virtually trade for 
itself, we could posit that every blocked or prohibited trade is equivalent to a 
virtual trade of the initial commodity for itself, because the initiator of the 
blocked trade always retains the commodity offered. Thus, as an example: 

1 hat © 2 hats = 1 hat 
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In this eventuality, the above table would find all of the question marks 
replaced with the entry heading the corresponding row. Unfortunately, this 
emendation would contradict Glower's original axiom of the symmetry of 
trades, undermining their purported commutative character. 

Further attempts to rescue this representation of the algebra of exchange 
are rendered hopeless by the realization that Glower's axioms are self-
contradictory. This is because this conception of barter exchange in a finite 
order economy does not conform to the structure of an algebraic group. Even 
were we to induce closure in the table by said replacement of the question 
marks by the row headings, any given row or column contains elements of 
the set which appear more than once. This violates group rules iii and iv in 
the sense that the row and column headings do not behave like distinct 
elements of a group. Taken in isolation, each commodity bundle acts as its 
own identity and inverse; but this does not extend to the system as a whole, 
the aggregate of commodity bundles. 

Parenthetically, there exists the possibility that our criticism of Glower 
misses the mark because we have misspecified the group elements as com­
modity bundles. An alternative would be to specify each group element as 
consisting of an entire trade, say: 

A: 
B: 
G: 
D: 

1 hat -^ 12 eggs 
12 eggs -^ 1 pen 
3 hats -^ 120 eggs 
1 hat -^ 1 pen and so on. 

The group operation would in this case be the composition of these 
transformations; in this example, /I X S = £>. The economic interpretation 
of the group operation would be that it identified compositions of trades that 
would end up "at the same place," in the way that both Ay. B and D end up 
at"one pen". 

While there has been some very interesting work based upon this alge­
braic portrayal of exchange (Ellerman, 1984), it does not come to grips with 
the problems that concern Glower, (and us, we hasten to add), because it 
assumes them away at a very primitive level of analysis. First, this version is 
incapable of confronting the problem of impermissible or blocked trades, 
because, by definition, only "sanctioned" trades qualify as group elements. 
Secondly, it cannot explicitly confront the thorny issues of quantification, 
since it buries the notion of commodity equivalence in the primitive defini­
tion of the group operation: "one pen" counts as the "same result" in B and 
D. The seeming plausibility of this conceptuahzation ultimately rests upon 
the purported isomorphism of physical algebras to the algebra of trade 
discussed above in §16. Third, by focusing attention on the transformation 
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rather than the commodity bundle, it assumes that trades are comparable 
along some axis in the absence of money, and therefore cannot distinguish 
situations in which the presence of money is either superfluous or necessary. 
Fourth, our critique of the incoherence of virtual self-trade also applies to 
this framework. For all of these reasons, the conceptualization of trade as a 
composition of transformations will not help us explain why prices are quan­
titative. 

In this extended reconsideration of Glower's research agenda, we are 
forcibly struck by the persistent frustration of broaching the issue of the role 
of money in the context of an operation that lacks an identity element. Given 
the surfeit of trades that map any given commodity back onto itself, money is 
truly a superfluous concept. Hence Glower's critique dies aborning, because 
the problem is not restricted to the fundamental misrepresentation of money 
in mathematical economics; it extends to the fundamental misrepresenta­
tion of the operation of exchange. 

Turning to the paper by Georgescu-Roegen (1976, pp. 271-296) on mea­
sure, quality, and optimum scale, we seem (at first blush) to be very far 
removed from any of the questions that motivated Glower's writings. 
Georgescu-Roegen avows his purpose is to demonstrate "that the ordinary 
concept of efficiency (as well as other equally important concepts of produc­
tion theory) has no meaning if factors and products are not cardinally 
measurable." Nonetheless, there are two major similarities. The first, which 
we have already had occasion to mention, is the thesis that the laws of the 
prosecution of production processes are not necessarily isomorphic to the 
manipulation of their physical constituents. Glower suggests that the process 
of exchange is not adequately represented by the addition of physical units; 
Georgescu-Roegen holds the parallel brief for economic production pro­
cesses. The second similarity resides in the fact that Georgescu-Roegen con­
ceptualizes the analytical prerequisites for a plausible model of production 
by postulating an abstract operation, and then asking what axioms would 
guarantee that this operation was susceptible to cardinal measurement. It is 
fascinating that, j ust as in the case of Glower, he invokes some aspects of the 
basic structure of group theory without acknowledging it, and therefore misses 
using the analytical shortcuts provided by group structures. In fact, his 
axioms of cardinality (Georgescu-Roegen, 1976, pp. 275-279) are nothing 
other than our group axioms i-iv, plus commutativity and the axiom of 
Archimedes. As he observes without the aid of group theory, the imposition 
of an Abelian group structure upon an economic production process is 
tantamount to positing a world where all transformations consist of the 
reshuffling of some primal substance; such reshufflings can result in no new 
emergent properties other than those already inherent in the primal sub-
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Stance (p. 288). In somewhat simpler terms, qualitative novelty is precluded 
by the symmetry of the Abelian group. This is further corroborated by 
Georgescu-Roegen's description of what he calls "weak cardinality" (pp. 
281-282), which is nothing other than the axioms posited by physicists in 
order to characterize "gauge symmetry" (C. L. Smith in Mulvey, 1981; and 
t'Hooft, 1980). 

Why has abstract algebra been neglected in economics? Again we must 
return to the influence of the development of physical science upon concep­
tions of mathematical formalism in economic theory. 

§19. Relatively recently, developments in particle physics have prompted 
some physicists to reconceptualize the progressive thrust in the history of 
their discipline as the unfolding of manifestations of symmetries in nature 
(Galison, 1983, p. 49; Elliott and Dawber, 1979). This revised standard 
chronicle begins with the recasting of the laws of motion in terms of energet­
ic considerations—precisely those touched upon above in section §6. The 
goal of a unified theory of nature was given further impetus in the early 
twentieth century by the development of a theorem by Emmy Noether, 
which included an early application of the theory of continuous groups 
(Brewer and Smith, 1981, pp. 16 et seq.). Noether's theorem demonstrates 
that corresponding to every invariance or symmetry property of a variation­
al theory there exists a conservation law. For example, the statement that 
the results of most physical experiments do not depend upon their orienta­
tion (i.e., the direction in space in which they are pointed) is more formally 
expressed as the axiom of rotational invariance; and this, in turn, is equiva­
lent to the law of the conservation of angular momentum. Likewise, state­
ments about the invariance of a phenomenon with respect to its temporal 
location are equivalent to the postulation of the law of the conservation of 
energy, as well as to the axiom in much of physics that laws of motion are 
symmetric with respect to the time axis. In this manner, many seemingly 
separate hypotheses concerning physical phenomena were subsumed under 
one general pattern. 

The power of this approach only became apparent in the twentieth cen­
tury, after the twin revolutions of relativity theory and quantum mechanics, 
only to become paramount upon the rise to dominance of subatomic physics 
(Rosen, 1983). The theory of relativity grew out of an imposed symmetry to 
the effect that the known laws of motion should be symmetric and invariant 
relative to any moving observer; and this deceptively simple condition pro­
voked a profound revision in the very algebra of space and time, from the 
Galilean group to the Lorentz group. Quantum mechanics escalated the 
dependence of physics upon symmetry principles to a greater degree: "The 
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quantum numbers tell us what kind of symmetries we mean Thus, when 
we come to the smallest objects in the world, we characterize them in quan­
tum mechanics just by their symmetry, or as a representation of symmetries, 
and not by specifying properties such as shape or size" (Heisenberg in 
Buckley and Peat, 1979, p. 14). The implementation of this precept is evi­
dent in the quark model, where it serves to impose some structure upon a 
confusing proliferation of types of subatomic particles (Elliott and Dawber, 
1979). Group theory was there applied to reduce all known particles (and a 
few yet to be discovered) to combinations of a small number of abstract 
qualities. Even more recently, theories of gauge symmetry are the main 
contenders in the quest to provide a grand unified theory of the four fun­
damental forces of nature (t'Hooft, 1980). 

The lesson of interest for economists resides not in the mere fact that 
group theory has progressively become more and more indispensable in 
physics, but rather in the novel attitudes toward mathematical formalism 
which it has engendered. As physicists have become increasingly resigned to 
the role of the observer as an inextricable facet of any physical phenomenon, 
they also have become less sanguine about the existence of any independent 
preordained natural metric. In their practice, the specification of a metric 
has come to be seen as the generalization of an equivalence relation, which 
imposes a symmetry group upon a given state space (Rosen, 1983, p. 142). 
Hence modern mathematical formalism in physics tends to consist of 
the postulation of judiciously chosen symmetries with an eye toward the 
self-conscious construction of the meaning of natural order. Systems with 
very few salient features are asserted to possess powerful symmetries. For 
example, in mechanics the absence of all forces is defined as spatial symme­
try. In any case where things persist in shooting off to the right, this is 
interpreted as evidence that we have discovered some external force or 
influence. The moral of this tale would seem to be that when faced with the 
phenomenological confusion besetting an empirical question, the first step is 
to ask: what symmetries am I willing to suggest characterize this situation? 
The next step is to define order as regular alterations of that symmetry. 
"Order is broken symmetry" (Salam, in Mulvey, 1981, p. I l l ) is the slogan 
of late-twentieth-century physics. 

We have already had occasion to observe in section §10 that the track 
record of economics in justifying its favored conceptions of order has left 
something to be desired. Instead of stressing the importance of research into 
the meaning and implications of successful coordination of economic activ­
ity, economists attempted to create the impression of natural order by 
appropriation of a physics metaphor, and then found the critical notions of 
competition, equilibrium and so forth dictated to them by their newly 



MATHEMATICAL FORMALISM AND ECONOMIC EXPLANATION 221 

adopted mathematical procedures. 
Although perhaps the most legitimate research program in economics 

should generate its own mathematical tools simultaneously with its develop­
ment of the economic theory, the present author is not at all sanguine about 
the likelihood of that prospect. The history of the economists' envy of the 
physicists is a heavy burden, not easily or lightly discarded. The interaction 
of physical and social metaphor pervades our thought in more ways than we 
might at first imagine. Moreover, mathematical expertise has itself become 
so separated from practical application in the modern disciplinary bound­
aries of the university, that sociological forces also militate against that 
scenario (Kline, 1980). A more realistic and modest proposal would be that, 
if we are to get our mathematical metaphors from physics, let us at least do it 
self-consciously, and with greater discrimination and subtlety than did our 
neoclassical forebears. Instead of arbitrarily appropriating this or that par­
ticular physical model as a metaphor, perhaps it would be more useful to 
contemplate the larger pattern of mathematical theory in the physics of the 
twentieth century. In this respect, the deployment of symmetry concepts 
and abstract algebra provides a framework for the conceptualization of 
order which is not tethered to any particular physical model. In the older, 
pre-Kuhnian sense, it can serve as a paradigm of explanation. 

And so we arrive at the kernel of truth within Defense): the question of 
the appropriateness of mathematical techniques in economics cannot be 
separated from the conception of order in economic theory. Such an aware­
ness must foster a skepticism toward prepackaged mathematical techniques 
taken from the physical sciences. The trepidation with which some would 
regard such a research program might derive from an impression that it 
would involve repudiation of three centuries of economic thought, leaving 
us to start, as it were, with a blank slate. 

Luckily, the situation is not so drastic as all that. 

§20. When and if we revise our understanding of what it means to conduct 
a self-conscious mathematical economics, we shall also revise our roster of 
whom we believe to have been legitimately creative mathematical econo­
mists. Contrary to the claim of Schumpeter quoted above in section §13, we 
should like to seriously entertain the idea that Marx was a seminal mathemat­
ical economist. By this statement we do not intend to refer to the schemes 
of expanded reproduction, or the algebra of the transformation problem 
found in volume III of Capital. Neither do we desire to praise the labour 
theory of value as an insightful manipulation of quantitative concepts.'^ 
Instead, the specifically mathematical contribution of Marx to economic 
theory is to be found in the first six chapters of volume I of Capital, in the 
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discussion of the problems surrounding the conceptuaHzation of a commodi­
ty. These chapters display the beginnings of a self-conscious examination of 
the problems of symmetry and order described above in section §19, and as 
such might serve as a point of departure for a reconstruction of mathematical 
economics. 

It is very easy for the modern reader to discount the early parts of Capital, 
where Marx searches for the "common element" that permits the compari­
son of different commodities, as a regrettable metaphysical residuum of his 
Hegelian training. A different perspective will reveal this to be an intemper­
ate attitude. The first consideration that should help us read these passages 
in a new light is the realization that much of the history of economic thought 
has been absorbed with a question that remains unresolved to this very day: 
Are "normal" trades the exchange of equivalents, or not? What is the 
meaning and significance of equivalence of value? The rise of neoclassical 
theory acted to banish this problem from overt discussion, but did not re­
solve it. One might initially think that neoclassicism settled the issue by 
placing itself squarely in the camp of those who maintained trade was of 
nonequivalents, in the sense that the total utilities to each transactor of any 
given commodity are divergent; but in practice, the situation is not so clearly 
defined. First, problems of the trade of equivalents have been recast so as 
to be subsumed under controversies over the cardinality of utility and/or 
various inconsistent claims with respect to the interpersonal comparison of 
utility. Second, the issue was avoided, in part, through the imposition of the 
law of one price as a condition of equilibrium (Bausor, this vol., chap. 4). 
Third, the presumption of the trade of equivalents has surreptitiously re­
entered neoclassical theory through such expedients as the discounting of 
future utility in order to consititute a present price, and the definition, 
popular in financial theory, of an efficient market as one which arbitrages 
away all divergent valuations. 

Marx deserves attention because he correctly identifies the question of 
the trade of equivalents as the necessary point of departure for a mathemat­
ical economics; it is the other side of the coin of a theory of economic order. 
Equivalence in trade provides the benchmark and the definition of the puta­
tive voluntary character of trade, as was argued by many before Marx (cf. 
Mirowski, chap. 5, forthcoming). More importantly for our purposes, in the 
most elementary sense, there can be no equilibrium of nonequivalents in the 
absence of a prior specification of an equivalence relation. The absence of all 
forces for change are conceptualized as the equivalence of some critical 
index. But then, once an equivalence relation is posited for trade, then the 
stability of nonequivalent "equilibria" becomes adventitious and problem­
atic. This is one way to understand the vagaries of the history of game theory 
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(see this vol., chap. 7), as well as the history of neoclassicism: the law of one 
price, in conjunction with the imposition of an "auctioneer" or trade coordi­
nator whose job it is to enforce it, are required in order to impose a single 
metric upon an otherwise chaotic agglomeration of preferences. 

This insight can be rephrased in terms of Georgescu-Roegen's work 
quoted above in section §16. Laws generally take the form of simple linear 
relations because two or more cardinal variables have an immediate connec­
tion: there is no qualitative residual which remains uncaptured in the state­
ment of the law. To insist that "normal" trades are exchanges of nonequiva-
lents is to condemn economic theory to the partial and flawed quantification 
of economic relations, and thus to relinquish all hope of finding economic 
laws. To posit the equilibrium trade of nonequivalents is to assert that a set 
of fundamental quantitative considerations directly govern trade, and yet 
are beyond the ken of mathematical expression. To state this in terms of the 
physics metaphor: since there exists no symmetric ground-state which is 
characteristic of the absence of all forces, there are no guidelines as to how 
one should conceptualize the manifestation offerees outside of the ground-
state (Weyl, 1952, p. 25). 

The trade of equivalents is not an empirical issue. For Marx, it was a prior 
condition for the quantitative comprehension of a capitalist economy. If one 
accepts this viewpoint, then most of the Marxian prose about the search for 
an illusive common element shared by all commodities can be reinterpreted 
in more modern terms as a search for the appropriate abstract algebra to 
provide the structure requisite for capitalist exchange, and which would 
serve as the vehicle for the equivalence relation. In this reading, the first six 
chapters of Capital are divided up into preliminary remarks on the condi­
tions any such algebra must meet, then a sequence of successive abstractions 
or approximations to the algebra from pure barter to a fully monetized 
economy, and finally to the invocation of symmetry conditions isomorphic 
to the equivalence relation for the purpose of isolating broken symmetries. 
Notably, these discussions of the algebraic characteristics of trade take place 
entirely prior to any specification of the mechanisms of price setting. 

Accepting the trade of equivalents as a theoretical imperative, Marx asks 
what format the abstract algebra should assume. He then proceeds to assert 
a thesis, broached above in section §16, that economic quantities are not 
isomorphic to the algebras which characterize their physical constituents: 
"This common element cannot be a geometrical, physical, chemical or other 
natural property of commodities. Such properties come into consideration 
only to the extent that they make the commodities useful" (Marx, 1977, 
p. 127). Thus Lancaster's insight that the metric of use is not the metric of 
exchange was broached over one hundred years ago. Next, as a corollary to 
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this first thesis, he insists that a physical commodity cannot be used to 
measure itself in exchange (Marx, 1977, p. 140). Translating this into more 
modern concerns, contra Clower, commodities do not virtually trade for 
themselves. Although it would be excessive to credit Marx with understand­
ing of the formal aspects of this problem, this condition is a necessary pre­
requisite for the presence of an identity element in group theory. If for every 
a, the result aXa = a, then there can exist no unique a^'. Moreover, the con­
struction of any equivalence relation must begin with the imposition of the 
postulate of reflexivity (i.e., a — a), a condition virtual self-trade tends to 
undermine (Rosen, 1983, p. 26). Denial of virtual self-trade analytically 
posits an algebra of commodity trade separate and distinct from an algebra 
of physical qualities. Comprehension of this fact prompts doubts about the 
logic of any economic theory asserting that any commodity is by itself suf­
ficiently capable of serving as "numeraire." 

After these preliminary considerations, there follows a section of Capital 
that has baffled many commentators. Here Marx posits a sequence of four 
"forms of value": the simple relative form, the expanded relative form, the 
general form, and the money form. This profusion of differing forms of 
value would surely seem superfluous unless one understood them as suc­
cessive algebras which potentially might characterize exchange. In order to 
justify this interpretation, let us recast them in terms of modern algebra. 

A simple relative algebra would correspond to our elaboration of Glow­
er's simple barter economy. Within this format, for every bundle of com­
modity a traded for a bundle of commodity b,a®b = b. Marx here insists 
that this is an incomplete and degenerate conception of value: "The expres­
sion of the value of the commodity A in terms of any other commodity B 
merely distinguishes the value of A from its use-value, and therefore merely 
places A in an exchange relation with any particular single different kind of 
commodity, instead of representing A's qualitative equality with all other 
commodities and its quantitative proportionality to them" (Marx, 1977, p. 
154). In other words, this conception of the operation of exchange precludes 
any algebraic group structure. 

To illustrate this point, consider the following four-good barter economy, 
consisting of endowment bundles (a,h,c,d). 

Table 6 - 1 

® ? 

a 
b 
c 
d 

Marx's 

a 

•f 

a 
a 
a 

b 

b 
•? 

b 
b 

Simple Relative Form of Value 

c 

c 
c 
? 

c 

d 

d 
d 
d 
? 
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Ignoring for the moment the question of what should be entered on the 
diagonal, we can immediately observe that this particular specification of 
barter can never be represented by an algebraic group, because a group 
table can only display a single appearance of any element of the set in any 
row or columm. Even if we should attempt to impose an external identity 
element upon this structure by replacing all of the question marks with e, 
each element would still lack a unique identity. This occurs because 
fc(J)a = c © a = rf(J)a = a,so that appending a further trade for a, we find 
b = c = d. These exchanges fail to display a distinct identity and a distinct 
inverse, or as Marx puts it, there is no coherent expression of value. Further, 
this is a closed and finite system, and as such, is incapable of expressing the 
abstract unity of trade amidst the phenomenal diversity of goods, the quan­
titative character of value as distinct from the qualitative differentiation of 
physical manifestation of endowment bundles. Just as in Glower's case, 
there can be no number in this system. There are no symmetries, so there is 
no conserved entity. Equivalence is not sufficiently defined. 

The movement to an expanded relative algebra is due to the recognition 
that value in exchange cannot arise in an isolated barter situation, but rather 
must be itself premised upon the supposition of an infinite expansion of 
commodities, even if this expansion is only virtual. ̂ ^ xhe quantitative con­
ception of value is not contingent upon or limited by the (arbitrary) actual 
endowments present in the marketplace. In modern terms, the "expanded 
relative" algebra postulates an operation upon an infinite set. A single 
particular generic commodity is asserted to conform to the operation of the 
addition of integers: 

Table 6-2: Marx's Expanded Relative Form of Value 

+ 0 1 2 3 4 

1 2 3 4 5 
2 3 4 5 6 
3 4 5 6 7 
4 5 6 7 8 

Initially, this form of value seems to violate Marx's proscription that a 
commodity cannot trade for itself. A more careful interpretation would 
suggest that some specific commodity is made subject to the algebra of 
addition of its own units independent of the operation of trade. Notice that 
these units are not "natural", but rather externally imposed and enforced, 
since we have as yet no analytical idea of the reasons why traders may decide 
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to hold this commodity. Superimposed upon the algebra of this particular 
commodity is the operation of exchange for other endowments, which, as 
yet, possesses no algebraic structure. If we designate the unit of the chosen 
algebraic commodity n, then the operation of trade can be represented by a 
roster of permissible trades: 

4 r t © a = a; (4rt(J)a)+ (4n@a) = a + a';... 
12rt © /> = b; (12« ®b) + ( 1 2 « ® b) = b + b';... 
27/1 @c = c; and so on. 

In the expanded relative form, one might jump to the conclusion that by 
means of the operation of exchange all commodities become subject to the 
same algebra of addition as the chosen algebraic commodity, but this would 
be premature. As Marx suggests, "The defects of the expanded relative 
form are reflected in the corresponding (simple) relative form" (Marx, 1977, 
p. 156). We can observe that the operation of exchange still cannot con­
stitute a group, because all trades still take the form otx@y=y. One might 
object that the existence of the algebraic commodity could be employed to 
obviate this criticism in the following manner: repeat the trade 4« @ A = a 
three separate times, and then reverse the operation so that 3a (J) 12« = 12/i, 
12rt(J) b = h, and therefore 3a = b. The flaw in this reasoning is that the 
algebra of the particular commodity cannot be assumed to apply to other 
commodities without the imposition of further severe restrictions. In this 
instance, there is as yet no unique identity element corresponding to the 
operation of exchange, so there is no reason to believe that the repetition of 
any given trade will produce the identical result. (That is, we do not have 
reason to believe that (4n (J) a) followed by (4rt © a) results in 2a.) Even more 
critically, we have no reason to believe that the operation of exchange has an 
inverse;forexampIe,that4«(J) a = aimpliesthata© 4n = 4«. These are not 
merely technical caveats. Allowing these amendations to the theory of value 
would presuppose that exchanges have been standardized in such a manner 
that a sequence of trades over time can be treated as isomorphic to multiple 
trades at a single point in time and space, although a little introspection 
should reveal that there is little in our experience that would render this 
axiom self-evident. Moreover, as we indicated in section §18, neither is it 
obvious that all trades are commutative. An imposition of commutivity 
would imply that any trade that is contracted can be undone, that the activity 
of exchange is reversible, and that some value characteristic of commodities 
is conserved. Finally, it is not obvious that the order in which trades are 
consummated has no influence upon the final outcome. In the expanded 
relative form, the only thing that may legitimately be said to be conserved is 
the identity of the single algebraic commodity. Therefore, the equality rela-
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tion defined over the exchange operation remains deficient and degenerate 
because the terms on both sides of the equation cannot change places across 
the "equals" sign (Marx, 1977, p. 157). In more technical terms, a semi­
group will only possess an equivalence relation if the operation is transitive, 
reflexive, and symmetric (Ljapin, 1974, p. 36)., 

The general form of value carries the elaboration of symmetries two steps 
further. First, it posits the requirement that only generic ("freely reproduci­
ble") commodities be taken under consideration, and that these commod­
ities be treated symmetrically with the numeraire commodity of the previous 
"expanded relative" form. Thus each generic commodity, considered in 
isolation, is required to conform to the infinite algebraic group of addition. 
Each of these additive groups is symmetric, which implies that the global 
quantity of the commodity is conserved with respect to the agglomeration of 
commodities into bundles. Economically, apples can be added to apples; 
oranges can be added with oranges. The additive group of each of the 
commodities is isomorphic to that characteristic of the other commodities; 
indeed, they are identical. They thus all share the same identity element, 
namely, the zero. In economic terms, we are no longer tethered to a given 
configuration of endowments in a particular marketplace; instead we now 
contemplate an infinitely expandable economy. 

Only at this stage of value are goods being treated as if there were no 
qualitative distinctions being made between any finite sequences of their 
generic units; the traders view them as indifi'erent manifestations of the same 
economic object. Thus it is only at the stage of the general form of value that 
the attributes of the traders themselves and not just the physical attributes of 
the commodities enter into the proceedings. A prerequisite of a regularized 
algebra of exchange is the existence of traders socialized to accept and 
acquiesce in the very existence of generic commodities. 

The second aspect of the general form of value is the introduction of the 
conception of exchange as the composition of mappings of the individual 
groups associated with each generic commodity. In the example presented 
in Table 6-3, exchange is portrayed as a mapping of the "units" of commodi­
ty A into the "units" of commodity B according to the map a; whereas the 
reverse exchange is portrayed as a map )3 from B to A. When presented in 
this manner, the composition of mappings from one commodity group to 
another is entirely general, and therefore can express any conceivable con­
figuration of price determination. The imposition of certain restrictions 
upon the mappings will begin to delimit the forms which prices may assume. 
For example, if the mappings {a, a', )3, /3', y, 7'} are all "onto," then all 
quantities of the second commodity are assigned some quantity of the first 
commodity in exchange. If the composition of these mappings is "one to 
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one," then there is at most one quantity of the second commodity which is 
assigned to some quantity of the first commodity in exchange. Unless the 
composition of mappings is not both one to one and onto, trades will not be 
determinate, at least in the sense of leading to unique outcomes. 

Even with these assumptions, this "general form of value" is inadequate 
to quantify the operation of exchange. One way to see this is to note that, in 
the general form, prices are not expressed as ratios; rather, they are compli­
cated functions of the quantities of both commodities involved, may not be 
additive, and may not be the same for different units of the same commodity. 
Moreover, the operation of exchange is not yet well-defined, because the 
absence of closure in the second step of Table 6-3 precludes the imposition 
of the simplest algebraic structure. The heart of the problem is that the 
mappings have not yet been sufficiently abstracted from the identities of the 
commodities themselves. 

The gist of Marx's general form of value is that the algebraic properties of 
commodities do not determine the algebraic properties of exchange. Trade 
itself must also be conceptualized as a group. As (Marx, 1971, p. 143) put it 
in his critique of Samuel Bailey: 

[The object is to explain].. . the proportion in which one thing exchanges 
for an infinite mass of other things which have nothing in common with i t . . . 
for the proportion to be a fixed proportion, all those various heterogeneous 
things must be considered as proportionate representations of some com­
mon unity, an element quite different from their natural appearance or 
existence." 

In order to achieve this status, there are further stringent restrictions 
which must be imposed. First, the mappings of commodities must comprise 
a closed set. Second, there must be an identity element in this set: some 
exchange which preserves all the other mappings and endows the operation 
with quantitative stability. Third, each mapping must have an inverse: an 
exchange which "undoes" the previous exchange. The appearance of the 
question marks in Table 6-3 signals the absence of the latter attributes: 
there is as yet no map which takes a commodity group back into itself, and 
there is no clear idea of the outcome of the reversal of an exchange, such as 
the composition of a and /3. 

Our discussion in section §18 above of the incoherence of virtual self-
exchange should make us very wary of the "natural" assumption that the 
identity element in exchange is provided by the self-identity of the commodi­
ty itself. One thing we do not observe in markets is people swapping identi­
cal commodities. This means that the commodity groups developed in the 
expanded relative form of value cannot provide the basis for the group 
properties of exchange. Instead, what is required is that the very notion of a 
mapping of a commodity group has to be redefined in terms of a map from 
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the commodity to some index M such that: 

A ^ M . M ^ A ; B ^ M ' , M ' ^ B ; C ^ M " , M " ^ C . 

What is this intermediate mapping which will serve to render trades a quan­
titative phenomenon? The artifact which provides an identity element for 
the group of exchange (as opposed to the groups of generic commodities) is 
money. 

Thus we arrive at Marx's fourth and final form of value, the money form. 
In every value form prior to the money form, prices were not expressed as 
numbers because the structure of exchange could not meet the requirements 
of an equivalence relation. Only by means of the imposition of a group 
structure which exhibits the same composition of mappings independent of 
the theory of price will the act of exchange be the exchange of equivalents. 
Money is the artificially instituted invariant of any price system, the identity 
map in the group of exchange. Now we can begin to rephrase Glower's 
insight, and to make it more precise: a monetary system must exhibit certain 
attributes which cannot be found in an economy constituted solely of arbi­
trary physical endowments, and one of these attributes must be the existence 
of a unique money commodity. As (Marx, 1977, p. 190) wrote, "a duplica­
tion of the measure of value contradicts the function of that measure." 
Restating it in the terminology of abstract algebra, a group may only possess 
one identity element. 

Table 6-3: Marx's General Form of Value 

First Step: Individual Commodity Groups 

con 

0 

1 
2 
3 

imodity A 

1 2 3 

2 3 4 
3 4 5 
4 5 6 

4 . . . . 

5 . . . . 
6 . . . . 
7 . . . . 

con 

0 

1 
2 
3 

imodity B 

1 2 3 

2 3 4 
3 4 5 
4 5 6 

4 . . . . 

5 . . . . 
6 . . . . 
7 . . . . 

con 

0 

1 
2 
3 

imodity C 

1 2 3 

2 3 4 
3 4 5 
4 5 6 

4 . . . . 

5 . . . . 
6 . . . . 
7 . . . . 

Second Step: Trade as a Composition of Commodity Groups 

A 
B 
C 

A 

? 

/3 
y 

B 

a 
9 

y' 

c 
a' 

P' 
7 

A ^ B 

B ^ A 

A ^ C 

B ^ ' C 

C ^ A 

C ^ B 
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Table 6-4 Money Form of Value 

/ 

a 

/3 

y 

a 

P 
a 

y 

a 

1 

a 

a 

y 

H 

y 

a 
l_ 
a 

1 

l_ 
y 

^ 
a 

yP 
a 

y 

J-
a 

y 

1 

^ 

a 

y y 

a 

a/p 

1 

P 
a 

i8/3 

a 

yP 

1 

y. 

/3 

a/y 

1 

y 

a 
Py 
a 

y y 

£ 
y 

1 

p/a 

_P_ 
aa 

1 
a 

A 
y a 

PI 
a a 

yp_ 
aa 

y/a 

y 

a a 

y 
Py 
j _ 
a 

Py 
aa 

y y 

a a 

Finally, in Table 6-4, we observe actual prices. In this table, there are no 
longer any physical commodities per AT. There are only abstract quantities of 
money which act as the linear mappings from one commodity group to 
another. The entire table is based upon the principle that one money unit 
equals a(A) =/3(B) = y(C). Because the theory of value is analytically 
prior to any theory of price, there is no explanation of the actual values 
(a, )8, y); a further theory is required to make them determinate. All the 
table says is (in the first row) the price of a units of A is one money unit, the 
price of )8 units of B in terms of A is (3/a, the price of y units of C in terms of A 
is y/a, the price of a//3 units of A in terms of money is l/)8, and so on. 
Although the set of generic commodities generating money prices is only of 
order three in this example, the resulting group of exchange is of infinite 
order, but is closed and has unique identity and inverse elements, as can be 
observed from the structure of Table 6-4. Prices are explicitly rational 
numbers, and the group is Abelian, as can be observed from the skew-
symmetry of the table. 

The Abelian character of the money form of value is very critical to the 
understanding of the way in which a money economy differs from a barter 
economy. The existence of money creates the transitive structure of ex­
change. In the example in Table 6-4, one unit of B is traded for j8 units of 
money, which can then be traded for a//3 units of A. These a/)3 units of A are 
then traded for money, which in turn is used to purchase C at the rate of y/a. 
The final result of (a/$)x{y/a) = y/(3 is the same ratio which would be 
found in a more direct exchange of B for money and the resuh for C. Only in 
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the money form of value is this conception of equivalence in exchange 
well-defined. 

Having persevered through this difficult section, the reader may still be 
puzzled by the insistence that the operation of exchange conform to a group 
structure. Have we labored mightily only to demonstrate the obvious, that 
prices are expressed as rational numbers in a monetary economy? On the 
contrary: we are now prepared to explicitly define the prerequisites of legiti­
mate quantitative exchange in a monetary economy. They are: (1) The 
commodity should preserve its identity through the exchange process (Sohn-
Rethel, 1978); (2) buying nothing should cost nothing; (3) the order in which 
the items are presented for purchase should not influence the total amount 
paid for an aggregate; (4) dividing the aggregate into subsets and paying for 
each subset separately should not affect the total sum paid for the aggregate; 
(5) if an item is bought and then returned, the net result should be zero; and 
(6), everyone should pay the same price for the same item. In other words, 
we have identified legitimate trades as symmetric trades. (Actually, the 
group matrix is skew-symmetric.) One should not interpret this stricture to 
mean that all trades conform to these conditions in any and all circum­
stances; casual empiricism suggests the opposite. One should instead inter­
pret these conditions as the ideal, or the benchmark, of legitimate exchange: 
these are the ideal conditions which sanction the imposition of rational 
numbers (in the guise of prices) upon exchanges. Another way of stating this 
is to say that rational prices require that value is conserved in exchange. As 
long as trades are constrained to be legitimate in this sense, then "value" 
exists as a phenomenon apart from the physical characteristics of any par­
ticular commodity, possessing a stability that is consistent with expression as 
a rational number. The fact that value as a quantity assumes a separate 
existence suggested to Marx that value was embodied in the commodity in 
the form of abstract labor time; but we should observe that the former idea is 
neither necessary nor sufficient for the latter to be true. "̂̂  

The critical importance of the symmetry conditions and the group struc­
ture of exchange for Marx was that it provided a framework within which he 
could examine what was, in his view, the most vexing and most significant 
problem in all of political economy: where did the "extra"' or surplus value 
come from? What are the ultimate wellsprings of economic expansion? 
Marx saw quite clearly what neoclassicals forget: "With reference to use-
value, it can indeed be said that exchange is a transaction by which both sides 
gain. It is otherwise with exchange value" (Marx, 1977, p. 259). If the rules 
of legitimate exchange imply that value is conserved in the process of trade, 
then the process of legitimate trade cannot be the locus of economic growth. 
"In its pure form, the exchange of commodities is the exchange of equiva-
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lents, and this is not a method of increasing value" (Marx, 1977, p. 261). If 
we were to construct an analogy with twentieth-century physics, we would 
see the search for the ultimate source(s) of profit and growth as the search 
for the locus of broken symmetry. This is the logical beginning of a theory of 
economic order. Since a buyer is also a seller, a producer also a consumer, 
the explanation of surplus must be located in some subset of the economy 
where the basic symmetries of legitimate trade are either absent or broken. 
This structure of explanation must hold whether or not one is a partisan 
of the labor theory of value. It follows directly from the fact that prices 
are quantitative. 

§21. It is a pity that Marx's work on the formal aspects of value just 
happened to antedate the formal development of group theory. Later in 
the century, searching for a developed formalism, economics turned to 
nineteenth-century physics to provide the paradigm, and as a direct result 
of that initial choice, economists became advocates of the dogma that 
exchange was "naturally" quantitative, believing that their discipline was 
founded on physical algebras provided by nature. As Marx put it with his 
customary ascerbity, it encouraged "the illusion to arise that all commod­
ities can simultaneously be imprinted with the stamp of direct exchange­
ability, in the same way it might be imagined that all Cathohcs can be popes" 
(Marx, 1977, p. 161). 

There is nothing simple about a commodity, and there is nothing natural 
about the quantitative fact of its exchange. If we might state the major thesis 
of this paper in a direct and provocative manner: only certain forms of 
mathematics are appropriate to the discussion of the economic sphere in 
modern society, and only those forms are isomorphic to the artificially insti­
tuted algebra of capitalist exchange. The social construction of the algebra 
of exchange takes place on two levels: the first, Marx's relative value form, is 
the construction of the generic commodity, such that there are a class of 
"identical" objects which can be characterized by a single number; and the 
second, similar to Marx's general and money forms, is the creation of a value 
index separate from the commodities themselves, which possesses its own 
(somewhat different) algebraic character. These stages are simultaneously a 
framework for economic analysis and a rough description of the actual 
dynamic of capitalist development. Many historians have noticed the trend 
toward the standardization of commodities and toward the expendability of 
any particular human personality in the production process as part and 
parcel of capitalist economic history, but few have understood it as neces­
sarily constitutive of the creation of an algebra which will structure and 
govern trade. The development of the institutions of money and accounting 
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have also been claimed to accompany capitalist development, but most (with 
the exception of Sombart and a few others) have seen them as an insignif­
icant subset of technological innovation, whose only purpose is to grease 
the wheels of a preexistent trade. These historical phenomena, which neo­
classical economics has tended to treat as adventitious or of secondary 
importance, are precisely the locations of the social construction of the 
algebra of exchange. 

The social construction of an economic metric is inherently an historical 
and institutional phenomenon. Serious research into the evolution of this 
process would carry us too far afield from our present concerns. Nonethe­
less, it is critical for our present argument to insist that the construction of 
the quantitative incarnation of commodities and prices is never comprehen­
sive nor complete: it is an ongoing affair. Money is such a protean institution 
that, as soon as a government seems to fix its identity through legal tender 
legislation and the sanction of legitimate credit institutions, the actors con­
trive and conspire to make it something else (Kindleberger, 1984). Or, in 
the same vein, as soon as an industry seems to succeed in standardizing a 
commodity, technological change and product differentiation undoes the 
situation. The social construction of value is doomed to the same fate as 
Sisyphus: no sooner is the illusion of the identity through time fabricated, 
then the very normal operation of the system serves to undermine it. 

The history of Western economic reasoning is the story of a futile search 
for the natural value unit, be it gold, or abstract labor, or the standard 
commodity, or generic abstract utility. Once discovered, it is always prom­
ised that this holy grail will once and for all put an end to the confusion 
engendered by social change. This quest is quixotic; yet, also, it has been one 
of the prime motivations behind the mathematization of the economics 
discipline to date. Had the neoclassical partisans of the mathematical 
method paid more attention to the foundations of mathematics, they might 
have become moresensitivetothefutility of their venture. After Godel, few 
believe that any formal algebra can be both fully complete and fully consis­
tent. Moreover, the economic actors already behave as if they knew it. 

To see the quest for a natural economic metric as futile is not to counsel 
despair, however. Instead, it envisions that the reconstruction of a mathe­
matical economics will be at least as pragmatic as the economic actors whose 
aims it seeks to describe. The economic actors do not fully "understand" the 
system (contrary to the faddish peccadillos of the rational expectations 
school); but they do have a very real need to make causal claims about their 
activities in the economic sphere. In order to do so, they impose strong 
symmetries upon the processes of trade, in the form of the six conditions 
described above in section §20. The postulation of such symmetries is de-
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cisive, because it implies the simultaneous construction of an equivalence 
principle (Rosen, 1983, p. 108). In this instance, it is interpreted as a man­
date that legitimate trades are trades of equivalents. The conjuration of 
equivalence is necessary for the construction of causal statements, in the 
sense that equivalent states of a cause then imply equivalent states of an 
effect. In physics, one links causal states with effect states by imposing the 
restriction that both sets of states possess the same energy. In economics, 
one causally links the antecedents with the consequences of an exchange 
by imposing the restriction that both states possess the same value. For the 
mathematical economist, this will mean that the group properties of any 
chosen formalism will be severely restricted. 

In the most general of theories, the mathematical economist will employ 
the organizing principle that the symmetry group of the cause should be a 
subgroup of the symmetry group of the effect (Rosen, 1983, p. 117). This 
heuristic principle can help further research in two different ways. The first, 
which Rosen (1983, p. 119) calls the "minimalistic use," takes a known cause 
and works out the minimal symmetry of the effect. An example of this 
research strategy has already been developed in this paper. If exchange 
conforms to a certain algebraic group, then it is a theorem that there can 
exist but one unique identity element. This theorem can be translated into 
the economic sphere by showing that any economic system predicated upon 
two or more monetary units or commodity standards (such as a bimetallic 
currency) will evince an unstable measure of value. The second way to use 
the symmetry principle is what Rosen (1983, p. 136) calls the "maximahstic 
use." Here one isolates a known effect and attempts to locate an unknown 
cause. If the symmetry characteristics of the effect are known, then the 
symmetry principle sets an upper bound on the symmetry characteristics of 
the cause. Quoting Rosen: 

... the first step towards a theory is to determine the ideal symmetry that is only 
approximated by the phenomena.... Then to obtain as symmetric a cause as 
possible we try to construct a theory such that the cause will have a dominant part 
.. . possessing the ideal symmetry of the effect, and another, symmetry-breaking 
part, which does not have that symmetry. In the (possibly hypothetical) limit of 
complete absence of symmetry breaking, the dominant part of the cause produces 
the ideal symmetry of the phenpmena, while the symmetry-breaking part brings 
about the deviation from the ideal symmetry. (Rosen, 1983, p. 136) 

The maximalistic use of the symmetry principle could serve to clear up 
one of the most convoluted and muddled areas in economic theory: the 
theory of profit. The effect we wish to explain is the expansion of value in the 
capitalistic process. This is an asymmetry, a change in the magnitude of 
value over time. To begin the explanation, we posit the symmetric base line 
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of constant value through time. This is the previously discussed exchange of 
equivalents. Next, we posit a symmetry-breaking phenomenon which in­
duces the deviation from ideal symmetry. One might accomplish this in the 
same manner as Marx, insisting that the value of the output of a production 
process is asymmetric with respect to the value of the wage, because the 
labor contract does not partake of the character of the exchange of equiva­
lents. Or, as the author himself might suggest, the function of credit is to 
increase the aggregate magnitude of the value unit apart from the trade of 
equivalents. In either case, causal explanation then limits the potentials of 
what can be quantified, what algebras may be employed, what is conceived 
of as being constant, and so forth. 

This would be the beginning of a mathematics grounded in economic 
theory, rather than vice versa. 

Notes 

' The position that the linguistic isolation of mathematicians is justified is softened consider­
ably in (Koopmans, 1957). Nevertheless, the attitude that the isolation is the reader's, and not 
the writer's problem, can be traced back to the work of Walras (for example, Walras, 1960). 

^See Kline, 1980, pp. 271-272; Wittgenstein, 1976, 1978; Wright, 1980; Hacking, 1984, pp. 
101-111; and Putnam, 1983. 

' Fisher (1926, pp. 85-86) openly displays this fact in a table which presents the correspond­
ences between the physics and economics labels for variables in the same mathematical model. 
For a detailed commentary, sec Mirowski (forthcoming, ch. 5). Although Fisher and the other 
neoclassicals did not realize it, one area in which the analogy did not carry over into economics 
was in the law of the conservation of energy. See Mirowski (i984b; 1984c). 

"* It has already been formally admitted that the axioms of revealed preference are isomor­
phic to a subset of thermodynamics. See Hurwicz and Richter (1979). 

•^There are many similarities between this analysis and the discussion in Georgescu-Roegen 
(1971) of "Arithmomorphism." See also the discussion in Katzner's essay in this volume, ch. 5. 

"JQuite obviously there exist neoclassical models which allow for inventory accumulation, 
inflexible prices, price discrimination, and so forth. What this statement means is that such 
models, by their very structure, cannot be members of the class of Walrasian or Arrow-Debreu 
models if they allow the so-called "disequilibrium phenomena" to feed back into the deter­
mination of a unique general equilibrium. This was the critical insight of Clower (1965). In 
actual practice, the models that purport to incorporate these phenomena finesse this problem 
by inevitably being cast in a Marshallian partial equilibrium framework. 

'For a further elaboration of these issues, see chapter 4 by Bauser. The "law of one price" is 
a major component of the definition of equilibrium imported from physics. In brief, it states 
that all trades of generic units of a commodity will be contracted and realized at a single uniform 
price. Some further discussion can be found in Mirowski (forthcoming, ch. 5). 

"If some believer in the inevitable progress of mathematical sophistication really needs a 
contemporary example, let him consult Georgescu-Roegen (1976, p. 286) for a critique of the 
errors of Frank Hahn. 

''Partial exceptions to this sweeping generalization are found in Georgescu-Roegen (1971), 
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Katzner (1983), and chapter 5 of this volume. The author would like to acknowledge the 
influence of these seminal works. 

'"The Arrow-Debrcu predisposition to characterize a commodity by an exhaustive enum­
eration of the accompanying state of the world (an apple at 8 P.M. on Tuesday on the Boston 
Common in the rain after a bout of jogging but before a drink with friends ...) would thus 
appear to undermine the very algebraic attributes upon which it leans so heavily to provide a 
metric. If, in essence, every commodity is unique in an economic sense, then there are no 
grounds for quantitive comparison, no cardinality, and certainly no prices. In respect to this 
problem, see the discussion of Georgescu-Rocgen below. 

"In recent conversations, Robert Clower has informed me that he produced an as-yet 
unpublished lengthy manuscript in the late 1960s which explored the implications of group 
theory for the issues broached in his 1967 article. I have not yet seen this manuscript. 

'̂  I have argued elsewhere that Marx was the last serious expositor of a labor theory of value 
precisely because developments in mathematics and physics caused substance theories of value 
to be superseded in the later nineteenth century. See Mirowski (forthcoming, ch. 4). 

'^This insight can be traced back to Aristotle's Politics. Aristotle (1962, pp. 21-29) con­
trasts the wealth of the household and barter trade, which he considers bounded, with exchange 
for the sake of acquisition, which is potentially boundless. 

'* Unfortunately, Marx's embodied labor values do not possess the properties necessary to 
qualify them as cardinal numbers. For elaboration, see Mirowski (forthcoming, ch. 4). 
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7 INSTITUTIONS AS A SOLUTION 
CONCEPT IN A GAME THEORY 

CONTEXT 
Philip Mirowski 

... he believed that human beings, when it had been clearly explained to them 
what were their vital needs and necessities, would not only altruistically but 
selfishly become honest and reasonable: they would sacrifice what might be 
short term advantages for long term ends. What he never saw was that in 
politics as in other forms of human activity, human beings are for the most 
part interested in struggle, in manoeuvrings for power, in risks and even 
unpleasantnesses; and that these are often in direct opposition to what might 
reasonably be seen as their long term ends 

This was one reason why he could so often make rings around his 
opponents by reasoning: he believed in it; while they, although they said they 
did, ultimately did not. Yet what they felt instinctively, and might have 
answered /him} by, was traditionally unspoken. They could not say to him in 
effect—Look, in your reasoning you leave out of account something about 
human nature: you leave out the fact that human beings with part of them­
selves like turmoil and something to grumble at and perhaps even failure to 
feel comfortable in: your economic perfect blueprint will not work simply 
because people will not want it to. 

Mosley, 1983, pp. 68-69 
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Confounding the Critics 

In the history of neoclassical economic theory, there have been two major 
categories of rejoinders to critics of the theory: one, that the critics did not 
adequately understand the structure of the theory, and thus mistook for 
essential what was merely convenient; or two, that the criticism was old hat, 
and had been rendered harmless by recent (and technically abstruse) in­
novations with which the critic was unacquainted.' The freedom of passage 
between these defenses has proven to be the bane of not only those opposed 
to neoclassicism, but also of those who have felt the need for reform and 
reformulation of economic theory from within. It has fostered the impres­
sion that, with enough ingenuity, any arbitrary phenomenon can be incor­
porated within the ambit of conventional neoclassical theory, therefore 
rendering any particular change in "assumptions" as innocuous as any 
other, and thus rendering them all equally arbitrary. 

Nowhere has this impasse been more evident than in the confrontations 
between the various partisans of an "institutional" economics and the adhe­
rents of neoclassical economic theory. The early institutionalists, such as 
Thorstein Veblen, John R. Commons, and Wesley Clair Mitchell, mounted 
a scathing attack on neoclassical value theory in the first three decades of the 
century, ridiculing the "hedonistic conception of man [as] that of a lighten­
ing calculator of pleasures and pains, who oscillates like a homogeneous 
globule of desire of happiness under the impulse of stimuli that shift him 
about the area but leave him intact. "^ The unifying principles of this move­
ment were: (a) an assertion that neoclassical economists were the advocates 
of a spurious scientism which insisted upon imitating physics without under­
standing the implications of such mimesis; (b) an expression of an alterna­
tive to the above conception of society based upon a study of the working 
rules that structured collective action and going concerns, such as the cor­
poration, the trade union, the bank and the state; (c) in conjunction with the 
construction of theories that took as their province the explanation of the 
evaluation of the working rules and then attendant institutions. The institu­
tionalists' writings on the vagaries of behavior, such as Veblen's book on 
"conspicious consumption", were intended to show that theories based on 
individual psychologies were built upon shifting sands; and that, as Com­
mons wrote, "cooperation does not arise from a presupposed harmony of 
interests, as the older economists believed. It arises from the necessity of 
creating a new harmony of interests" (Commons, 1934, p. 6). 

The initial rebuttal to the institutionalists adopted the first tactic. To cite 
just one prominent example, Paul Samuelson insisted that nothing substan-
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tial would be lost if economists relinquished utility (Wong, 1978), and that 
institutions were effectively included in the assumptions of neoclassical eco­
nomic theory (Samuelson, 1965, p. 8). When fully interpreted, this assertion 
meant that the study of institutions was separable from neoclassical econom­
ic theory, to the point of being independent of any particular institutional 
framework (Mirowski, 1981). Economics could cut itself free of the inessen­
tial institutional considerations, and preserve its core as the study of rational 
allocation of scarce means in a thoroughly abstract frame. Veblen and 
Commons were drummed out of the economists' camp, and exiled to the 
provinces of Sociology or Anthropology. 

With the passage of time, this first rebuttal has fallen into disuse, and the 
second option has gained favor. Among a certain subset of theorists, it has 
become acceptable to admit that conventional neoclassical theory is 
"mechanistic", in the sense that it slavishly imitates certain theoretical struc­
tures and procedures in physics, and that this might be undesirable in certain 
respects. In most cases, this admission is accompanied by an assertion that 
this flaw has been remedied by the development of new techniques in the 
theory of games, to such an extent that there is a "new mathematical institu­
tional economics" which has incorporated the concerns of the earlier critics 
(Johansen, 1983; Schotter, 1981, 1983; Schotter and Schwodiauer, 1980; 
Shubik, 1975, 1976). 

It is a curious fact that the language of the critique of neoclassical theory 
of the game theorists is so close to that of the earher institutionahsts as to be 
almost indistinguishable. For example: "The neoclassical agents are bores 
who merely calculate optimal activities at fixed parametric prices No 
syndicates or coalitions are formed, no cheating or lying is done, no threats 
are made The economy has no money, no government, no legal system, 
no property rights, no banks . . . " (Schotter, 1981, p. 150). "The general 
equilibrium model is: (1) basically noninstitutional. (2) It makes use of few 
differentiated actors. (3) It is essentially static. No explanation of price 
formation is given. (4) There is no essential role for money. (5) It is non-
strategic" (Shubik, 1976, p. 323). However, similarities in languages can be 
misleading. How justified is the claim that institutionalist concerns have 
been absorbed by game theorists? 

For the purposes of this paper, we shall choose to avoid discussion of the 
first variant of the neoclassical defense. We shall simply assume that the 
central concept of neoclassical economic theory is the application of a 
physical metaphor to the market.^ This will allow us to concentrate our 
attention on the second variant: Are recent game theoretic models different 
in any substantial way from neoclassical theory? Do game theory models 
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capture the concerns that institutionalists believed were ignored in neo­
classical economics? How can one judge the various claims made for the 
superior efficacy of game theory? 

Game Theory and Institutional Analysis: 
Shubik and Schotter 

It is a difficult task to discern the wood from the many trees that have passed 
through the pulper in the cause of game theory. Game theory burst upon the 
scene in 1944 with von Neumann and Morgenstern's book. The solutions of 
games were claimed to be isomorphic to "orders of society," "standards of 
behavior," "economic organizations"; and yet these models also claimed to 
be following "the best examples of theoretical physics" (von Neumann and 
Morgenstern, 1964, pp. 43, ix). Forty years of development have revealed 
that game theory is not the philosopher's stone its progenitors had claimed: 
more than half of any competent textbook in game theory is occupied with 
developing taxonomies of the numerous variants of games—cooperative 
and noncooperative; constant- or nonconstant-sum; static or sequential; 
extensive, strategic or characteristic forms; cardinal or noncardinal payoffs; 
various permutations of information sets and sequences of moves; small and 
large numbers of players; different conceptions of uncertainty; stationary 
versus nonstationary payoffs and/or strategies—so that the permutations 
and their attendant solution concepts have far outstripped any claims for 
generality or unity. 

Doubts about the efficacy of game theory have begun to surface— 
sometimes during inauspicious occasions, such as Nobel Prize lectures (see, 
e.g., Simon, 1982, pp. 486-487). In this context, it is noteworthy that its 
most vocal defenders have chosen to reemphasize the potential of game 
theory to encompass institutional considerations. We shall therefore con­
centrate our initial attention on the work of the two most proHfic prosely-
tizers for a "new institutional economics": Martin Shubik and Andrew 
Schotter. 

Shubik has built an illustrious career upon the development of game 
theory in economics, providing many of the basic theorems and results in 
that literature, as well as writing the best introductory textbook (Shubik, 
1982). In this respect, he is particularly well qualified to judge which areas of 
game theory should be credited with having made substantial contributions 
and novel innovations, as well as reveahng the motivations behind the pros­
ecution of game theoretic research. In a series of journal articles, Shubik 
has been persistently critical of Walrasian general equilibrium because it 
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does not explain price formation; it merely assumes it. The actors in a 
Walrasian world have no freedom to make errors or even choices about 
process, he says; and in this, he sounds very similar to Veblen. More un­
expectedly, he is also critical of cooperative game theory: "As an early 
proponent of the core and of the replication process for studying mass 
economic behavior, I am completely willing to admit that to a great extent 
the results on the core have helped to direct attention away from the under­
standing of the competitive process . . . " (Shubik, 1975a, p. 560; see also 
Shubik, 1982, p. 286). He believes that whole other classes of games tend 
to be mere repetitions of pregame-theoretic models and add little insight 
to the corpus; for example, constant-sum games impose conservation rules 
which hinder the adequate description of process (Shubik, 1975a, p. 557; 
Shubik, 1972; Mirowski, 1984a). 

Where, then, does the advantage of game theoretic techniques lie? 
Shubik claims that the future belongs to noncooperative nonconstant-sum 
games. "Noncooperative game theory appears to be particularly useful for 
the study of mass phenomena in which the communication between indi­
viduals must be relatively low and individuals interact with a more or less 
faceless and anonymous economy, polity or society" (Shubik, 1982, p. 300). 
Since strategic considerations are linked to a perception of society as consist­
ing of impersonal social forces, and this conception informs Shubik's notion 
of "institutions", he therefore proselytizes for the appearance of a "new 
mathematical institutional economics": " . . . my basic approach to econom­
ics is through the construction of mathematical models in which the "rules 
of the game" derive not only from the economics and technology of the 
situation, but from the sociological, political and legal structure as well" 
(Shubik, 1982, p. 10). 

Shubik's research programme is not so very different from the seven­
teenth-century dream of Hobbes, that "in the same way as man, the author 
of geometrical definitions can, by starting from those arbitrary definitions, 
construct the whole of geometry, so also, as the author of the laws which rule 
his city, he can synthetically construct the whole social order in the manner 
of the geometers" (Halevy, 1972, p. 494). Just as with Hobbes, there is some 
equivocation in deciding what is necessary and what is adventitious; we are 
referring in this case to the notion of social structures "external" to what is 
identified as the "economy". Shubik has, in places, suggested that institu­
tions are merely ad hoc rules (Shubik, 1975a, p. 558), of which he is provid­
ing mathematical descriptions. In other places, he suggests he is actively 
constructing optimal rules with regard to various problems, such as the 
treatment of bankruptcy (Shubik, 1975b, p. 526; Dubcy and Shubik, 1979). 
In either event, Shubik's claim to be including "sociological, political and 
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legal structures" is in practice, reduced to the mathematical specification 
of rules which impinge upon the operation of a market whose basic 
constituents—tastes, technologies, and endowments—are essentially the 
same as in the conventional Walrasian models. These rules have a different 
analytical status than the tastes, technologies, and so forth, because they are 
not treated as "natural" or fundamental givens, but rather as arbitrary 
intrusions from outside the sphere of the economy. 

The arbitrary character of the rules is only confronted once, to my knowl­
edge, in the Shubik corpus. In (Shubik, 1974, p. 383) he asks the two 
revealing questions: "Should we assume that the laws and customs are to be 
modelled as rules of the game which are given and never broken?. . . Why 
should individuals accept fiat money or the laws and customs of trade in the 
first place?" Both questions are not answered: they are instead relegated to 
be outside the competence of the mathematical institutional economist, and 
by implication, outside of the sphere of the "economic". 

It is possible to attempt a summary of Shubik's cannonical institutional 
model. He distinguishes between "market games", which can be repre­
sented by a characteristic function, because the payoff of any subset of 
players is independent of the activities of the complement (i.e., all other 
traders); and a "strategic market game", in which the activities of all traders 
are linked by an explicit price formation mechanism and a distinct monetary 
system. One valuable insight of Shubik's work has been to show how the 
neoclassical economists' notion of "externalities" pervades the entire price 
system through a demonstration that realistic descriptions of the trading 
process preclude the possibility of treating traders' options and objectives as 
independent of one another. Nonetheless, he retains the neoclassical pre­
disposition to see prices mainly as the means of conveyance of information. 
He writes: 

The key aspect of many economic activities that differentiates them from the 
viewpoint of information processing and coding from say political or societal 
activities or from abstract games is that a natural metric exists on many of the 
strategies. In mass markets, for example, for wheat, the information that two 
million tons were produced last season is probably more useful to most buyers and 
sellers than is a detailed list of the quantities produced by each individual farmer. 
(Shubik, 1975a, p. 560) 

A strategic market game is modelled as a noncooperative nonconstant 
sum game. It consists of a hst of traders'* and their endowments, the postula-
tion of a market structure as a set of rules governing the process by which 
traders may convey information about bids and offers, as well as rules for the 
clearing of markets, and the utility functions of and strategies available to 
each player. The specification of market structure may become quite com-
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plicated, including the role of a bank, the rules for bankruptcy, and so on 
(Shubik and Wilson, 1977). Another further assertion of Shubik is that the 
specification of the generic types of strategies pursued by the traders cap­
tures the presence or absence of "trust" in the market. The predominance of 
historical strategies—i.e., where a player's move is conditional upon the 
past moves of a set of players—is said to represent a situation of low trust. 
On the other hand, the acceptance of state strategies, where a player's move 
depends solely upon the present state of the game, is said to represent a 
situation of widespread trust. There is a hint, but no more, of an evolution­
ary argument embedded in this distinction: as markets become more anony­
mous and threats, by their very nature, become less specific, state strategies 
slowly displace historical strategies. Shubik explicitly links this development 
to the spread of the use of money, which he calls "the symbol of trust" 
(Shubik, 1974, p. 379). 

Perhaps the most striking characteristic of Shubik's published work is the 
relative unpretentiousness of the claims made for its efficacy. He admits that 
game theory enforces a symmetry upon the personalities of the players 
which belies any serious intrusion of personal detail, while also abstracting 
away from social conditioning and role playing; he also admits that game 
theory requires a fixed and well-defined structure of payoffs. Even more 
significantly, he explains that "there is as yet no satisfactory blending of 
game theory with learning theory" (Shubik, 1982, p. 358). The impression 
conveyed is that game theory is one of many techniques of social analysis, 
with its own strengths and weaknesses; the matter of choice of analytical 
technique is left to the individual reader without any explicit discussion. This 
attitude is encouraged by statements that one should choose the solution 
concept to fit the preconceived objective: "The [Walrasian] price system 
may be regarded as stressing decentraUzation (with efficiency); the core 
shows the force of countervailing power; the value offers a "fairness" crite­
rion; the bargaining set and kernel suggest how the solution might be deline­
ated by bargaining conditions . . . " (Shubik, 1982, p. 382). One cannot help, 
however, but receive a different impression from the collected body of his 
writings. There intermittent claims are made that game theoretic models are 
necessary prerequisites for the integration of macroeconomic and Walrasian 
microeconomic theory, and ironically, that Nash equilibrium points of 
strategic market games frequently include the conventional Walrasian 
general equilibrium (Dubey and Shubik, 1979, p. 120). It would appear that 
all the different solution concepts really are subordinate to the one "real" 
solution, the Walrasian general equilibrium. 

Shubik's circumspection contrasts sharply with the claims made by the 
other prominent mathematical institutional economist, Andrew Schotter. 
Schotter (1983, p. 692) writes, "game theory is the only tool available today 
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that holds out hope for creating an institutionally realistic and flexible 
economic theory." Schotter reveals that he is aware that other economists, 
such as John R. Commons, also have tackled these issues, but feels that 
such research can be written off as ineffectual without any extended critical 
discussion, simply because it is not phrased in game theoretic terms. 

In certain respects Schotter resembles Shubik: Schotter, also, disparages 
Walrasian theory for leaning on the deus ex machina of the auctioneer 
rather than directly confronting process (Schotter, 1983, p. 674); and, as 
well, repudiates cooperative game theory and the solution concept of the 
core, because after limit theorems that showed the core converged to the 
Walrasian general equilibrium (Debreu and Scarf, 1963; Aumann, 1964) 
"what we have left is an economy that is not any richer institutionally than 
the neoclassical analysis, which merely assumed that this degenerate set of 
market institutions existed at the outset" (Schotter, 1983, p. 682). Schotter 
gives voice to what many have said privately, these results stole the thunder 
from game theory by demonstrating that it added little or nothing to the 
analytical content of Walrasian general equilibrium (Schotter, 1981, p. 152). 

It is here that Schotter begins to diverge from Shubik. Whereas the latter 
seems to pursue a live-and-let-live policy in the house of neoclassicism, the 
former is critical of the modern general equilibrium trick of handling time, 
uncertainty, externalities, and a host of other complications by redefinition 
and expansion of the commodity space. (A Hershey bar at 6 P.M. on Tuesday 
on the Boston Common in the rain is different from a Hershey bar at 7 p. M. 
etc., etc.; and presumably is traded in a separate "market". See chapter 6 in 
this volume.) "When market institutions fail, as in the case of economies 
with uncertainty and externalities, the neoclassical economist does not, as 
he should, try to explain what alternative sets of institutions would be 
created to take their place" (Schotter, 1981, p. 151). It is the stress on the 
creation of institutions that Schotter believes sets him apart from Shubik and 
others. Shubik, as we have observed, has a tendency to define institutions as 
ad hoc rules which act to constrain or restrict the operation of the market; 
Schotter, on the other hand, insists that institutions are solutions to games 
(Schotter, 1981, p. 155; Schotter, 1983, p. 689). Initially, the distinction 
might seem to be excessively subtle: although Shubik will not commit him­
self on where his "rules" come from, he is not hesitant to suggest bankruptcy 
rules are a reaction to a perceived market failure, and then examine the 
spectrum of possible rules to discover which are "optimal." But Schotter 
insists this conception is wrong because he does not believe institutions are 
consciously constructed; instead, behavioral regularities "emerge endo-
genously" or "organically." In his book, he makes a preliminary attempt 
at developing a taxonomy of different kinds of institutions (Schotter, 1981, 
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p. 22), but quickly abandons all but one category as not being sufficiently 
"organic." His rationale is worth quoting in its entirety: 

If the social institutions we are investigating are created by a social planner, their 
design can be explained by maximizing the value of some objective function 
existing in the planners mind Ontheotherhand.if the form of social organiza­
tion created is the outcome of a multilateral bargaining process, a bargaining 
theory would be required. (Schotter, 1981, p. 28) 

A number of references to the Australian school, and particularly Hayek, 
are provided in support of this conception of an institution. 

Again, appearances suggest an affinity with the earlier institutionalists' 
stress on the unintended consequences of both conscious choices and evolu­
tionary drift. For this reason, it is all the more important to be clear and 
precise about how Schotter conceptualizes an institution. In his scenario, 
institutions do not lead a separate or semiautonomous existence: "Social 
and economic institutions are informational devices that supplement the 
informational content of economic systems when competitive prices do not 
carry sufficient information to totally decentralize and coordinate economic 
activities" (Schotter, 1981, p. 109). Institutions are stopgaps or pis alter 
which evolve naturally whenever a market is not capable of producing a 
Pareto optimal outcome. The failure of the market to produce these out­
comes is not explored in depth, nor are there any suggestions of the ubiquity 
or the determinants of the presence or absence of failure; and in this it stands 
in stark contrast to the work of Shubik. Without any motivation, all market 
failures are attributed to the existence of prisoner's-dilemma structures, 
given presumably by "states of nature". The overall picture is of a market 
that organically heals itself, with health defined as the conventional Walra-
sian general equilibrium. 

Schotter has provided us with a canonical model which can be easily 
summarized. His model starts by assuming "that the only institution existing 
is the auctioneer-led market institution, whose origin is left unexplained by 
the model" (Schotter, 1981, p. 120). Schotter's "market" is not Shubik's 
"market": for all practical purposes it is not strategic; its only glitch is that it 
does not clear in any short sequence of "gropings" for the correct vector of 
Pareto-optimal prices, due to the fact that preferences are not strictly convex 
(Schotter, 1981, p. 124). Traders cannot communicate directly with each 
other, but must communicate through the "price system" by making quanti­
ty offers to the auctioneer. It is asserted (Schotter, 1981, p. 125) that this is 
isomorphic to a supergame played over individual component games which 
are both stationary and of the form of the prisoner's dilemma. The purported 
reason the payoff is of prisoner's-dilemma form is that it is assumed that if all 
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parties cannot arrive at agreement upon the same aggregate quantity of the 
commodity both bid upon and oifered, no trades are executed. 

Before we summarize the technical details of the supergame, it will be 
instructive to examine the structure of one of these component "moves" or 
subgames. Table 7-1 is a presentation of the situation presented graphically 
in Schotter (1981, p. 125). Let us restrict our attention to two traders each 
with endowments of a single commodity. Because utility is not strictly con­
vex, auctioneer-provided equilibrium prices are tangent to utility functions 
at more than one point: here, for simplicity's sake, let us assume there are 
only two possible trading points: A, where trader 1 (seller of commodity X) 
ends up with less of his endowment, and B, where he ends up with more. 
Because utility is "flat" in this region, both traders end up with the same 
level of utility whichever quantity is traded at the fixed price. However, if no 
trade is executed (because the traders could not agree upon relative quanti­
ties), they would be stuck with their initial endowments, and their concom­
itant lower utility levels. It is a curiosity of Schotter's graph that he neglects 
to discuss the presence or absence of symmetry in the level of utility of the 
two traders, because as one can readily observe, this game is not of the 
prisoner's-dilemma format. The problem here is not that the equilibrium 
point is suboptimal: it is only that there are a multiplicity of equally desirable 
equilibria and that the game does not allow any external coordination to 
agree upon which of these indifferently acceptable equilibria will be settled 
upon. If utilities are not comparable and side payments are not allowed, 
there are only two possibilities as one adds more traders to the market: (1) 
everyone is psychologically identical up to a scalar multiple, and the number 
of multiple equivalent equilibria proliferate; or (2) people have different 
utility functions, and as the number of traders increases, the solution shrinks 
to a single Walrasian general equilibrium, which the auctioneer effectuates. 
Schotter seems not to have noticed that this is not an intrinsically nonco-
operative game, and that only in the most idiosyncratic of special cases of 
utility functions is there any problem of coordination. 

Far from being a niggling criticism, this observation reveals that contrary 
to his statement in section 4.2 (Schotter, 1981), the "market model" is not 
isomorphic to the supergame model in chapter 3 (Schotter, 1981), because 
the latter model is predicated on the Nash equilibrium point solution 
concept appHed to a sequence of generic prisoner's-dilemma games, which 
the former clearly is not. 

Let us assume that Schotter has found a way of recasting his model of the 
market process so that it is in the form of a prisoner's dilemma. From whence 
come his claims of "evolution" and "organic developments"? First he must 
postulate a fixed prisoner's-dilemma situation that is repeatedly played over 
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and over again by an identical set of players. Players are assumed to "learn" 
from past plays of the game, but this learning is constrained to a very small 
subset of experience: they are allowed neither threat strategies nor to be 
different from other players, and cannot "remember" past the last immedi­
ate play of the game. Technically, allowable strategies are restricted to a 
mixed strategy over best responses in which the probabilities attached to 
each response are updated with a mechanical Bayesian procedure (Schotter, 
1981, p. 72). The rule is so constructed that it will eventually converge to 
a pure-strategy Nash equilibrium point if that strategy is played at some 
juncture in the game. For Schotter, an institution is any one such Nash 
equilibrium of a fixed game converged upon after repeated play. He does 
not claim to have identified the single unique institutional outcome of the 
situation: there are in general multiple Nash equilibria; all he can guarantee 
is that the Markov chain of mixed strategies will eventually converge upon 
one of the equilibrium points, which is an absorbing state. 

Table 7 - 1 : A Trading Subgame 

A 
R 

Trader 2 

A B 

10,20 3,6 
3, 6 10, 20 

Trader 

One point needs elucidation not received in Schotter's book. The necessi­
ty for the single component subgame to be of the form of a prisoner's 
dilemma derives from the narrow conception of learning implied in the 
mechanical Bayesian updating rule. The question arises, as it does in all 
Austrian theory, how the institutional regularity is to be "policed" if it is, 
in fact, "organic" or "evolutionary". If the game is not of the prisoner's-
dilemma form, there is no longer any unique way for a player to "punish" 
the others for behavior undesirable from his point of view (Schotter, 1981, 
p. 83). This can be easily observed by again looking at table 7 -1 . Suppose 
trader 1 in the last around of play has chosen A while trader 2 has chosen B. 
Clearly both of their situations could be improved, but how can trader 1 
teach this to trader 2? No message can be sent that would not involve the 
recall of the pattern of all plays previous to the last, and that is prevented by 
the Bayesian updating rule, due to the fact that mixed strategies are allowed. 
In other words, no strategy is explicitly identified as punishment by the 
structure of the game. 

Schotter, like many other latter-day Austrians, shies away from explicitly 
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discussing learning, as opposed to the transmission of a discrete and 
seemingly prepackaged commodity called knowledge, because the former 
suggests a social process, whereas the latter conjures up the grocer's dairy 
case (Field, 1984). This is done largely by mathematical sleight-of-hand: 
assuming that everyone's psychology is identical (Schotter, 1981, p. 88), and 
ruling out what Schotter calls "disguised equilibria," that is, situations 
where the opponent's choice of strategy cannot be divined from the actual 
outcome or payoff. In effect, he defines the "problem" to be so straightfor­
ward and unambiguous that only one choice can be made: it is not so much 
learning as it is mechanism. Any discussion of the influence of history is 
rendered pointless, since only state strategies (in Shubik's terms) are 
allowed, or indeed, make any sense, given that the situation is so well 
defined. It should not surprise us, then, that at the end of the narrow corri­
dor through which we are allowed to pass, we arrive at—voila—a Walrasian 
general equilibrium (Schotter, 1983, p. 185-186). It is difficult to maintain 
that this model transcends the passive cooperation of the zombies found in 
conventional neoclassical general equilibrium. The question posed at the 
beginning of this section remains: where has game theory gotten us? 

The Rules of the Game: Game Theory and 
Neoclassical Economics 

What is a game? It is, as quite correctly perceived by von Neumann, a set of 
rules, a set of objectives or payoffs, and a ranking of those objectives by the 
set of players. If all of these sets are discrete and well defined, they may be 
expressed in the format of mathematical formalism; and then further mani­
pulation of the symbols can serve to suggest potential outcomes. However, 
it is also true, as Wittgenstein wrote in his Remarks on the Foundations of 
Mathematics, "A game, a language, a rule is an institution" (Wittgenstein, 
1978, VI 32). The copula "is" in this quote should not be confused with an 
equals sign, for the relationship is neither commutative nor symmetrical. To 
say that a game is an institution is not necessarily to say that an institution is a 
game. 

Game theory and neoclassical market theory start from an identical prem­
ise: market trades are not adventitious, but possess a regularity and stability 
which permits them to be causally explained. So what is the constancy 
postulated by game theory? The first, and least discussed postulate,^ is the 
persistence and constancy of the players (Heims, 1980, p. 307). Within a 
static one-shot game the persistence of the players' identities may be 
ignored; but with any repetition or learning this condition becomes critical. 
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The constancy of humans, and therefore the putative constancy of human 
nature is the key to the translation of any game into mathematical formal­
ism. If humans are not to be treated with all their individual quirks and 
idiosyncracies (that is, are to be the subject of generalization), then their 
communication and behavior must be treated symmetrically. If one merely 
assumes that language is always adequately shared, that the content of a 
transmitted message is identical to the content received, and that interpreta­
tion is not problematic, then the people who are the subject of the analysis 
must be substantially "the same", no matter what happens. 

The second postulate of game theory is the assumed constancy of the 
rules. As wc have observed, this appeared to be the bone of contention 
between Shubik and Schotter. Shubik seemed content to accept the rules as 
arbitrarily fixed; Schotter claimed that the rules were solutions to super-
games. Examination of Schotter's model revealed that the rules were no 
more flexible than in Shubik's models; if anything, Schotter mistakes arbi­
trary psychological rigidities for rule structure. As with the previous post­
ulate, this problem is not apparent in one-shot games, but only attains 
importance upon repetition. The rules are what exist to be learned by the 
players, although this is often obscured by mathematically posting the game 
in strategic form.* We shall return to this issue shortly. 

The third postulate of game theory is the relative stability of the objec­
tives and the environment. Interestingly enough, this is not an endogenous 
outcome in game theory, but must be given a priori as part of the mathemat­
ical formalism. Many pages have been written about the necessity of expend-
ability of cardinally measurable payoffs, and especially the requirement of 
cardinal utility, but few have realized that this is merely the tip of the 
iceberg. A game must have a single-valued objective function which some­
how summarizes the jumbled, confused, and sometimes unconsciously con­
tradictory desires and drives of human beings. Further, this index must 
generally conform to the axiom of Archimedes (Krantz et al., 1971, pp. 
25-26), which translates into the requirement that all potential outcomes be 
comparable before the fact; or more prosaically, every man must have his 
price. It is of paramount importance that these rankings be stable,'' for 
without them, there is no sense in which a game can be "solved". 

Now, the most important aspect of these postulates is not their tenuous 
connection to "reality" (game theorists have been historically thick skinned 
when it comes to empirical disconfirmation of solutions and/or assump­
tions), but rather what passes for analysis and explanation. Given the fixed 
actors with their fixed objectives and the fixed rules, the analyst (and not the 
actors) prereconciles the various sets, insists the prereconciled outcome is 
the one that will actually obtain, and calls this a "solution". The critical role 
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of the three postulates of constancy becomes evident: without them, there is 
no preordained reconcihation to be discovered. The process in which the 
actors take part is irrelevant, because the deck has been stacked in a teleo-
logical manner. Insofar as the three postulates are "naturally" given, equi­
librium is identified with harmony and natural order, while conflict and 
disharmony can only be expressed as disequilibrium. 

This caricature is crudely drawn, and the game theorists would surely 
complain (at least there, if not in their published work) that the world is not 
that simple. I should think they would aver that the distinction between 
cooperative and noncooperative games was invented precisely to conjure up 
a more subtle and penetrating analysis of harmony and conflict. I would like 
to suggest that the promise of game theory to encompass conflict and 
strategy in a rigorous manner is more than a little illusory, and is rooted in a 
confusion over the role of the analyst in the solution of games. 

The clearest definition of a cooperative game has been provided by Shu-
bik (1981, p. 165): Pareto optimality is taken as an axiom, sidepayments of 
utility or other payoff unit are permitted outside of the actual structure of the 
game, and communications and bargaining of an unspecified nature are 
permitted and presumed to take place (at least virtually, in that the value of 
each potential coalition must be well defined). Cooperation is not modelled; 
it is subsumed in the various payoffs to coalitions. In the presence of the 
three postulates, the players know what the analyst knows, and both the 
players and the analyst "agree" upon the feasible and desirable outcomes. It 
is no surprise that early partisans of cooperative games have lately been 
repudiating their premature enthusiasm: in this scenario, "natural order" is 
imposed by the analyst. 

The distinctive characteristic of noncooperative games is that the players 
and the analyst no longer "think" the same things: in essence, the analyst 
would like to impose a solution that the players would not choose as a result 
of obeying the rules. The conflict is not located among the players as much as 
it resides in the tension between the rule-governed situation and the Pareto 
optimum. The analyst, obeying his own self-denying ordinance, resists 
simply imposing the naturally given optimum (or optima), and then is chal­
lenged by the need to provide a description of simple rule-governed stability 
in the presence of infinite degrees of freedom. The analyst is faced with the 
prospect of constructing some definition of the rationality that is not trans­
parently a reflection of the natural givens. 

This impasse has surfaced whenever someone tries to explain what a Nash 
equilibrium point means or signifies (Johansen, 1982; Harsanyi, 1982; Shu-
bik, 1981; Friedman, 1977). Mathematically, the Nash EF is the maximum 
point or points on a compact convex set of the "best replies" of each player's 
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Strategy set. The Nash EP is often motivated by appealing to some lack of 
knowledge or ability to compare goals among players, but this is not strictly 
true. Each player knows all the relevant information about the other play­
ers, and has the ability to prereconcile the entire process in his own head. 
The only difference from a cooperative game is that the rules create the 
potentiality that rationality is indeterminate, in that the interpretation of 
strategy sets becomes an issue. 

It is well known that every finite N-person game has at least one Nash EP 
if mixed strategies are allowed. This mathematical existence proof does us a 
disservice, however, once we realize that mixed strategies are only rational if 
deployed outside of a one-shot static game (Shubik, 1981, p. 155). There­
fore, a noncooperative game can in most cases only be seriously discussed if 
it is repeated; more generally, after Wittgenstein, we can say that no one is 
capable of following a rule only once. Games, if they are to describe be­
havior rather than a set of prearranged natural conditions, must be re­
peated. But it is precisely in repetition that the notion of a fixed strategy set 
slowly unravels: more and more ad hoc assumptions must be made about 
how each player interprets the sequences of the other players' moves over 
time. Jn general, the solutions to a sequence of noncooperative games will 
not be the sequence of individual solutions to each of the component games 
(van Damme, 1981; Friedman, 1977, p. 199). It is in this sense that rational­
ity, as conceived in game theory, is indeterminate. 

At this juncture we once again return to the postulates of constancy. 
Shubik is right to point out that it is a misnomer to call the Nash solution 
concept "rational expectations", because there is no guarantee that the 
outcome will meet the analysts' criteria of rationality (i.e., Pareto optional-
ity) (Shubik, 1981, p. 153). He suggests it is more appropriate to think of a 
Nash EP as displaying "consistent expectations," in that conjectures about 
players' behavior match ex post outcomes. However, the definition of con­
sistency is a function of the time frame over which the Nash equilibrium is 
defined; once that is realized, it follows directly that all Nash EP require our 
three postulates of constancy. How else could we possibly "construct" con­
sistency solely from the payoffs of the game, unless the players, the rules, 
and the objectives where identical through time? 

Contrary to the claims often made in the literature on supergames, those 
models cannot encompass historical change. Works that claim to include 
change of players over time—(Schotter 1981, pp. 127-139) for example—in 
fact specify the sequential agent characteristics so that they are functionally 
identical. In contrast, works, such as that of Friedman (1977), which vary the 
payoffs over time, do so in such a way that the change can be specified 
independent of history (i.e., are stationary). If changes in strategy sets are 
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allowed, they are restricted to stationary Bayesian revisions, by their very 
structure myopic and ahistorical. There is no published work that attempts 
to change all three postulates simultaneously. This poor showing cannot be 
excused as a temporary situation contingent upon further mathematical 
effort and virtuosity. It is a corollary of the neoclassical notion of rationality, 
which can only augment the psychological abilities of homo rationalis in 
order that all interactions must be virtually prereconciled in their heads, 
whether or not they actually occur. This conception, of course, is exactly 
what caused the older institutionalist school to renounce neoclassical 
economics. 

It is easy to be lulled by all the language of "conflict", "retaUation", and 
"enforcement" into believing that the solvable supergames portray proc­
esses. Harsanyi (1982) and Aumann (1981) both define the Nash EP as a 
self-enforcing equilibrium, but we should now understand this to mean that the 
solution would persist if the postulates of constancy held and if the analyst 
imposes an arbitrary set of rules governing how players interpret each 
other's moves. These requirements wreak havoc with any commonsense 
notion of this enforcement of rules. Neoclassical economists want to portray 
a world where there is no active coercion, because rationality polices itself. 
What causes this goal to elude their grasp is that there is no such thing as a 
self-justifying rule (Levison, 1978). Quoting Wittgenstein: "However many 
rules you give me—I give a rule which justifies my employment of your rules" 
(Wittgenstein, 1978, I 113). "The employment of the word 'rule' is inter­
woven with the employment of the word 'same'" (Wittgenstein, 1978, VII 
59). The exercise of rationality, as opposed to the twitches of a zombie or a 
machine, depends upon active interpretation of whether the rule applies in 
the particular instance, and on whether to regard anomalies as exceptions or 
failures to abide by the rule. Rationality is the deployment of judgment as a 
process, which cannot itself be justified by a rule at the risk of faUing into an 
infinite regress (Field, 1979).** 

This is nowhere better illustrated than in the proliferation of solution 
concepts and individual solutions in game theory. As soon as someone 
proposes a "rational" solution to a particular game someone else generates a 
counterexample that questions its rationality. For example, Morgenstern 
and Schwodiauer (1976) criticize the core as being dominated by other 
imputations if the players are aware of the theory of the core. Or, Johansen 
(1982, p. 430) points out that if player X knew player Fwas experimenting 
with his options, and had any basis for guessing the pattern of player y 's 
experiments, then player X would in general choose strategies outside of 
the Nash equilibrium, van Damme (1981, p. 37) shows that in certain game 
structures, "a player can punish the other as badly as he wishes and therefore 
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each player can force the other player to steer the system to any state he 
wishes. So all kinds of behavior (even rather foolish) can appear when one 
plays according to a history dependent EP." Aumann (1981) reports that the 
solution points of supergame depend critically upon the discount rate used 
to calculate the present value of future payoffs; I believe no one has yet 
indicated how vulnerable these results are to the paradoxes arising out of the 
Cambridge capital controversy (Harcourt, 1982, pt. V). We have already 
noted that the Nash EP for a one-shot noncooperative game is not identical 
to a Nash EP for the same game repeated over and over again. 

Game theorists have opened the Pandora's Box marked "rationality," 
and do not know how to close it again. Walrasian general equilibrium was 
based upon a direct appropriation of a metaphor from physics, and this 
meant that the natural givens of the analysis would directly determine the 
optimal outcome (Mirowski, 1984b). Planets in motion are passive and do 
not talk back, and neither did the passive Walrasian trader. The natural 
world is stable and unchanging,*^ which allowed postulations of laws that 
were independent of their spatial or temporal location. The Walrasian laws 
were also stationary and static. Then game theorists proposed to discuss 
bargaining, which led to cooperative games, which begat noncooperative 
games, which begat discussions of process, which allowed the transactors the 
freedom to differ in their interpretations of the roles of others and the 
constancy of the world, all of which is now undermining the older construct 
of mechanistic rationality. This is not happening because game theorists 
have willed it so—in fact, much effort is spent demonstrating that special 
sorts of solutions to special sorts of games converge to Walrasian equilibria. 
It is happening because game theory exposes the weaknesses of the physical 
metaphor that all the excessive mathematical formalism served to obscure. 
Game theory does not, however, suggest what to put in its place. It cannot 
conceptualize the reduction of a language or of an institution to a game. 

Rules are not Homogeneous 

The word "institution" has been so far used loosely; the time has arrived to 
suggest a more precise definition. In view of the criticisms voiced in the 
previous sections of this paper, it may prove illuminating to conceptualize 
institutions as consisting of three tiers of rules. In the first tier are the rules 
most familiar to game theorists: these are rules grounded in stable, persis­
tent, and independent givens of the analysis. These rules are in some sense 
"policed" by the stability of the environment. A good example of this type 
of situation is provided by prisoner's-dilemma games describing the over-
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grazing of a commons or the depletion of a fish species. Insofar as the 
"payoff" is well defined and not socially defined (i.e., fish caught or animal 
fed), and the players are fairly homogeneous, Nash equilibria can explain 
certain regularities in behavior. We could refer to these situations as 
"natural" rules. 

The rules in the second tier are based upon the recognition that human 
rationality cannot be an algorithm, but must constantly be flexible and 
prepared for change. These rules are social, consciously constructed, and 
consciously policed. Into this category would fall property rights, money, 
religion, the family, and much else that comprises social order. The rules 
of this class cannot be explained as the outcome of underlying natural 
forces, because their enforcement mechanisms are not "natural": they 
possess neither persistence nor independence from the phenomena. We 
could refer to those situations as bootstrap rules. 

The third tier of rules derives from the recognition that the first two 
classes of rules must interact over time. For example, the overgrazing game 
will be influenced by the institution of money, and any natural regularity of 
behavior may be destabilized or redefined by the penetration of market 
relationships: here, the "payoff" itself becomes partly socially defined. The 
exercise of human rationahty itself transforms the environment. The recog­
nition that there may be temporal regularities to the relative dominance or 
importance of natural rules versus bootstrap rules leads to the metarational-
ity of evolutionary regularities. Unlike the first two classes of rules, evolu­
tionary regularities by their nature cannot be teleological: they reflect 
interactions of natural rules and bootstrap rules beyond the imagination 
of any player. 

It should be clear from previous comments that most neoclassical eco­
nomists would insist that a scientific economics would only recognize 
explanations that linked any given social phenomenon to its natural rules 
(Mirowski, 1981). Explanation in this framework is satisfied to take as given 
tastes, technologies, and endowments, and to identify equilibrium with the 
extremum of some objective function. Why can't all social processes be 
reduced to their natural rules? To reiterate, this program leads to a logical 
contradiction. All natural rules must be subject to human interpretation. 
Natural constraints do not inexorably compel us to do anything, because 
human reason intervenes. This freedom is what provides us with all the 
multiform variation that comprises the history of the human race. To put it 
in Wittgensteinian terms: A rule does not certify its own correct application. 
To pretend that it does so is to appeal to other rules, and can only lead in a 
circle. Whether a reason or an activity conforms to a rule in a particular case 
is a problem in reasoning and interpretation, having to do with judgments 
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about when situations are "the same". We may feel compelled to follow a 
rule, but the rule itself cannot compel us. 

There are also those who believe that the world is only comprised of 
bootstrap rules. Let us call this opinion conventionalism. Why cannot all 
social phenomena be reduced to bootstrap rules? This position also meets an 
insuperable logical difficulty: knowledge of this theory of social phenomena 
tends to undermine its efficacy. To argue that all social regularities are 
consciously instituted is to argue that the only prerequisite for change is will; 
a society based upon this premise cannot ultimately enforce or maintain the 
stability required to define rules. In other words, just as the natural world is 
intrinsically incapable of defining the totality of social life, so too is the belief 
that might makes right. Even if the world of language, markets, and culture 
were ultimately organized by bootstrap rules, these rules would themselves 
be asserted by some actors to be grounded in natural rules, in order to 
provide stability and diffuse responsibility. 

What then, is the function of the evolutionary regularities? These must be 
present because bootstrap rules influence natural rules, and vice versa. They 
are the locus of the understanding of change. The determination that a 
natural situation is producing regularities in behavior is itself a function of 
society's conception of science; and, as twentieth-century philosophers of 
science have come to argue, science consists largely of bootstrap rules. As 
our understanding of what is natural evolves, it cannot help but change the 
formal relations of bootstrap rules to natural rules in social life. These 
changes are not purely erratic: a good example of this is provided by Wesley 
Clair Mitchell in his "Role of Money in Economic History." He argues that 
money cannot be cogently explained by the prosaic notion that it made life 
naturally easier for traders. "When money is introduced into the dealing of 
men, it enhances their freedom. For example, personal service is commuted 
into money payment Adam Smith's obvious and simple system of natu­
ral liberty seems obvious and natural only to the denizens of a money 
economy" (Mitchell, 1953, p. 200). More significantly, Mitchell proposes 
that the penetration of the money economy into social life altered the very 
configurations of rationality, to the extent of encouraging particular con­
ceptions of abstraction, quantification, and thus ultimately, the ontology of 
modern Western science. Here we have socially constructed rules, slowly 
transforming the understanding of natural constraints through the rational 
interpretative structure, finally changing the natural rules themselves. 

What has all this to do with game theory and economic theory? It clearly 
and concisely provides a framework within which to evaluate the claims that 
there is a new mathematical institutional economics in the offing. Neoclas­
sical economists will only sanction explanation in terms of natural rules. This 
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is a reflection of their perennial search for a natural order, an invisible hand, 
and so forth. Since bootstrap rules and evolutionary regularities cannot be 
reduced to natural rules, their project is doomed to failure. One need only 
compare Schotter's "explanation" of the rise of money as a game theoretic 
solution to a naturally given problem of transactions costs to Mitchell's 
broad interpretation of the influence of money on economic life to see this 
failure. 

There are other economists who beheve that conscious and deliberate 
planning will solve all economic ills; they are partisans of the view that the 
world is nothing but a collection of bootstrap rules. Since neither natural 
rules nor evolutionary regularities can be reduced to bootstrap rules, this 
research project is also doomed to undermine itself. 

Game theoretic explanations of human institutions fall into one of these 
two categories. Contrary to Schotter, all phenomenal rules cannot be re­
duced to their underlying natural rules. Contrary to Shubik, the postulation 
of rules as boostrap or ad hoc leaves explanations without any firm founda­
tions. A theory of institutions must operate simultaneously on all three 
levels. The mathematical formalism of game theory is best suited for the 
discussion of natural rules. It can be used to describe bootstrap rules. But it 
also reveals that notions of rationality and equilibrium are distorted beyond 
recognition in those models, to the point that neither the existence nor 
efficacy of those rules can be said to be illuminated by the analysis. Since 
evolutionary rules are not teleological, they are not suited to game theoretic 
structures. 

In conclusion, game theory is not a substitute for a theory of institutions. 
It can only be one component of such a theory, a theory committed to the 
explanation of change as well as of complacency. 

Notes 

' This history of the critique of the concept of the maximization provides a clear example of 
the peripatetic migration between one defense and the other. For recent examples of the 
former, the 'straw man' defense, see Boland (1981); for the latter, the insinuation of sour 
grapes, see Wong (1978). 

^The quote is from Veblen's "Why is Economics Not an Evolutionary Science?" reprinted 
in Veblen (1919). The best introduction and summary of the thought of the institutionalists is 
still chapters 14 and 15 of Mitchell (1950). 

^Evidence for this statement is provided in Mirowski (1984b), and in chapter 6 of this 
volume. 

^Sometimes there is postulated a continuum of traders, i.e., a nonatomic agglomeration, 
who therefore cannot be subject to a discrete list. This assumption is often used to "prove" that 
Nash equilibria converge to Walrasian competitive equilibria. 
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•''This absence of discussion may provide a counterexample to the common opinion that 
mathematical models, by their very nature, make assumptions more clear and transparent than 
common speech. As such it illustrates a thesis developed in this volume, chapter six. 

''"There is a not completely innocent modelling assumption that any finite game in extensive 
form can be reduced to a game in strategic form, which is equivalent to the original description 
of the game from the viewpoint of the application of solution theory" (Shubik, 1981, p. 157). 

^ We say "stable" and not "constant," because of the tradition of probabilistic concepts of 
utility dating back to the original work of von Neumann & Morgenstern (1964). 

"Perhaps this explains Schotter's final chapter (1981) with its discussion of sociobiology. 
One way to short-circuit the infinite regress is to locate "fundamental" rules in our genes. 

''At least until the twentieth century, when physics left the economists behind. 
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