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Introduction

John Davis, Alain Marciano and Jochen Runde

The closing decades of the twentieth century saw a dramatic increase in
interest in the role of philosophical ideas in economics. The period also saw a
significant expansion in scholarly investigation into the different connections
between economics and philosophy, as seen in the emergence of new journals,
professional associations, conferences, seminar series, websites, research
networks, teaching methods, and interdisciplinary collaboration. One of the
results of this set of developments has been a remarkable distillation in thinking
about philosophy and economics around a number of key subjects and themes.
The goal of this Companion to Economics and Philosophy is to exhibit and
explore a number of these areas of convergence. The volume is accordingly
divided into three parts, each of which highlights a leading area of scholarly
concern. They are: political economy conceived as political philosophy, the
methodology and epistemology of economics, and social ontology and the
ontology of economics. The authors of the chapters in the volume were chosen
on the basis of their having made distinctive and innovative contributions to
their respective areas of expertise. In addition, authors were asked to not only
survey the state of the field as they saw it, but also provide statements of their
own positions and their perspectives on the field in question and its possible
direction of development in the future. We thus hope this volume will serve not
only as an introduction to the field, but also stimulate further work and thinking
concerning the questions it investigates.

Political economy conceived as political philosophy

The essays in the first part of this Companion investigate the idea of economics
or political economy as political philosophy. This last term should not to be
understood in the pejoratively restrictive sense of Rosenberg’s (1992) definition
of economics as mathematical political science. Rather, it should be taken to
refer to the use of specific (namely economic) tools to understand the conditions
of social order. This perspective harks back to the founders of economics and
their conception of the discipline. Of course some would argue that more than
two hundred years of scientific research have carried the discipline away from
this conception. In fact, however, and as the issues discussed in the chapters
in this section show, the distance that separates political economy in its recent
developments from its origins is not that large.

Xii
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Regarding political economy as a form of political philosophy is not to
deny its existence as a self-standing scientific discipline. Political economy
is indeed a separate science in its own right and, in the opening chapter on
‘Natural Law, Natural History and the Foundations of Political Economy’,
José Luis Cardoso shows how it came to be so. Cardoso’s argument proceeds
in two stages that correspond to two distinct but complementary developments
in the eighteenth century. The first of these was the identification of an object
interesting and important enough to require analysis over and above that already
provided within the framework of the philosophy of natural law. Social and
economic organisation thus came to be viewed as parts of the natural order. The
second development was a recognition of the need for some form of scientific
method in terms of which the analysis would be conducted. Here, according
to Cardoso, political economy was deeply influenced by the growing stature
of sciences that aimed to uncover the laws that governed the functioning of
the natural world. Natural history, the most authoritative field of knowledge in
the eighteenth century, along with the conceptual constructions of the natural
sciences, accordingly came to provide the tools with which political economy
was able to establish itself as a science.

The three chapters that follow, by Alain Marciano, Shaun Hargreaves Heap and
Bruno Frey and Mathias Benz respectively, discuss the virtues and limitations
of the mainstream (neoclassical) economic model of the human agent, and the
potential fruitfulness of a more refined representation. The objective is not, as
Hargeaves Heap makes clear, to suggest that people never act in accordance
with the assumptions of mainstream rational choice theory. Rather, it is to
show that the highly stripped down psychology of the standard model of the
economic agent is too thin to give an adequate account of people’s actions in
all possible walks of life. As Frey and Benz explain, this model is a relatively
recent consequence of economists’ efforts to rid the discipline of all traces of
psychology, a contention well supported by Marciano’s demonstration that
the conception of economic man adopted by the founding fathers of political
economy was indeed considerably richer than it is now. As Marciano describes
it, the rejection of Cartesian rationalism in favour of empiricism by Scottish
Enlightenment authors such as Hume and Smith, led naturally to a theory of
man limited in his cognitive abilities, whose knowledge would always be highly
subjective and situation-dependent.

The central message in Hargreaves Heap’s chapter on ‘Economic rationality’
is the need to pay attention to intersubjectively shared beliefs, particularly
when attempting to understand behaviour that seems resistant to the standard
model of economic agency. In many situations, according to Hargreaves Heap,
individual agents are not driven solely by instrumental reason and the direct
satisfaction they might derive from the outcome of any action, but also by the
sense of self-respect they achieve from knowing that their actions reflect well

xiv The Elgar companion to economics and philosophy

upon them. The difficulty this raises is that even if the desire for self-respect
is regarded as a kind of preference, self-respect does not fit into the analytical
framework of the standard rational choice model. This is because people’s
judgements regarding what actions reflect well on them cannot be decided in
isolation, namely without reference to the beliefs and values of other members
of the community. And if so, it then it becomes necessary to analyse how
individuals acquire and share beliefs about what is worthy. Obviously, these
questions go beyond the boundaries of the rational choice model, and require
input from other disciplines. Hargreaves Heap points out that psychology offers
some relevant insights here, especially about cognitive dissonance and intrinsic/
extrinsic motivation.

Frey and Benz, in their essay ‘From Imperialism to Inspiration: A Survey of
Economics and Psychology’, also argue that economists can no longer rely only
on an approach to human behaviour based on the model of the ‘homunculus
economicus’. They too observe that there are many forms of human behaviour
that are in conflict with the assumptions of, and therefore incomprehensible
within, the framework of the standard model. In particular, Frey and Benz point
out that, in contrast to the standard model, people face cognitive limits and are
emotionally constrained, are not systematically egoistic in their behaviour, and
are not committed to acting under the constraints of the material elements of
their material utility function. The suggested remedy is that economists might
draw on psychology to ‘inspire’ them out of the current impasse. But again,
Frey and Benz are not proposing that economics be replaced by psychology.
They continue to regard the standard model of the rational economic agent as a
consistent general framework against which the insights of psychology, which
‘consists of a large number of partial theories and special effects, which are
more or less isolated from each other’, may be thrown into sharper relief.

A more refined, ‘inspired’ conception of economic man necessarily leads
to normative implications in relation to the nature, the scope and the role of
institutions. For example, in his essay entitled ‘The historical and philosophical
foundations of new political economy’, Marciano shows that sympathy is a
necessary condition for successful co-ordination, although not sufficient to
order large and open societies. Therefore, even if spontaneously emerging
conventions play an important role in allowing successful coordination, there
is also a place for consciously designed institutions in overcoming the natural
limits of sympathy. Hargreaves Heap, for his part, stresses the necessity of
deriving prescriptive consequences from the expressive conception of rationality
he proposes. In particular, from his perspective, it is important to take seriously
the role institutions play in shaping, and contributing to the sharing of beliefs.
Societies need institutions that allow people to participate in the discussion of
shared beliefs, and which give them scope to express those beliefs in action, in
Hargreaves Heap’s view, much in the way suggested by Habermas.
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Geoffrey Hodgson’s chapter, ‘Institutional Economics: From Menger and
Veblen to Coase and North’, surveys the commonalities and differences between
the ‘old’ and the ‘new’ institutionalist schools, as well as some differences
between individual members of each camp. Like many of his co-contributors,
Hodgson is interested in competing theoretical conceptions of the economic actor.
On this front, in his view, the new institutionalism represents a step backwards
in that its commitment to the standard model of rational agency has obscured
various key insights of the older institutionalists. But Hodgson’s main concern
is with the related idea that individual action and institutions bear on each other
in a reciprocal way, i.e., that while individual action presupposes institutions
(or rules), institutions are at the same time affected, indeed reproduced, by
the total of individual action. Hodgson argues that this mutual dependence is
recognised in the writings of the old institutionalist school, which is therefore not
restricted to the doctrine that all human behaviour is socially or institutionally
determined. For example, he demonstrates that both Veblen and Commons see
the interactions between individuals and institutions as a top-down and a bottom-
up process of reciprocal influences. But Hodgson recognises that the different
ways in which institutions affect peoples’ behaviour remain underdeveloped in
the old institutional economics, and suggests that this issue therefore provides
fertile ground for further work.

As Hodgson notes, one way to proceed here is to adopt an evolutionary
approach to the study of institutions. Veblen’s attempt to harness some of
Darwin’s ideas as a basis for an evolutionary economic science provides
an early example here, and there is of course something of a tradition in
economics of authors advocating evolutionary approaches of various kinds.
Jack Vromen’s chapter, ‘Taking evolution seriously: what difference does it
make for economics?’ is essentially a survey of this tradition, and provides the
valuable service of providing a coherent overview of what is by any measure a
pretty disparate literature. Vromen’s organising principle is the extent to which
the introduction of evolutionary thinking is seen to affect standard methods, and
he provides a revealing grouping of various commentators under the following
three headings: the ‘revolutionaries’, like Veblen, who believe that taking
evolution seriously requires profound changes to standard economic theory;
the ‘conservatives’, like Alchian, Friedman and Becker, who believe it possible
to accommodate evolutionary economic processes within standard economic
theory; and ‘revisionists’ like Robert Frank, who claim that evolutionary themes
can be accommodated by revising or amending parts of standard economic
theory while leaving its essential elements unchanged.

We have noted Hargreaves Heap’s emphasis on specifically rational, private
deliberation in the process of individual preference formation, but other writers
have focused instead on public deliberation. Indeed economists, political
scientists, and political philosophers, who have devoted their attention to the role
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that deliberation could or should play in our societies, have in some instances
even gone so far as to propose public deliberation as a means of producing
a definition of social justice. However, while it may be convenient to allow
normative economics and political philosophy to be guided by the standards
of public deliberation, this falls well short of what is required for a serious
investigation of the foundations of ethical principles. Indeed, as Marc Fleurbaey
notes in his essay ‘Normative economics and theories of distributive justice’,
too often ordinary thinking about moral principles is guided by pragmatic
considerations and unexamined moral intuitions, when what is needed is that
precise criteria be developed and analysed to produce theories that are complex
enough to address the normative problems society encounters. As a step towards
this end, Fleurbaey provides a careful survey of the various approaches to
the problem of defining social justice that have been developed by economic
theorists and philosophers over the last fifty years. From the Pareto criterion
and its limits to the theories of fairness and equality of resources, and including
discussion of libertarian views and social contract theories, Fleurbaey provides
a detailed and comprehensive analysis of the normative economics literature
that has assumed increasing importance in economic analysis.

The final chapter in this part of the Companion, Alain Leroux’s ‘Ideology:
an economic point of view’, returns to the themes explored in Cardoso’s
opening essay regarding the possibility of separating science from ideology.
Leroux begins with the standard interpretation of ideology offered by Karl
Marx. According to Marx, ideology is an inferior form of discourse that offers
a distorted and coerced representation of the social order — as distinct from
science, the domain of an objective, non-distorted and unconstrained knowledge.
Leroux explains how Marx’s approach leads to a vicious circle, namely that it
is impossible to maintain that any discourse is not spoiled by ideological bias
while at the same time maintaining the possibility of developing an alternative
discourse free from any ideology. This logical trap is known as the Mannheim
Paradox and Joseph A. Schumpeter is one of its most famous victims. In the
face of the impossibility of eliminating ideology from economic discourse,
Leroux proposes instead to put ideology, science, and even philosophy on the
same footing. He does so by presenting them as cognitive strategies or pure
Sforms of thought that are interdependent and simultaneously active. From this
perspective, science, philosophy and ideology allow us to identify the major
form of thought that characterises a discourse, rather than the objective quality
of the knowledge that is produced.

The methodology and epistemology of economics

The chapters in the second section of this Companion tackle various issues
that have been extensively discussed by methodologists and philosophers of
economics since Thomas Kuhn’s The Structure of Scientific Revolutions (1962).
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Indeed the field of economic methodology as a separate field basically dates
from this period, since practising economists addressed philosophical and
methodological issues in economics prior to Kuhn’s book but mostly left the
field to specialists thereafter. One consequence of this development was an
increasingly sharp division between economists and methodologists regarding
epistemological matters in economics. While economists remained attached to
traditional logical positivist methods and the empirical verification of theories,
economic methodologists almost universally rejected them. At the same time,
by the 1980s there were a number of quite different, competing approaches
pursued by economic methodologists. For a brief time, Karl Popper and Imre
Lakatos’s views held centre stage, but since then economic methodology has
developed multiple currents. The chapters in Part II are accordingly meant
to introduce some of the ideas and themes that have preoccupied economic
methodologists in recent decades.

The first chapter addresses Lakatos’ methodology of scientific research
programmes (MSRP), which in important respects was a development and
reformulation of Popper’s thinking, and was the last approach enjoying a degree
of consensus among methodologists. Roger Backhouse charts the rise and fall
of the MSRP, explaining its appeal and subsequent doubts. The reason for
the latter was less second thoughts regarding the fruitfulness of the MSRP
approach and more a growing interest in a whole variety of new ways of looking
at methodological questions in economics: rhetoric and discourse analysis,
sociology of scientific knowledge, the re-discovery of J.S. Mill, etc. In effect,
methodological thinking was becoming increasingly sophisticated, and this
introduced new subtleties into debate among methodologists. The MSRP,
which offered a broad, comprehensive view of the growth and development
of research programmes began to be perceived as ‘thin’, because it ignored
many issues that had previously been perceived as peripheral. Backhouse’s own
discussion reflects this, as he goes beyond the question that long preoccupied
methodologists in connection with the MSRP — whether it offered an adequate
account of how economists adopted and abandoned research programmes
— to examine Lakatos’s own history before his arrival in Britain, and how this
contributed to the development of his thinking.

Backhouse’s discussion leads naturally to the second chapter in Part IT, Wade
Hands’ ‘Constructivism: the social construction of scientific knowledge’, on
the sociology of scientific knowledge (SSK). Whereas the type of question
methodologists and philosophers had once asked concerned the nature of
scientific knowledge, social constructivists rather asked how scientists came
to hold their theories and beliefs. That is, SSK investigated the determination of
scientists’ beliefs. This focus led to many new ideas (for example, pragmatism,
hermeneutics, postmodernism, and feminism) that significantly expanded the
scope of economic methodology substantially beyond its original confines. It
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also raised difficult philosophical issues, such as what was meant by saying a
theory was true when social factors could be shown to have led to its adoption.
Hands surveys the debates within SSK, and then looks at their application to,
first, economic methodology and, second, the history of economic thought.
The former involves a reflexive exercise in which methodologists ask how
their own beliefs are determined. The latter concerns how economists’ beliefs
are determined. Here we ask need to ask ourselves about social factors that
influence the adoption of beliefs by economists.

One such factor, until recently much under-appreciated, is gender. Historically
economists have generally ignored gender in their explanations of markets
and individual decision-making. How, then, might economics be different
were this particular factor given attention? Drucilla Barker’s chapter in this
section, ‘From feminist empiricism to feminist poststructuralism: philosophical
questions in feminist economics’, surveys the evolution in thinking on the part
of feminist philosophers, methodologists, and economists since the 1980s, in
the process distinguishing feminist empiricism, feminist standpoint theory,
feminist poststructuralism, and feminist postmodernism. She explains how this
development has raised fundamental epistemological and other philosophical
issues, and how these issues have generated debates over objectivity of science,
the tension between facts and values, and the relation between science and
advocacy. Barker emphasises a key perspective on this discussion in her
emphasis on epistemological communities, the feminist one in particular.
Feminist economics is a relatively late arrival in professional economics, and
this had led its proponents to work more closely together to ensure its progress,
reinforcing its character as a community. Like Hands in his treatment of SSK,
then, Barker also makes economic methodology reflexive: or something that
applies to those who develop it as well as to practising economists.

Rob Garnett provides the next contribution to this general discussion in his
‘Rhetoric and postmodernism in economics’. Another of the important pathways
away from methodologists’ early Popper—Lakatos focus concerns the role of
discourse, language, and rhetoric in economic explanation and argument.
Deirdre McCloskey’s work originated much of this literature, and she made a
case for rhetoric as the method of economics by directly contesting traditional
economic methodology — logical positivism, behaviourism, operationalism,
and the hypothetico-deductive model of explanation — as all part of a modernist
intellectual culture. In contrast, a postmodernist economic methodology rejects
foundationalist epistemologies and the search for Truth with a capital-T. Like
SSK and feminist economic methodology, postmodernism examines how
scientific communities operate. One significant theme that arises in this regard is
the extent of pluralism in economics. McCloskey thus not only rejects modernist
economic methodology, but also illiberal and authoritarian practices on the
part of economists who foster it. Economics and economic methodology, in
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her view, ought rather to be modelled on the idea of an open conversation that
is inclusive rather than exclusive in nature.

The remaining chapters in Part II address particular problems and issues
in economic methodology that cut across the recent development of the field.
Jointly they provide a sample of the diversity in themes that have come to reflect
the rapid expansion of methodological thinking in the last two decades. They
also point us towards the first and third parts of this Companion, since they
have also been of interest to philosophers of economics investigating political
economy as political philosophy and the ontology of economics.

Marcel Boumans, in ‘Models in economics’, addresses the practice of
economics in the development of modelling. Traditionally the poles of economic
practice have been thought of as theory and empirical analysis. But economists
generally reason in terms of models, which lie intermediate between theory
and empirical analysis. What does economic methodology then have to tell
us about models in economics? Because models simplify what they represent
they are necessarily unrealistic. This has led some philosophers of science to
argue that models are not representations of the world, but rather instruments
of investigation used to interact with the world (Morgan and Morrison 1999).
To bring out these issues, Boumans traces the evolution in methodological
thinking about models and modelling from arguments developed in physics to
the early thinking about the nature of macro-econometric models on the part of
Jan Tinbergen for the League of Nations. This history is then linked to current
debates in philosophy of science and a discussion of model-building practices in
economics. A surprising result is the variety of different types of elements that
go into models. Models emerge out of a process analogous to baking: separate
ingredients are blended and ultimately combined into the final product.

A related topic is the role and nature of mathematics in economics. Peter
Kesting and Arnis Vilks examine this in their chapter ‘Formalism’. One obstacle
to understanding formalism in economics is the many ways in which the term
is used. Kesting and Vilks consequently begin by explaining formalism broadly
as any approach to theorising that aims at making explicit the logical structure
of a theory, and then distinguish formal systems from set-theoretic formalism.
One of the remarkable developments in economics in the last half century is
general acceptance of set-theoretic formalism. While it is true that most of
present-day mathematics is derived from set theory, this does not imply that
this is the only or even necessarily the best basis for connecting formal models
and reality. The set-theoretic approach owes much of its influence to Bourbaki-
influenced Gerard Debreu’s axiomatic account Theory of Value (1959). But as
many commentators have noted, the rigor of formal models often comes with a
relatively loose interpretation of those same models. Kesting and Vilks pursue
this tension through the recent history of development of formal models in
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economics, noting how parables, tacit knowledge, and ‘as if” assumptions play
arole in the justification of accepted formalist strategies.

The final chapter in this section, Harold Kincaid’s ‘Methodological
individualism and economics’, turns us to a perennial issue in the methodology
of economics: the extent to which explanations can and ought to be cast in
terms of the behavior of individuals. For some, economics is identified with
individualism. But close examination of the underlying claims making such
explanations raise a number of difficult philosophical issues. One of the most
challenging concerns the requirements for reducing statements about social
phenomena to statements about individuals. In the philosophy of science
reductionist arguments have been examined in connection with the question
of whether all science is ultimately physics. Another fundamental issue
involves what constitutes the ‘best’ explanation in science or in economics.
These more philosophical questions return us to economic methodology’s
epistemological concerns, but no less important are the ontological ones the
topic of individualism raises. When we privilege individualist explanations in
economics, do we believe that only individuals exist? That society itself does
not exist? Kincaid argues that many of these questions cannot be solved in an
a priori manner apart from attention to concrete empirical inquiry. But few
economists, he notes, are prepared to accept this conclusion.

Social ontology and the ontology of economics

The chapters in the third and final part of this Companion concentrate on
questions of ontology, that is, questions regarding existence or being and, in
particular, the nature and structure of the socio-economic realm.! Some of the
authors represented here analyse particular aspects of the social world in a
direct fashion, addressing things such as the relationship between agency and
structure, the nature of probability, and the nature of money. Others take a more
indirect route, starting off with particular theories or modelling tools adopted
by economists, and then asking what these theories or tools presuppose about
the nature and structure of the social world that they are applied to.

The first three chapters are contributions to critical realism, an important
stream in the literature on ontological issues in economics that has been
developing over the last fifteen years or so (see Fleetwood 1999, Lawson 1997,
2003). One of the hallmarks of critical realism is a view of the social world as
structured and open,” and the broad strategy employed in much of this literature
is to use this view of the world as a benchmark against which to assess the
extent to which different methods are likely to bear fruit in social research. This
strategy is both described and put to work in the first chapter in Part III, Tony
Lawson’s ‘philosophical underlabouring’. Following Locke, Lawson argues that
the appropriate role of the philosopher of science is not to do science or even
to attempt to provide general methodological rules for scientists to follow, but
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rather to engage in what he calls ‘ground clearing’ or removing the ‘rubbish that
lies in the way to knowledge’ in any particular discipline. Lawson identifies
three broad ways in which philosophical ground clearing might be useful, in
what he calls its demystifying, informing and method-facilitating functions.

In Lawson’s view, academic economics is currently in particularly urgent
need of ground clearing, and that the rubbish to be removed is the dogma that
the only legitimate mode of economics analysis is mathematical and/or statistical
modelling. The starting point of his argument is the observation that any specific
set of research practices and procedures presuppose particular (usually implicit)
conceptions of the nature and structure of reality. This is where ontology comes
in, according to Lawson, and why it is so important. He then goes on to argue
that the mathematical and statistical tools of mainstream economics presuppose
a world that ‘everywhere comprises (closed) systems of isolated atoms’, in sharp
contrast to the image of the structured and open social world associated with
critical realism (and which he subsequently goes on to outline). The implication
is that, if the social world is indeed as described in critical realism, then there
is a fundamental mismatch between the tools of mainstream economics and
the social material that those tools are applied to. But Lawson’s arguments here
are not only destructive in intent. He also demonstrates different ways in which
his preferred social ontology may aid social research, by way of providing a
categorical grammar that may help to sharpen substantive social theoretical
conceptions and distinctions, by suggesting a distinctive theory of rationality
that is rather different from the model standardly employed in economics, as
well as by providing directionality to research in various ways.

The two chapters that follow, by Steve Pratten and Paul Lewis respectively,
provide good illustrations of different ways in which some of the lessons of
critical realism may be put to work. Pratten’s chapter is devoted to the New
Institutional Economics, focusing particularly on the transactions costs approach
associated with the work of Oliver Williamson (1985, 1989, 1991). Pratten’s
point of departure is the often-noted ‘gap’ between modern economic theory
and the socio-economic reality that it purports to be about. Like Lawson, Pratten
attributes this gap to the profession’s a priori commitment to mathematical
modelling and the preoccupation with the analysis of fictitious model ‘worlds’
that this commitment seems invariably to entail. Indeed, as Pratten sees it, the
need that many economists feel to conduct research that bears the mathematical
imprimatur of ‘serious’ economic analysis is fundamentally at odds with moving
toward a more realistic and relevant economics. The thing that particularly
interests Pratten about the New Institutional Economics is that this is an area in
which he sees this tension as being especially apparent. For despite criticising
mainstream economics for being unrealistic and promoting their project as one
aimed at greater realisticness and relevance, proponents of the New Institutional
Economics tend ultimately to retain a strong commitment to formalism. Of course
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it is possible to maintain that this tension is an illusion on the grounds that that
the particular formalisms employed so far simply haven’t been the right ones.
However, and drawing on the ontological insights of critical realism, Pratten
argues that so long as the assumptions underpinning mathematical methods
conflict with the constitution of social reality, the mismatch between method
and material will persist and the various resulting tensions and compromises
that he identifies will remain.

Paul Lewis tackles the relationship between human agency and social structure,
a perennial theme in social theory, by way of comparing how this relationship is
dealt with in contemporary Austrian economics on the one hand and in critical
realism on the other. In recent years, members of the radical subjectivist wing
of the Austrian school rejected the atomistic conception of the economic actor
and have emphasised instead the virtues of portraying people as social beings
embedded within networks of shared meanings and interpretive traditions (e.g.
Boettke 1990, 1998; Boettke and Storr 2002; Prychitko 1994a; Vaughn, 1994).
On this view, as Lewis puts it, traditions and people are mutually constitutive,
‘with the former being both an ever-present condition for the possibility of socio-
economic activity and also a continually reproduced outcome of the latter’ and
that the social sciences deal ‘with a pre-interpreted world, where the creation
and reproduction of meaning-frames is an (ontological) condition of that which
it seeks to analyse, namely human conduct’. These phrases are reminiscent of
the so-called transformational model of social activity associated with critical
realism, according to which agency and structure presuppose each other, and
the hermeneutic moment. Lewis points out various points of overlap with the
Austrian position. But there remain significant differences between the two, and
Lewis emphasises in particular that the Austrian view of the ‘socio-economic
world as an intersubjective fabric spun from shared meanings that persist or
change as people negotiate interpretations of events and states of affairs, the
radical subjectivists run the risk of failing to do justice to the importance of
the non-discursive (material) aspects of social structure — vested interested and
power distributions’.

The subject of intersubjectivism leads on neatly to the next two chapters
by John Davis and Edward Fullbrook who tackle the theme of collective or
shared intentionality. Davis proposes ‘collective intentionality analysis’ as a
prospective theoretical framework suited to addressing what he calls ‘complex’
economic behaviour. By complex behaviour Davis means behaviour that is not
amenable to a single explanatory framework such as the mainstream model of
instrumental economic rationality. Collective intentionality analysis involves
a distinct approach to rationality in the form of a deontological or principle-
based type rationality that is appropriate to explaining individual interaction
in social groups. If we suppose individuals are both members of social groups
and also have occasion to act in relative isolation, then their behaviour needs
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to be explained in terms of both sorts of rationality principles, giving rise to its
characterisation as complex.

The rationale for employing collective intentionality analysis as an additional
account of economic behaviour is that economic agents appear to behave
differently in organisational, group, and institutional contexts. For example, it is
often noted that trust relationships based on shared intentions emerge in markets
characterised by repeated exchange, whereas spot markets with little repeated
contact tend to be characterised by instrumentally rational behaviour. Here, the
relevant model involves instrumental and collective rationality operating ‘side-
by-side’ in proportion to the extent that individuals act socially or in a more
autonomous manner. Further, social groups and organisations differ according
to how they delegate independent action to individuals. When individuals have
considerable autonomy and discretion, this may be due to shared intentions
having created a platform for a circumscribed instrumentally rational behaviour.
That is, instrumentally rational behaviour is embedded in collectively intentional
behaviour. An opposite sort of case involves deceit, deception, and fraud.
Individuals may claim to share intentions while yet acting in a self-serving
manner. Davis points, then, that the possibility that economic behaviour may
be complex implies that the policy value space may itself be complex. Moving
from an exclusive reliance on the instrumental model of economic rationality
also entails moving from an exclusive reliance on efficiency criteria in normative
economics towards complex accounts of valuation and recommendation which
combine efficiency as a value with such values as justice and fairness.

The theme of collective intentionality is continued in the chapter by Edward
Fullbrook, a prominent proponent of intersubjectivism in economic analysis
(Fullbrook 1996, 1997). The guiding idea on the intersubjectivist approach is that
human consciousnesses are constitutionally interdependent, that human subjects
form and reform themselves, not in isolation, but rather in relation to and under
the influence of other human subjects and institutions. As Fullbrook points out,
given how commonsensical this idea is, it is an interesting question why it had
so little impact on modern philosophy until the last century, and, until recently,
in mediating in social theory between holistic and radically individualistic
explanations. Even more significantly, from the viewpoint of this collection, it
is an interesting question why intersubjectivism continues to remain banished
from mainstream economics. Fullbrook attempts to answer these questions
by drawing on the histories of modern philosophy and social theory and their
relations to economics. The first two-thirds of his chapter explore the Cartesian
philosophy from which the atomistic conception of the standard model of the
economic actor derives, and the development of intersubjective philosophy
and social theory over the last century. The final section considers the case
of economics. Here Fullbrook argues that, in turning its back on all economic
phenomena that do not conform to its Cartesian metaphysic, economics not only
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neglected awkward but central empirical realities but also became wedded to a
spurious naturalism and the unarticulated but culturally powerful line of racism
and sexism that this entails.

Philip Faulkner and Jochen Runde devote their chapter to how the standard
model of the economic actor employed in mainstream microeconomics has
limited the way in which it approaches information, knowledge and the related
issues of ignorance and uncertainty. The first half of the chapter is devoted to
an overview of kind of assumptions typically made in respect of economic
actors’ knowledge in mainstream economic models. This is achieved by way
of a detailed exposition of a representative mainstream model, in this case a
simple one-shot Cournot duopoly game under conditions of both complete and
incomplete information. It is shown that even where the model is extended to
the case of incomplete information, a move intended explicitly to highlight
the effects of imperfections and asymmetries in actors’ knowledge, the
degree to which the complexities of human knowledge are reflected remains
severely limited.

The second half of the chapter is devoted to three aspects of human agency that
are neglected by the mainstream approach: non-probabilistic forms of uncertainty
and ignorance, the subjectivity of knowledge, and tacit knowledge. Faulkner
and Runde conclude that the much vaunted information theoretic revolution in
economics (Stiglitz 2000) represents only a first step towards incorporating the
effects of factors such as uncertainty, ignorance and subjectivity into economics.
For instance, by virtue of the commitment to expected utility models of decision-
making, the actors within mainstream microeconomic models inevitably suffer
only certain forms of uncertainty. There is no scope in these models for actors
to be affected by ignorance of the full set of possible eventualities that might
result from their actions (or indeed the options open to them), or to alter their
behaviour as a result of being unable to state precise probabilities. Categories
such as surprise and novelty, which are closely associated with uncertainty and
ignorance, consequently remain outside the scope of mainstream economics.

The theme of uncertainty and ignorance is also taken up in the chapter by
Chuck McCann, who surveys the major competing interpretations of probability
and how these have emerged in and coloured different parts of economic theory
(note that McCann’s focus is on knowledge and belief, and the way in which
probability theorists have attempted to model them, rather than on probability
as it is employed in statistics and econometrics). After two brief preliminary
sections on knowledge and belief and the axiomatic structure of probability,
McCann introduces the key ontological distinction on which his presentation
turns, between aleatory conceptions of probability on the one hand and epistemic
conceptions on the other. On the aleatory conception, probability is taken to be a
property or feature of the external world (e.g. the frequency of a particular kind
of realisation within a class of otherwise similar realisations). On the epistemic
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conception, in contrast, probability is taken to be a feature of how we think about
the world (e.g. your subjective degree of belief in there being rain tomorrow).
This distinction is then deployed as organising principle in McCann’s review
of the major interpretations of probability — classical, frequentist, logical and
personalist — as well as forming the basis for his subsequent elucidation of the
distinction between risk and uncertainty. McCann closes by touching briefly on
some areas in economics in which probability and uncertainty have come to the
fore: (post)Keynesianism, Rational Expectations and Austrianism.

The final chapter in this collection is Geoff Ingham’s wide-ranging study of
various views on the nature of money that have been propounded in different
parts of the discipline. The first part of the chapter deals with the commodity-
exchange theory that has come to dominate mainstream economic theory, and
the associated conception of money as a neutral veil over what is fundamentally
a barter economy. Ingham raises various criticisms of this account, chief of
which is that its emphasis on money as a device to overcome the problem
of a double coincidence of wants in a pure barter economy, has led to a
misunderstanding and neglect of money of account. This then leads to a long
section on heterodox conceptions of money that theorise money as abstract
value and token credit. The central idea here is that money is constituted, not
simply by some commodity that becomes accepted as a medium of exchange,
but by social relations. Among the figures considered are Knapp, Simmel,
Keynes and Weber, and Ingham shows how the kinds of ideas expressed by
these authors emerge in recent debates on endogenous money, the theory of the
‘money circuit’ and modern neochartelism.

Ingham outlines his own position in a closing section on ‘the fundamentals
of a theory of money’, focusing on three questions: what is money?; how is
it produced?; and how does it obtain, retain or lose its value? Here Ingham
sides with the heterodox tradition and its emphasis on money being constituted
by social relations. Some of the key ontological themes developed here are
that money is uniquely specified as a measure of abstract value and a means
of transporting this abstract value, that money cannot be created without
simultaneous creation of debt, indeed that ‘vast dense networks of overlapping
and interconnected bilateral credit—debt relations constitute money’, and that the
abstract idea of money is a prerequisite for the things that represent money (cash,
cheques, credit cards, magnetic traces on a computer disk, and so on) to work
as money. In an unusual and refreshing touch, Ingham makes various telling
points about how these seemingly abstruse and often-dismissed considerations
can illuminate various recent events on monetary history.

Economics and philosophy
What does the future hold for economics and philosophy? On the one hand,
as readers will see from the chapters included in this volume, philosophical
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questions have a surprisingly natural place in economics, since so many issues
fundamental to the latter find clear and immediate expression when re-presented
in philosophical terms. No doubt many find this an unexpected development,
since for many years economics was widely thought to be a relatively separate
science (Hausman 1992). This view, however, has come into question in light
of the influence that formal mathematical methods have had on economics over
the last half century, and so it is not unreasonable to suppose that economics will
be further changed in the future by growing awareness of and sensitivity to its
philosophical dimensions. On the other hand, the way forward for economics
and philosophy is difficult to predict. Whereas the application of mathematics
to economics generally presupposes a pre-existing set of problems in economics
which it is typically hoped may be illuminated by mathematics, combining
philosophy and economics often involves re-considering one’s very starting
points. Thus not only is there always the potential for fundamental redirection of
economics in light of new philosophical entry points, but it is not easy to predict
what sources of philosophical inspiration might be important to economists in
the future.

However, one possible guide to the future role of philosophy in economics
might be found in the broad philosophical issues afoot in society today regarding
such fundamental issues as the relation between society and nature, the effects
of technological change, the place of moral values in the world, the future of
humanity, and so on. For many years, academic economics has held little interest
for most people. But the now wider place of economics in higher level education
and the greater influence economics seems to have today on people’s everyday
lives appears to have changed this, such that it is no longer unusual for people
from across society to have both some understanding of economics and opinions
about it. Then, on the assumption that peoples’ different views of the world and
the society they live in depends upon their various philosophical presuppositions,
however well articulated or ill-formed these may be, it might well be the case
that these deep-seated views will re-emerge as issues discussed in the domain
of economics and philosophy. But whatever their origin, philosophical concerns
now appear to be well-embedded in economics, and not likely to drift off into
the background again where they once resided.

Notes

1. Recent years have seen a growing interest in ontological issues in economics (see for example
Maiki 1998, 2000, 2001; Lawson 1997, 2003).

2. By the world being structured we mean that it comprises not only events and states of affairs
(the actual) and our experiences of them, but also of an ‘underlying’ and often unobservable
reality of capacities, powers, structures and mechanisms that, once triggered or being otherwise
in play, give rise to and govern those events and states of affairs. By the world being open we
mean that the actual could always have been other than it was.
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PART I

POLITICAL ECONOMY AS
POLITICAL PHILOSOPHY



I  Natural law, natural history and the
foundations of political economy

José Luis Cardoso

Introduction

The emergence of political economy as an autonomous scientific discourse
was a complex process, not a fixed moment in a diary of events. Investigating
its origins or roots therefore requires consideration of the multiple of factors
involved, and lends itself to multiple interpretations and provides a variety of
research orientations. Even if, in order to fit in with conventional wisdom, it is
accepted that 1776 represented the year of grace, the road that made it possible
to announce the good news brought by the science that deals with the wealth
of nations proved to be a long one.

First of all, it was necessary for economic phenomena and problems to
become established as an everyday reality that required attention, understanding
and mastery. In other words, it was necessary to isolate and identify a subject
that came to represent a permanent motive for constructed knowledge. This
condition was met from the late fifteenth century onwards, when the western
economic world underwent gradual yet profound changes and suffered a series
of convulsions that led to the production of an abundant economic literature.
Such writings were not only intended to justify new forms for the political
reconciliation of the interests of different social groups connected with the
revival of mercantile activities, but also sought to explain the theoretical,
technical and practical problems arising from these same activities, such as:
variations in the balance of trade, oscillations in prices and their relationship
with specie flows, the fiscal and political instruments used for reinforcing trade
and fostering the development of manufacturing, or the strategies that were best
suited to achieving economic and financial hegemony at the world level. That
is to say, the formation of political economy as a science was largely the result
of the advances brought about by the mercantilist economic literature written
in the sixteenth and seventeenth centuries and the first half of the eighteenth
century. This particular avenue has already been suitably explored and will not
be pursued here.!

These economic transformations also gave rise to different perceptions
of a reality that was now being understood through numbers, calculations,
measurements, statistical information and political arithmetic. The development
of double-entry bookkeeping suggested the acceptance of the principles of
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methodological exactitude, precision, credibility and accuracy that represented
the essence of the ‘modern fact’, all of which structured the innovative modes of
reasoning used by the emergent sciences of wealth and society (Poovey 1998).
Practical knowledge and the instruments and processes used for capturing the
empirical world consequently represented the accumulated capital of a cognitive
experience that was essential for the improvement of political economy. I shall
touch on this subject again later on.?

Discussion of the foundations of modern political economy also inevitably
implies making close contact with the developments of seventeenth and
eighteenth-century European philosophical thought from Bacon to Hume. This
theme has been the subject of regular investigation, not only from the point
of view of the genealogy of the inductive and deductive methods of political
economy and the processes involved in the construction of knowledge within
this scientific environment (Redman 1997), but also in terms of the more general
acceptance of the identification of the empirical and rational elements inherent
in the formation of economic discourse (Coleman 1995). I believe that this is a
crucial matter for explaining the philosophical foundations of political economy.
Although I shall not discuss this matter in the way that is normally suggested,
I shall nonetheless return to it when explaining the main argument that is to be
developed in this text.

My argument consists in establishing the close connection between the
formation of political economy as a science that sought to explain the logic
whereby the market operated, and the understanding of this same market as
the natural order of things. In order to explain this argument, two distinct but
complementary paths must be followed in showing how the intelligibility of
the natural order was constituted until the mid-eighteenth century.

The first path — which will be explored in section 2 — directs us towards
the framework provided by the philosophy of natural law for interpreting the
foundations of social and economic organisation. The existence of universally
accepted natural laws that are inherent in human nature, the belief in a natural
spontaneous, harmonious and self-regulating order, were all crucial elements for
explaining the economic order of the market and were consequently inseparable
from the discourse of the science that sought to elucidate the mechanisms to
which this same order was subject.

Another possible interpretation of the expression ‘natural order’ — dealt with
in section 3 — refers to the physical world of material nature described by the
so-called natural and exact sciences. In the second half of the eighteenth century,
the term natural history was the one that was most frequently used and which
best expressed the concerns related to this subject of study. Such is also the
acceptance that is given here to the notion of natural order, which shows itself
to be just as important for understanding the formation of economic science
as is traditionally believed to have been the case of the philosophy of natural
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law. This is a research avenue that has been marginalised by conventional
historiography, but which is considered to be particularly pertinent for reordering
the methodological framework within which the history of economic science
has traditionally operated. In section 4, some concluding remarks will be
presented, in an attempt to explain the complementary nature of the two paths
proposed earlier.

Natural law, sciences of society and political economy

The study of the relationship between natural law and political economy is almost
unavoidable in any analysis concerning the process by which political economy
emerged as a social science in its own right. Among the many authors who could
be quoted to illustrate this issue, it is worth singling out J.A. Schumpeter, for
whom the extent and importance of the study of natural law goes far beyond
the limited scope of economic science:

The first discovery of every science is the discovery of itself. Awareness of the
presence of a set of interrelated phenomena that give rise to ‘problems’ is evidently
the prerequisite of all analytical effort. And in the case of the social sciences, this
awareness shaped itself in the concept of natural law. (1954, p. 107)

The existence of multiple languages and discourses in those social sciences which
have, today, acquired a status of autonomy, makes us think about Schumpeter’s
suggestion and leads us to reflect upon the initial stage of evolution of such
sciences. In other words, it leads us to reflect on the moment in which ‘a set of
interrelated phenomena give rise to “problems”’. And this is also the point at
which one may achieve ‘awareness of its presence’, thanks to the enlightening
function Schumpeter grants to the concept of natural law.

The natural law roots of the social sciences are grounded on the idea that,
irrespective of any concrete, positive legislation, there exists a system of
natural law made up of universally accepted and applicable rules and norms,
resulting from the attributes of human nature and the needs of the collective
social organism. Such attributes and needs in turn arise from the ‘instinctive
conviction’? that there exists a natural harmony which excludes any type of
arbitrariness and transcendent design, and which enables man to simultaneously
become aware of the order that governs him and make himself responsible for
his own destiny. Natural order and natural law become essential factors in the
development of a new scientific spirit, in the urgent desire to establish a science
which ‘was not just a means (to move things, mash things, make things) but the
ultimate demonstration of human rationality, the proof that a single individual
could discover the workings of the universe itself” (Solomon 1986, p. 12).

There thus develops a new cognitive attitude wherein man ceases to be
thought of in one single dimension. The plurality of modes of being of the
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natural individual involves a multiplicity of research interests with regard to
man, who, as a private person, tries to achieve his objectives that are peculiar to
an individual in possession of natural rights, and who, as a member of a given
community, achieves and promotes objectives of a social nature. Human action,
considered in its different manifestations, becomes the object of specific though
fragmented investigation, thus producing the conditions required to break down
a large-scale knowledge into the multiple autonomous areas of learning which
are the raison d’étre of the variety of scientific fields claiming to promote the
study of man and society.

But despite these different conceptual arrangements, the separate destinies
are tied together by their obedience to the cohesive nucleus of natural law
metaphysics. Discovery of the cognitive possibilities afforded by the man—
nature binomial, materialisation of this relationship in the concept of human
nature and identification of its own attributes and (natural) laws revealed through
reason, the configuration of a natural order that presupposes and legitimises
the coherence and harmony of the social entity as a whole, in short, all these
ingredients of the philosophy of natural law have made it possible for the study
of individual and collective human action to assume much greater or at least
substantially different importance.*

‘We may therefore conclude that one of the merits of natural law — particularly
through the developments, sometimes complementary, sometimes contradictory,’
introduced by Grotius, Hobbes, Locke and Pufendorf — lies in the fact that it
placed natural man at the centre of philosophical speculation and thus paved
the way for ‘a process of “secularisation” [which] manifested itself most
significantly through the emergence of differentiated intellectual disciplines,
each with its own expertise and, in time, with its own special experts’ (Viner
1978, p. 115). However, it was also this process of secularisation® that led to a
process of autonomy and self-fulfilment of natural man, thus introducing the
principle of the rational search for specific ends, including economic ones,
which also represents an implicit acknowledgement of the economic dimension
of individual activities.

The paths of research suggested by Jacob Viner are directed towards
demonstrating that the natural law tradition renewed by Grotius goes back
to the civic humanist-inspired juridical and political literature produced
between the eleventh and the fifteenth centuries, which developed alongside
the scholastic tradition of natural law prevalent at the time. According to Viner:
‘It was in jurisprudence and political philosophy, rather than in metaphysics,
moral philosophy, economics, or even natural science, that “human reason” first
gained a large measure of autonomy from theology and the effective exercise of
ecclesiastical authority’ (1978, p. 117). The same line of argument is consistently
followed by Nuccio (1986).
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This kind of approach is a convincing alternative to the vision presented by
Schumpeter, according to which it was an ‘illusory notion that the work of the
seventeenth-century philosophers of natural law spelled a violent break with
scholastic analysis’ (1954, p. 141). For Schumpeter, the Aristotelian—Thomistic
tradition (centred on the concept of ‘naturally just’) extended as far as the late
seventeenth century, and in his opinion ‘these facts teach a lesson of continuity
in development’ (ibid. p. 141).

In favouring such continuity, Schumpeter warns us (albeit implicitly) of the
problem of preserving the elements of divine nature throughout the process
of establishing natural and social laws advocated by ‘modern’ natural law
apologists. In fact, the medieval concept of natural law, strongly marked by
the idea that there exists a supreme divine legislator whose directives determine
the regularities observed in nature and society, was to persist throughout the
seventeenth and eighteenth centuries. This issue is equally important in so far
as it enables us to understand the extent to which the setting-up or discovery
through reason of the laws governing the (natural) social order remains imbued
with a sense of moral value that causes such laws to be, above all, compulsory
rules for social conduct.”

However a different view is given by Pocock (1975), who follows a line of
reasoning similar to Viner’s. In fact, Pocock sets out to define an alternative
paradigm based on the tradition of civic humanism dating from the Renaissance
era. According to Pocock, this tradition considerably influenced the shaping of
eighteenth-century political, social and economic thought, particularly through
the authors of the Scottish Enlightenment, independently of the influence that
may have been exerted by the natural law tradition. The fundamental features of
the civic humanism paradigm are to be found in the recognition of the fact that
the individual has an ideal of citizenship displayed through responsible, active
and committed participation, where the spirit of virtue inherent in individual
behaviour implies the subordination of self-interest to the imperatives of the
public good.®

Pocock’s thesis has given rise to a broad range of studies and debates,’
which are far from being concluded. And, should it be true that this thesis did a
great deal to form a critical alternative to the view presented and developed by
Schumpeter, it is also true that the approach based on the ‘scholastic thought —
modern natural law — modern social sciences’ continuity, still has its unwavering
supporters. !0

The dilemma between continuity and change, as applied to the study of the
origins and sources of modern social thought, is to some extent expressed by
J.M. Keynes in one of his most brilliant, persuasive essays:

At the end of the seventeenth century the divine right of monarchs gave place to
natural liberty and to the compact, and the divine right of the church to the principle
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of toleration, and to the view that a church is ‘a voluntary society of men’, coming
together, in a way which is ‘absolutely free and spontaneous’. Fifty years later the
divine origin and absolute voice of duty gave place to the calculations of utility. In
the hands of Locke and Hume these doctrines founded individualism. The compact
presumed rights in the individual; the new ethics, being no more than a scientific
study of the consequences of rational self-love, placed the individual at the centre.
(Keynes 1926, p.272)

Through the words of Keynes, we may take up the theme of natural law once
more, not, however, from the standpoint of its importance in obtaining an overall
understanding of the birth of new ways of perceiving the features of human
nature and human actions, but rather with regard to its specific relationship with
the ways of understanding economic life or, in other words, the relationship
between natural law and political economy.

According to the natural law doctrines developed in the seventeenth century,
the fulfilment of individual natural rights implies the satisfaction of economic
interests and objectives, which, as well as ensuring individual survival, contribute
to the harmony and well-being of the entire society.

We are thus led to isolate the economic dimension of a natural man who
struggles to satisfy his immediate, fundamental interests and who rationally
premeditates the most efficient means to obtain expected goals. As, in order
to survive, he/she must produce and exchange, and since the meaning each
individual attributes to his/her action encounters either convergent or different
meanings, complex economic relations are inevitably established, requiring
an explanation or, paraphrasing Schumpeter once more, the phenomena give
rise to problems of which an awareness must be formed. The possibility that
political economy develops its conceptual corpus autonomously is therefore
the first meaning one may draw from this process of emergence of a science
shaped from its early origins by the philosophy of natural law.

Another meaning to be borne in mind relates to the doctrinal burden associated
to the idea that self-interest spontaneously favours the achievement of social
welfare. Self-interest and social welfare are not to be regarded as two distinct,
incompatible endeavours. First and foremost stands the individual, and it is
precisely free, spontaneous, individual action that is felt to automatically produce
social harmony in society. More than ‘that which it is’, social order is considered
from the standpoint of ‘that which it should be’ as opposed to that which one
did not want it to be. Belief in a spontaneous social order is the expression of
the desire and will to overcome the obstacles preventing the full exercise of
individual economic activity. In this sense, the individualist ingredient of natural
law acquires the status of a supreme value, which commands the analytical
efforts of the rising economic science.!!

The combination of these two meanings requires further attention with regard
to the relationship between natural law and political economy. And the new issue
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that arises is this: given the fact that the creation of conditions favourable to the
formation of an autonomous scientific explanation brings about reinforcement
of the doctrinal and ideological nature of this very same explanation, how is
it possible to build up a minimum conceptual apparatus, i.e. to warrant the
scientific citizenship of economic discourse?

The phrase from Keynes quoted above is not a satisfactory answer to the
problem, although it does suggest an initial rough idea. Let us dwell on the
meaning of his explicit message by considering the following issue: the triumph
of economic individualism implies the possibility that individual economic
agents (or economic agents acting as a group) may rid themselves, in a first
phase, of the moral and religious power and authority of the Church, which
imposed strict norms of behaviour, and, later, of the political power and authority
of the State, whose interventionist propensity prevented the natural order of
things from acting for itself; in this case, it is the mercantilist economic practices
and doctrines that yield before the accusing judgement of the supporters of a
broader economic freedom. As a conclusion to all this, it may be said that the
main outcome of a belief in the virtual capacities of human nature — materialised
in the rational activity of the economic agents — is the autonomous creation of
an economic object, free of any religious, moral and political interference.!?

This does not mean that economic discourse has ceased to be impregnated
with value judgements of an ethical nature and norms of a political kind. It is
precisely the presence of these apparently external interferences, during different
phases of the development of political economy, that lies at the heart of the
problem under scrutiny here.

The emphasis given to justify a spontaneous process of socialisation, founded
on the interaction of multiple agents, becomes clearer with the increasing
acceptance of the formula laissez-faire, laissez-passer. This expression succinctly
throws into relief the involvement and economic consequences of the role played
by individuals, and it is through such a formula that there takes shape a new
mode of understanding and of being aware of the phenomena and problems
associated with private or public economic life. Individualism and laissez-faire
therefore become the key elements of an economic doctrine that is nourished
by the legacy of the philosophy of natural law.

However, it should be noted that the impact of such ideas on economic
literature begins to come to light in some writings of the sixteenth and seventeenth
centuries, produced at the height of the mercantilist era. This means that it is not
only the renewed philosophy of natural law that provides a doctrinal framework
conducive to the triumph of individualism. Moreover, in allowing for individual
economic agents whose contribution to mercantile activities becomes more
and more significant, the constantly changing economic world itself gives rise
to the formation of a critical outlook vis-a-vis the extra-economic factors that
determine their actions.!?
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Thus, the increasing assimilation of an individualist credo and the acceptance
of the laissez-faire ideology is especially important in shaping political
economy as a science in its own right, as they act as a counterweight to, and
internal criticism of, the basic arguments of mercantilist-type discourse, which
corresponds to a sharp governmental economic intervention. Henceforth there is
nothing to disprove the presence of political interference: however, its presence
is subsequently to assume another meaning, as will be argued in the remaining
paragraphs of this section.

The emergence of an autonomous discourse, which treats the economic
dimension of human action as a proper category of analysis, is related, up to a
certain point, to a belief in a spontaneous economic and social order. This belief,
in turn, implied less State intervention in the economic sphere. Herein lies the
different attitude of authors who broke free from mercantilist tradition. However
the harmony of civil society may not prove to be an immediately attainable
objective, which is why it would be advisable to accept the intervention of a
correcting force in the natural order. In other words, the State — though not an
integral part of the spontaneous natural order — is trusted with the supreme task
of preserving its stability.

It was for this reason that authors who were acknowledged or regarded
themselves as champions of individualism and laissez-faire, voluntarily or
otherwise, upheld the role of guardian of the temple, which the State should
rightfully perform. In fact, and contrary to what over-simple analyses may
lead us to believe, it should be borne in mind that ‘more profoundly than the
physiocrats, also more deeply than his friend Hume, Smith was especially aware
that calling for government to end regulation of economic activity was not the
same thing as calling for government to abdicate all its power in the economic
realm’ (Teichgraeber 1986, p.5).

Finally, it is worth highlighting the essence of the question addressed:
adherence to the principles of economic individualism and laissez-faire (cast
in the natural law tradition) is a doctrinal and dogmatic commitment which
contributed to the autonomy of an economic object as a category of analysis,
but did not, by itself, establish the specific analytical procedures of a science
aspiring to build up its own identity.

The problem at issue is, once again, how to account for the way in which
the satisfaction of self-interest becomes the realisation of social welfare, how
to account for the way in which private vices become public virtues, how, in
short, to account for spontaneous social harmony.

A number of different reasons have been offered to explain these issues in
the course of the seventeenth and eighteenth centuries: prospects that were
somewhat catastrophic, an absence of faith in the socially constructive nature
of individual passions and interests, which led to an appeal for the submission
of civil society before a powerful State; more optimistic standpoints related
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to the benevolence inherent in human nature, which would act as a kind of
preventive, controlling force before possible individual excesses; standpoints
which endeavoured to understand social order as subject to a moral attraction
similar to that of gravitation, as observed in the physical world. However, in
each case, we are confronted with (political, psychological or philosophical)
explanations, in which the answer to the problem of the harmony between
private interests and public benefits is provided by exogenous forces.!*

Political economy still remained in a state of expectation, awaiting the
moment when the actual economic explanation to the problem could be found.
As conventional wisdom has it, this moment finally arrived in the second half
of the eighteenth century: partly with the French physiocrats and decisively
with Adam Smith.

The privilege granted to the physiocrats and to Smith does not imply a
disregard for the scattered analytical contributions made by their predecessors.
Obviously, neither Quesnay nor Smith developed a conceptual apparatus from
scratch. One may even add that they said nothing that had not been formulated
beforehand. But what is significant is that they did so differently, in a way that
enabled one to explain the relationship between self-interest and social welfare
endogenously.

In the case of Quesnay and physiocracy — not to ignore the inheritance
received from Boisguilbert and Cantillon — their merit lies in what Schumpeter
calls the ‘method that visualised the (stationary) economic process as a circuit
flow that in each period returns upon itself” (1954, p. 243). The relations between
the different classes are presented in the form of a circuit wherein landowners,
producers and consumers cross one another’s paths, a circuit, which also serves
to quantify output produced in a given period of time, and which ensures
the reproduction of economic activity in the following period. The idea that
immediately arises in Quesnay’s Tableau Economique is one of equilibrium
and harmony of the economic and social universe as a whole. As it is economic,
such an equilibrium is described through the economic relations binding the
autonomous interests of different groups and actors to a common project.

Despite its internal coherence, the physiocratic scheme of a circular flow
contains a significant restriction that reduces the analytical range of its message:
the Tableau Economique refers to a hypothetical rather than real situation, and
is meant as a simplified representation of reality. It is Quesnay himself who
openly admits this in his texts, when he considers the following restrictions:

Let us assume, then, a large kingdom whose territory, fully cultivated by the best
possible methods, yields every year a reproduction to the value of five milliards; and
in which the permanent maintenance of this value is ensured by the constant prices
which are current among trading nations, in a situation where there is unremitting
free competition in trade and complete security of property in the wealth employed
in agriculture. (Quesnay 1766, p.210; Meek 1962, p. 151, original emphasis)

12 The Elgar companion to economics and philosophy

The hypotheses the author builds up are a clear sign of the limitations arising
from the construction of a model which presupposes: (1) efficient and optimal
allocation of resources and factors in agriculture, with access to and use of the best
techniques; (2) constant prices and neutrality of money; (3) internal economic
freedom and free trade, and (4) absolute security of private property. In this
sense, the harmonious functioning of the circular flow and the supposed natural
order of things are founded on rational arguments which are not only economic,
but owe a great deal to a set of institutional and political restrictions.

It is in this context that the basic principles of the doctrine of legal despotism
make themselves felt. According to this doctrine the political government of
the royaume agricole assumes a key mission, ‘so that the sovereign authority,
always guided by what is self-evident, should institute the best laws and cause
them to be scrupulously observed, in order to provide for the security of all and
attain to the greatest degree of prosperity possible for the society’ (Quesnay
1767, p.236; Meek 1962, p.231).

We may therefore conclude that the contribution of Quesnay and the
physiocrats to the development of economic analysis was a theoretical
effort, which only partially contributed to the constitution of an autonomous
scientific programme.!> The emphasis placed on the natural order inherent
in the circular flow does not prevent the sovereign, invested with absolute
authority, from directing the workings of this order when the results differ
from those expected. !0

The limitations of the physiocrats'” were overcome by Adam Smith, who
was left with the task of unravelling ambiguities that continued to persist as
to the best way of conducting the economic analysis of the individual-society
relationship. This is not, however, the theme that concerns us at present. Its
meaning is well grasped and summarised by Hirschman: ‘The main impact of
the Wealth of Nations was to establish a powerful economic justification for the
untrammelled pursuit of individual self-interest, whereas in the earlier literature
the stress was on the political effects of this pursuit’ (1977, p. 100). This does
not mean that non-economic factors lost their determining influence.!8 But,
once again, they did so in a different way.

Natural order, sciences of nature and political economy

Let us now direct our attention towards one of the most widely recognised and
distinctive characteristics of the Enlightenment, namely the growing interest
in the development of sciences that explained the material functioning of the
natural order. Such interest presupposes a different attitude on the part of man
towards the natural world that surrounds him, particularly with regard to a
never-ending search for details recorded through meticulous observation, which
to a large extent was made easier by the process of secularisation mentioned in
the previous section. One of the main consequences of the attraction exercised



Natural law, natural history and the foundations of political economy 13

by natural history was that of substantially enlarging the audience of people
interested in knowing the natural order of things, without requiring advanced
preparation as in the frequently inaccessible fields of moral philosophy.

In effect, in dealing with subjects that aroused curiosity and provoked
fascination, natural history ensured that a non-specialist audience became
both witness and accomplice to an expanded process for the formation and
sharing of knowledge about the natural bases of the surrounding world. The
consumption of novelties from natural history might become transformed into
a mere demonstration of taste and fashion, but, even if reduced to this limited
scope, it would still represent yet another reason for the restricted universe of
professional scientists to be greatly exceeded.

However, contact with the knowledge built up in the fields of botany,
zoology and mineralogy served much vaster purposes, for it also involved the
acquisition of additional education and self-development that would influence
the understanding of how human intelligence itself was improved. Natural
history was therefore a key to the understanding of the very evolution of human
nature, in both its physical and moral aspects. In the words of E. Spary:

Natural historical knowledge was considered a valuable means of self-improvement
because its very acquisition repeated the steps of self-development judged necessary
for the enlightened individual. One made the transition from natural (the brute) to
social (member of polite society) by recapitulating the Adamic process of generating
order from an initial perceptual chaos. Here, the trajectory of the individual confronted
with nature mirrored that conceptual shift. (1999, p.295)

This modern scientific discourse was extremely well received amongst the
educated public in the eighteenth century. The spread of new knowledge was
consequently greatly facilitated by the favourable climate for understanding
the laws that governed the organisation of the natural world, which called
for the incessant observation and classification of phenomena. This idea was
neatly summarised by Charlton as follows: ‘The motto for eighteenth-century
science was “observation for observation’s sake”, but what matters here is
that the outcome was a tremendous extension in people’s awareness of the
range, the marvels and the beauties of the phenomena of the natural world’
(1984, p.71).

Amongst the various fields of knowledge that prospered in the eighteenth
century, natural history was perhaps the one that attracted most followers. It is
therefore not surprising that in the 500 eighteenth-century library catalogues
studied by D. Mornet, the most commonly found titles were Buffon’s Histoire
Naturelle (220 mentions) and Pluche’s Spectacle de la Nature (206 mentions),
which appeared far more frequently than Voltaire’s Nouvelle Héloise (165
mentions) and Rousseau’s Discours sur I’Inégalité (77 mentions) (Mornet
1911 [2001], pp. 248—49). Natural history acquired the status of fashion and

14 The Elgar companion to economics and philosophy

played a privileged role in the organisation of erudite societies and scientific
academies, which had intense and innovative activity in the production and
spread of new knowledge.

The progressive abandonment of Latin as the language of communication also
favoured the greater spread and circulation of knowledge beyond the traditionally
restricted community of scholars. Excessively technical vocabularies were
transposed into more accessible languages that made it possible to foresee the
utilitarian and pragmatic sense of scientific discourse. Science was made in
order to be useful, as well as to permit applications that corroborated the service
that it provided to ordinary mortals in the course of their everyday business.
Popular encyclopaedias proliferated, as did practical dictionaries, systematic
manuals and textbooks, journals and reviews and the treatises that transmitted
the good scientific news (Mornet 1911 [2001], pp. 173-91).

Signs of growing scientific interest could also be detected in the development
of a spirit of curiosity and an appetite for collection at both a private and
public level. Herbariums, fossils, experimental laboratories, reading rooms,
botanical gardens, astronomical observatories and museums, all became
important instruments in registering and cataloguing the advances being made
in scientific knowledge, besides expressing the delight and fascination caused
by nature being lived with such intensity. Natural history conquered salons,
cafés, academies and universities. Naturalists persisted in their desire to enlarge
their audiences and widen their networks of influence.

The growing disinterest in theological obstinacy and the replacement of belief,
fantasy and mysticism by controlled observation and methodical experiment
gave natural pastimes a new and surprising dimension marked by the rigour
of scientific method. Initial admiration was followed by verification through
empirical processes. Observed and tested phenomena represented the final step
of the scientist’s work in search of stable truths.

Thus, natural history became a space for the convergence of multiple directions
and orientations, most notably: the attraction for curiosities and scientific work
based on rigorous observations and processes of experimentation; the taste
for the sublime and the extraordinary; the simple aim of establishing factual
truth; the desire both to dare to know and to oblige reason to speculate; as well
as the purpose of serving the public with useful practical knowledge (Roche
1996, p. 130).

In short, there were various reasons and factors that help us to understand both
the erudite and popular attraction for natural history. But the main motivation
for the growing interest aroused by the sciences of the natural world was the
usefulness associated with the applications of the diverse fields of knowledge
to the concrete problems of real life. It is precisely this latter situation that
defines the scope of natural history as a founding element for reflections in the
field of political economy.
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Research undertaken in the field of natural history and applied to the resources
of a territory or kingdom was designed to improve the processes for their
respective allocation, as well as to improve the physical and social conditions
of the population. The involvement of both people and institutions in finding
remedies for the ills that were diagnosed clearly reveals the social functions that
the science of the natural world was now exercising. As E. Spary notes:

Improvement became immensely popular in the latter half of the eighteenth century,
as Europe’s monarchs and ministers came to see natural history and the introduction
of new species of plants and animals as a certain way to increase national revenues
and private wealth. (1999, p. 179)

The basic idea that should be remembered is that the knowledge attained in the
various branches of natural history was of an eminently practical and applied
nature. This was the reason for the close relationship between the natural order
and the economic order, which leads us to the conclusion that one could not
exist without the other. In other words, natural history would have remained
sterile and inconsequential if not seen in relation to its economic applications;
political economy would not have achieved the status of a science if not based
on knowledge that had already been consolidated by natural history.'?

In this way, it is possible to understand that the importance of natural history
as a discipline did not derive only from its contribution to the formation of a new
and more extensive scientific knowledge. We must not overlook the institutional
and political significance acquired by the work of eighteenth-century naturalists
in terms of regulating the social and economic order. The strategy of reforming
and improving natural resources and, generally speaking, all discourse that
was centred on the problems of regenerating the natural order, indicated a
broader strategy dictated by motivations of a political nature. Naturalists set
up networks of influences — mainly, but not exclusively, through scientific
academies — that expanded the scope of the practices that had already given
them fame and prestige.?

The public recognition afforded to natural history meant that, by the mid-
eighteenth century, this discipline had established itself as a field of research
and inquiry that was not restricted to merely describing the surrounding world
such as it existed. The development of natural history corresponded to a new
‘epistemological imperative’ (Gusdorf 1972, p.262), which not only involved
elite scholars and scientists, but also the more enlightened public opinion
prepared to recognise that the natural world could be conceived of in a rational
way. It was believed to be possible to create a universal and rigorous language,
as well as descriptive and classificatory systems, in which the specificity and
individuality of each species, in each kingdom, only made sense as characteristics
of elements that belonged to the natural world as a whole.
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We have already seen that in this world uncovered by natural history, the
objects that were observed were not only of interest as a pretext for satisfying
curiosity or fascination. Nor were utilitarian criteria the ones that exclusively
concerned naturalists. Minerals, plants and animals represented separate forms
of existence giving rise to the formation of an organised knowledge that allowed
for a better understanding of the functioning of the natural world within which
humankind operated. Attention was not only centred on curiosities, attractive or
useful things. Naturalists made inventories of natural productions in a rigorous
and systematic manner, which involved processes of description, comparison
and classification, or, in other words, the construction of ordered systems
of knowledge that formed the basis for the development of modern science
(Guntau 1996).

In their work, naturalists were confronted with stability — but also with change
—which occurred in the natural world, most particularly in terms of the capacity
that species have for perpetuating themselves infinitely through successive
generations. The diversity, complexity and interdependence evident in nature
not only lent themselves to contemplation. They were also characteristics of a
complex system equipped with self-sustaining regenerative capacity.

This is a decisive matter for clarifying the question announced as the main
issue to be investigated in this section, i.e. the influence exercised by conceptual
constructions in the fields of the natural sciences on the formation of the science
of political economy, particularly as far as the notions of order, equilibrium and
regulation are concerned. In fact, one of the most notable aspects of the post-
Newtonian scientific environment was the development of a conception of the
natural world in which the attributes that were responsible for its transformation
and dynamic evolution also included the achievement of equilibrium and
harmony in the sphere of economic organisation.

Let us take as an illustrative example, the clearly visible relationships of
similarity between the works of Newton and Smith, which have not escaped
the attention of specialists (Hetherington 1993). Newton’s grand design, which
consisted of discovering great mathematical principles for determining the
general laws of natural philosophy, set in motion a vast movement seeking to
discover the principles that governed the various fields of knowledge, naturally
including the study of economic phenomena. As far as Smith was concerned,
his adherence to the Newtonian universe was expressed not only in his works
on the history of astronomy in which he made direct use of the teachings of the
author of the Principia. At countless points throughout the Wealth of Nations,
Smith incorporated Newton’s overall conception of the invisible chains and
relationships that gave coherence to scattered objects by integrating them into
an order governed by general principles that were induced through observation
and experimentation. Or, in other words, the visible order is explained by an
invisible structure that organises the observed facts of real life.?! One of the
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most frequently quoted examples is that of the implicit recourse to the law of
gravitation to explain how the market price gravitates around the natural price
of a certain good. Although he did not succeed in turning political economy
into an abstract science immune to the deliberate intervention of man, which
would call for an alteration of the conditions for the existence of certain laws,
there is no doubt that Smith sought to maintain some obedience to the criteria
arising from the philosophical and scientific system introduced and developed
by Newton.?2

Nonetheless, this type of approach shows itself to be even more significant
when applied to the study of physiocracy, in view of the way in which physical
nature presents itself as a model for explaining the economic organism. The
economic theory of production and the exclusive productivity of agriculture,
as well as the circular flow of wealth described in Quesnay’s famous Tableau
Economique, were based on a vision of the economy as something that functioned
in a similar way to the physiological processes conceived of as an explanation
for the natural world. As Paul Christensen neatly summarised this idea:

From Hobbes to Quesnay, the dominant set of metaphors shaping the conceptual
structure of the economic theory of production and exchange were drawn from
physiology and the comparison of the economy to the living body (and the larger
economy of nature). (1994, p.249)

In analysing the net product created exclusively in agriculture, nature is given
prime responsibility for explaining its source or origin. In effect, it was the
powers and properties of the natural world, existing before human labour and
the means used by this for the transformation thereof, that produced the gift
in terms of natural energy that was transmitted to the products created by the
earth. This in turn gave rise to the very particular attention given to the material
and physical order of the natural world, which physiocrats sought to explain
economically, since it is nature itself that represents the motive force behind
the processes of production and circulation of the net product.23

Concluding remarks
The economic discourse of the late eighteenth century based its premises and
foundations on the characteristic order of the natural world. The natural laws
that regulated economic life were given characteristics that were identical to
those attributed to the laws governing the spontaneous organisation of nature.
Natural history occupied a crucial position in the genesis of political economy,
in so far as it constituted a duly established and cultivated field of knowledge
providing links and heuristic connections that consolidated the discourse of the
new science, not only in relation to the procedures involved in the formation
of knowledge (observation and experimentation), but also in relation to the
definition of fundamental interpretative principles (order, equilibrium, stability,
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harmony). Thus, natural history was a factor that legitimated a discourse that
proclaimed the providential nature of some categories referring to economic
processes (the concept of the market, for example), which were considered
reflections of the natural order of things.

The naturalisation of some concepts was a popular procedure amongst
both the physiocrats and Adam Smith who sought to reinforce the idea of the
normality and inevitability of the economic processes that they described. It
was almost always conceptual abstractions (the natural division of labour, the
natural order of the market, or the system of natural liberty, to mention just
some of the best known and most obvious examples to be found in Smith’s work)
that represented an indispensable requirement for understanding the different
facts and occurrences to which they referred. By way of example, it should
be said that what matters is not to describe the series of interacting operations
involved in the production taking place at a pin factory, but to understand
that the process described embodies a series of attributes and advantages that
make the division of labour a natural process guaranteeing an increase in the
productive power of labour.

Consequently, the nature that was captured by political economy was
not limited to a mere empirical description of individual facts, without any
connections between them. The natural world is the one understood by the
natural philosophers through the formation of a systematic knowledge based
on clearly defined analytical categories and produced in clearly identified and
well-known historical and institutional contexts.2*

But the natural order is also the one that results from the understanding
elaborated through the philosophy of natural law, especially through the
identification of the characteristics, regularities and permanencies of universal
human nature. Understanding the behaviour of men in society (namely their
economic behaviour) presupposes a knowledge of human nature, which, in
turn, calls for a capacity for understanding the laws that regulate and govern it.
As I sought to demonstrate in the first part of this chapter, it is precisely these
laws that have determined the framework for the possibility of discovering the
motivation and economic sense of human action. It should also be stressed that
the natural law approach, with its insistence on the secularisation process, paves
the way for the natural history approach. In both cases, man is at the centre of
the enquiry concerning the functioning of the natural order.

For all these reasons, the process involved in the emergence of political
economy in the second half of the eighteenth century benefited greatly from
the support provided by the attributes of the natural order that were revealed
simultaneously, in a distinct but complementary manner, by natural history
and the philosophy of natural law. This was the fabric within which political
economy wove its object and method, and which ended up guaranteeing it its
own citizenship and disciplinary autonomy.
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Notes

1. See Letwin (1963) and Appleby (1978). For a systematic presentation of the similarities of
goals and methods among seventeenth century English economic writers, see Finkelstein
(2000). For a modern neoclassical interpretation of mercantilism as a system and process of
rent seeking and economic regulation and control, see Ekelund and Tollison (1997). For an
overall consideration of the most immediate antecedents of the formation of political economy,
it is always useful to recall the neat synthesis offered by Winch (1973).

2. In addition to the study by Poovey (1998) already mentioned, see also Perrot (1992), which
develops a similar line of argument about the importance of the way in which the perception
and knowledge of the empirical world evolved towards the formation of the modern discourse
of political economy. The search for an objective language that emphasised numbers, was of
a considerable importance for the emergence of models of reasoning which were particularly
relevant to the development of economics as a discipline, namely the balance of trade model, the
circulatory model and the national accounting model. On this topic see Finkelstein (2000).

3. The concept is borrowed from Whitehead (1926, especially Chs. I and III), where the author
discusses the importance of an instinctive conviction in the order of nature for the development
of economic science.

4. On the political aims contained in this conceptualisation and the dimension of natural law as
a historical category, see Knight (1944, pp.312-57).

5. Itisnot my purpose to analyse here the original sources nor to discuss the different approaches
and theories of natural law. Nevertheless, it should be remembered that the broader picture
presented here does not ignore nor forget the existence of continuities and discontinuities
within the systems of natural law. For a general account of the specificities of the leading
natural law theorists, see Tuck (1979), Buckle (1991) and Haakonssen (1996). A brief outline
of the principal distinctions, in which particular attention is paid to the economic implications
of natural law theories, is provided by Hont and Ignatieff (1983b, pp.26-44).

6. For Viner (1978), secularisation consists fundamentally of reducing the influence of the
ecclesiastical authority and traditional creeds of the church on ethical, political and economic
thought, and of shifting the emphasis from transcendental values to temporal values.

7. On this theme, see Brown (1984, Introduction).

For a summary of this approach, see Pocock (1983) and Robertson (1983).

9. The most important of these are collected in Hont and Ignatieff (1983a), and Geuna and
Pesante (1992).

10.  Such is the case with Young and Gordon, who consider that ‘Scholastic economic analysis
as may have come to influence Adam Smith was almost certainly derived chiefly from that
which was taken up in the Protestant natural law tradition [Grotius and Pufendorf]’ (1992,
p.6).

11. It should be borne in mind that the founding or constituent relationship that natural law shares
with political economy sometimes serves as an excuse to justify the characteristic presumption
of contemporary economics, whereby there exists a natural, positive determination of the
observed uniformities and regularities of social life. In other words, economic theory ceases
to concern itself with determining factors of a social or historical nature and is interested only
in the definition of supposed natural laws that regulate economic phenomena. For a critical
analysis of this type of argument, see Clark (1992).

12.  See Dumont (1977, pp.43-9) and Vidonne (1986, pp.73-86).

13.  On these issues, see Chalk (1951), Grampp (1952), Viner (1959), Horne (1978) and, above
all, Appleby (1978).

14. For a detailed characterisation of these explanatory types, see Myers (1983, pp. 11-89).
Somewhat different, though to some extent complementary, standpoints are to be found in
Hirschman (1977) and Teichgraeber (1986). The refutation of the idea — supported by Myers
— that those new conceptions were designed ‘as a reaction to the extreme reductionist view
of human nature advanced by Hobbes’, is briefly but pertinently presented in Moss (1991).

15. Some authors uphold the absolute merit of the physiocrats in relation to this subject, and
consider them responsible for actually founding the science of political economy. This is the
thesis defended — although not in a very convincing way — by Larrere (1992).
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16.  On the problem of the political regulation of economic harmony in physiocratic thought, see
Fox-Genovese (1976, pp. 100-133).

17. One author who is particularly aware of these limitations, as well as of other supposed
manifestations of a spontaneous, self-regulating kind, is Polanyi (1944). See also Hont (1989,
p-127) and Herlitz (1997).

18.  On this point, see Haakonssen (1981, especially pp. 178-89).

19. A good example of this symbiosis is given by both the work and activities undertaken by
Linnaeus in Sweden, combining his talents as a naturalist with his qualities as an adviser in
matters of economic policy. For some considerations about the significance of his work, see
Koerner (1999).

20. For an analysis of different approaches to the question of how natural history can provide
models for the interpretation and functioning of the moral and political order of human society,
see Jardine et al. (1996).

21. With regard to the relationship between visible and invisible order in Smith’s work, see
Rothschild (2001). See also Fiori (2001), whose main argument is summarised as follows:
‘The notion of the “invisible hand” is the core of political economy, and not merely an
evocative metaphor: the actions of individuals are visible, but the way in which they achieve
co-ordination must be explained by invisible principles which reveal the hidden organisation
of the system’ (p.443).

22. On this subject, see Cohen (1993), and, in particular, Redman, who summarises the importance
of Newton’s legacy for the formation of a social science, as follows: ‘After Newton had
founded order and harmony in the physical universe by discovering the laws that govern its
movements, philosophers reasoned that disorder must be man-made and could be averted by
studying human nature and ascertaining the natural laws or connecting principles that govern
society. The existence of guiding social principles was taken for granted; the search for them
than became a primary goal. The scholars of this age were convinced that immutable laws
such as those reigning in the physical universe existed in society and in mental states of human
beings’ (Redman 1997, p. 111).

23. As Banzhaf summarised this idea: ‘Nature, rather than being merely decorative, is this crucial
source. It is a kind of “deism” ex machina ushered in to regulate the system. And the net
product is the quantitative measure of this motive force; it is the gift of motion from nature,
while subsequent economic activity only traces this motion through its pathway and on to
consumption’ (2000, p. 547).

24. In this way, it is possible to understand the constructivist character of scientific knowledge,
in the sense that was given to this expression by Golinski, or, in other words, an acceptance
‘which regards scientific knowledge primarily as a human product, made with locally situated
cultural and material resources, rather than as simply the revelation of a pre-given order of
nature’ (1998, p.ix).
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2 The historical and philosophical
foundations of new political economy

Alain Marciano

Introduction

Since the 1950s, economists have shown an increasing recognition that
‘institutions matter’ (Frey 1990), and have worked to develop economic
analyses of institutions and rules, analysing their origins and how they shape and
influence individual behaviour. These contributions have subsequently led to the
suggestion that the analyses of institutions in question — such as public choice,
law and economics and, later, constitutional political economy — might form a
new political economy reviving the spirit of the founders of classical political
economy, Hume and Smith among others (Atkinson and Stiglitz 1980; Inman
1987; Hirshleifer 1982; Johnson 1991). While the various branches of the new
political economy differ in many respects, they can nevertheless be captured in
two broad categories. On the one hand, a contractualist (constructivist) approach
considers that institutions are explicitly built from a state of nature characterised
by the absence of any rule. On the other hand, a spontaneous order approach
argues that institutions are not created or designed by human beings but emerge
through a market process. Now, these two approaches claim to descend from
the same ancestors, namely the classical political economists. In fact, and it
is the argument that we develop in this chapter, neither can legitimately claim
their heritage.

With regard to contractualist new political economy, the alleged classical
political economy heritage is a consequence of the fact that it emerged and
developed at a time of economic imperialism, when economists were trying to
demonstrate that their models were relevant to explaining, in particular, political
phenomena. To legitimise the new approach, therefore, some of its proponents
were keen to show that the classical political economists were themselves
‘the first imperialists’.! More precisely, as Brennan puts it, ‘the enterprise of
attempting to erect a single unified theory of social phenomena on rational-
actor foundations should not surprise us. It is, after all, by no means a new
enterprise. It was specifically, an important part of the Enlightenment project
from which economics as a discipline emerged’ (1992, p. 15). Now, such an
assumption is linked to the assumption that individuals are self-interested and
that their behaviour is guided by rational deliberation. Buchanan, a well-known
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contractualist, is worth quoting here. Launching constitutional economics, he
states that the ‘foundational position [of constitutional economics] is summarised
in methodological individualism’ and ‘the concomitant ... postulate of rational
choice’ (1990, pp. 13-14). He then quotes Hume in support: ‘each man ought
to be supposed a knave, and to have no other end, in his actions, than private
interest’ (Hume 1741 [1992, pp. 117-118], in Buchanan 1987, p.587). Even if,
as Salmon writes, ‘economists have always known that to assume rationality
is a research strategy for the purpose of modelling interesting mechanisms
rather than a descriptive assertion about reality’ (2001, p.453; see also 2000),
it remains that assuming rationality and self-interest nonetheless influences
the way institutions are analysed. Indeed, it implies that rules and institutions
are to be tailored to control the potential opportunism of these rational self-
interested and non-benevolent (‘knaves’) individuals. The social contract is
then considered as the only institutional form that has the capacity to reach
this objective.

Now, in contrast to what is put forward by modern contractualists, the
classical political economists did not actually conceive of individual actors
as rational beings. Rather, they developed a theory of human nature, whose
major characteristic is not only the subjectivist dimension of human cognition
but essentially the weakness, or the limitations of human rationality. The latter
point has been stressed by the advocates of a theory of spontaneous order.
Criticising the top-down contractualist approach to the study of institutions,
the spontaneous order theorists have defended a bottom-up line of reasoning
in which institutions are assumed to emerge from the repetition of interactions
between individuals. Hayek, among others, is well known for having both
rejected the rationalist constructivism of social contract theories and having
claimed the heritage of Hume or Smith. The argument then goes on to show that
spontaneously emerging institutions are likely to generalise and to govern large
and open societies. However, if one accepts Hume’s or Smith’s theory of human
nature, one has also to accept the fact that spontaneous orders depend upon and
therefore are limited by the existence of sympathy between individuals. In other
words, it is not possible to envisage an unlimited generalisation of emerging
rules without more formal rules.

Therefore, a genuine new political economy should really elaborate upon the
non-rationalist conception of man proposed by Hume and Smith. The goal of
this chapter is thus to explore this theory of human nature and its consequences
in terms of rules and institutions. We shall distinguish between formal and
informal rules, and show that they are complementary rather than competing
and that they serve to highlight the crucial role of sentiments in the emergence
of institutions.
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Interestingly, our perspective overlaps with that of ‘inspired economics’ (Frey
and Stutzer 2001, see also Frey and Benz, this volume), which builds upon the
necessity of going ‘beyond homo eeconomicus’ (see Anderson 2000) and moving
‘from homo ceconomicus to homo sapiens’ (Thaler 2000). Various behavioural
anomalies and irrational behaviours that have come to light — especially thanks
to experiments performed by psychologists or even by economists? — suggest
that ‘humans do not act rationally in the sense of following the von Neumann/
Morgenstern axioms’ (Frey and Stutzer 2001, p.9). Of course, reference to
the classical political economists has disappeared in this work — implicitly
confirming that economists’ attempts to analyse rules and institutions with the
help of the assumption of rational individual behaviours was indeed a legacy
of the origins of the discipline. To be inspired, economics could no longer refer
to economists who were used by imperialistic economics. As a consequence,
inspiration could not but come from other social sciences. In this respect, while
a large literature was devoted to understand the implications of abandoning the
assumption of rational behaviour, many attempts were also made to incorporate
the insights of other social sciences into the economic models of institutions
(for instance, see Frey 1997; Frey and Stutzer 2001; Mueller 2001). Thus, it was
proposed to develop behavioural political economy, such as behavioural law and
economics (see Jolls et al. 1998) and behavioural public choice (Ostrom 1998).
Now, since Hume or Smith do not defend the assumption of rationality, it appears
that inspiration could come from within rather from outside the discipline after
all. Economists could be inspired by the founders of political economy.

The chapter is organised as follows. First, we analyse the theory of human
nature proposed by Hume, Smith and other classical political economists. In
particular, we show that human reason played a less powerful role here than is
usually assumed in modern economics (section 1). As aconsequence, the problems
of co-ordination which result from the older conception of human beings cannot
be solved by institutions. Therefore, successful co-ordination requires informa-
tion on the behaviour of others and institutions cannot be considered as a means
to convey information (section 2). In fact, focusing exclusively on institutions
throws into relief the logical aspect of co-ordination and co-operation, at the
expense of the psychological dimension of the problem. It is therefore necessary
to understand how individual beliefs about others are formed, independently from
institutions. Sympathy plays a crucial role here, delineating the domain in which
institutions can emerge (section 3). Thus, the core argument of this chapter is that,
in contrast to standard analyses, sympathy is a necessary condition for successful
co-ordination, and institutions complement sympathy.

Human nature: from sensualism to associationism
‘Inspired economics’ has insisted on the necessity, usefulness and innovation of
looking towards psychology to understand and model human behaviour. This
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insistence is all the more interesting in view of the fact that the founders of
political economy had themselves already based their analysis upon psychology,
namely associationist psychology, whose origins can be traced back to the
publication in 1749 of David Hartley’s Observations on Man, his Frame, his
Duty and his Expectations.3 Thus, as noted by Young, ‘the association of ideas
was also a basic assumption of the epistemology and psychology of David Hume
and had continental parallels in the work and influence of Condillac’ (1985,
p- 65). More precisely, Hume as well as Condillac do not investigate the physical
origins of association, but address the question from a philosophical point of
view. As philosophers, the classical political economists, included Condillac,
belong to the philosophical movement of the Scottish Enlightenment. In fact,
associationist psychology and the philosophy of the Scottish Enlightenment
are closely intertwined because of the emphasis put on the role of the senses
in the perception of the world and the building of human knowledge. The
Scottish Enlightenment, as opposed to the Continental version of the Siecle
des Lumieres, rejected Cartesian dualism and the corresponding rationalist
conception of human behaviour. As a consequence, the problem that has
necessarily to be dealt with is that of explaining how a mind can know an
external object. More precisely, challenging Cartesian dualism not only raises
the question of the origins of human faculties, capacities and knowledge, it
also implies locating the origin of human knowledge within the object rather
than within the knowing mind. This is the reason why associationism cannot
be understood without reference to the process through which knowledge
results from sensory perception. Conversely, to insist on the role of senses
— rather than on that of reason — in the relation between human beings and
their environment, necessarily leads to an associationist conception of human
cognition. Associationism, in psychology, and sensualism, in philosophy, are
the two sides of the same theory of human nature.

Sensualism and the weakness of human reason

Let us begin with sensualism. Hume, Smith and other Scottish scholars, such
as Ferguson or Stewart, are praised for having proposed a sensualist theory
of human nature. Sensualism is a philosophy of the mind that considers man
as a tabula rasa upon which impressions received through the senses from the
external world progressively gather and draw the shape of an individual. To
illustrate this assumption of a tabula rasa, the French philosopher Condillac
imagined, not unlike the way social contract theorists envisage the fiction of
a state of nature, the fiction of a marble statue that, although having the same
internal organisation as a man, has none of the five senses that characterise
human beings. Condillac builds his demonstration around describing how the
statue becomes a man when senses give him access to the world, that is, how
senses allow the statue to perceive the world. The lesson that Condillac draws is
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simple: without sensory perception, man is nothing more than a marble statue.
In his own ‘version’ of the statue, Hume writes that “When my perceptions are
remov’d for any time, as by sound sleep; so long am I insensible to myself, and
may truly be said not exist’ (1739 [1992], p.252). Thus, the basic, and also the
smallest, unit that constitutes human beings is a perception of the world. As
Hume writes, ‘for any part, when I enter most intimately into what I call myself,
I always stumble on some particular perception or another, of heat, cold, light
or shade, love or hatred, pain or pleasures. I can never catch myself without a
perception” (Hume 1739 [1992], p.252). More precisely, there are two forms
of perceptions, impressions and ideas: ‘All the perception of the human mind
resolve themselves into two distinct kinds, which I shall call IMPRESSIONS
and IDEAS’ (Hume 1739 [1992], p. 1). This is an interesting classification of
perceptions for it already reveals that ideas also have their origins in the external
world as well as within the mind. Furthermore, the difference between impres-
sions and ideas, as it is indeed put forward by Hume, is solely a matter of ‘force
and liveliness’, the ‘force and liveliness with which they strike upon the mind,
and make their way into our thought or consciousness’ (ibid.). In this comparison
between these two forms of perceptions, impressions dominate ideas:

Those perceptions which enter with most fort and violence, we may name impressions;
and under this name I Comprehend all our sensations, passions and emotions, as they
make their first appearance in the soul. By ideas I mean the faint images of these in
thinking and reasoning. (ibid.)

Therefore, not only do ideas have their origin in the world, but they are also
solely images of impressions. As Hume repeatedly remarks, ideas are only
copied or derived from impressions. The hierarchy that Hume establishes
between ideas and impressions is clearly in favour of the latter: ‘our impressions
are the causes of our ideas, not our ideas of our impressions’ (1739 [1992], p.5),
and ‘all our simple ideas proceed either mediately or immediately from their
correspondent impressions’ (ibid., p.7). Therefore, everything proceeds from
the senses, and nothing exists in the mind that has not been first experienced,
that is perceived through the senses.

At this first stage of reasoning, the human being is left as a sum or more
precisely a ‘chaos’ (Renault 1989) of impressions received from the environment.
To propose a complete analysis of human cognition, sensualism has to deal
with the need to explain how the ongoing information that is transmitted to the
mind is stored (memorised), processed (impressions transformed into ideas)
and utilised. What does the mental activity of human beings, which organises
impressions into structured and meaningful knowledge, consist of? From the
perspective of a comparison with a rational conception of man, the role and
nature of human reason have to be investigated. The description of the rationalist
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view on human cognition will help us to see why sensualism cannot but imply
that human rationality is bounded.

Rationalism, particularly as expressed by Descartes, assumes the existence
of a specific human capacity, namely reason or, more precisely, rational
reason. Reason, which distinguishes man from animals, goes far beyond the
simple capacity to compute data: it not only organises the impressions that are
received from the environment but also allows human beings to identify the
false information conveyed by the senses as well as speculate about facts and
events that have not been experienced. Rationalism thus develops a ‘central
planning view of brain function’ (Gifford 1996). This perspective is in total
contradiction to the Scottish Enlightenment philosophy. Indeed, interpreted
within the sensualist framework, rational reason should be considered as an
impression and, moreover, should be defined as a specific impression, standing
above all other impressions, granted with stability and permanence to which
other impressions would be referred. Now, as Hume points it out; ‘there is no
impression constant and invariable’ (1739 [1992], p.251). Therefore, reason
does not exist as a central and organising capacity. Furthermore, it is not solely
the absence of a rational reason that is at stake. Hume’s conception of man
conveys the more general absence of a central organising function in the mind
which, beside unifying impressions, would define goals and means, and would
check upon their execution. Absence of rational reason also precludes men
from introspection, and does not allow self-awareness. Hume thus writes that
‘It cannot, therefore, be from any of these impressions, of from any other, that
the idea of the self is deriv’d; and consequently there is no such idea’ (1739
[1992], p.252).

Therefore, what sensualism denies is that individuals possess rational reason,
viewed as a cause of knowledge and the origin of behaviour, a capacity very
close to what mainstream economic theorists assume of the rational economic
agents. Nevertheless, the existence of reason is acknowledged as ‘a heap or
collection of different perceptions’ (Hume 1739 [1992], p.207).# Reason is not
a capacity for organising knowledge. Rather than being a cause, reason is a
consequence — the unintended consequence of the accumulation of impressions.
Thus, even if reason exists, it cannot but be a far more limited capacity than
rationalism assumes. That is to say, human beings cannot but be labouring
under bounded rationality.

Rules of association

Having rejected what may be regarded as a constructivist approach to human
mental activity or human cognition, Hume develops a spontaneous order theory
based on rules or principles of association. More precisely, having identified
the basic units of knowledge transmitted to the mind by the senses, and having

30 The Elgar companion to economics and philosophy

rejected reason as an organising capacity, Hume proposes that these units cannot
but spontaneously organise into structured and meaningful knowledge.

In a nutshell, the process breaks down into three major parts. First, the
structure of knowledge is influenced by the exercise of two important faculties,
memory and imagination: memory stores and ‘repeat impressions in the first
manner’ (1739 [1992], p. 8) while imagination separates ideas and unites ‘them
again in what form it pleases’ (ibid., p. 10), thus creating new and perfect ideas.
Imagination thus has a clear speculative and forward-looking role to play. Once
this role has been played, impressions become structured in meaningful way
by virtue of a ‘gentle force’ (ibid.), a ‘kind of ATTRACTION, which in the
mental world will be found to have as extraordinary effects as in the natural,
and to show itself in as many as various forms’ (ibid., p. 13). Impressions are
joined, united and associated according to three ‘qualities’, ‘RESEMBLANCE,
CONTIGUITY in time and place, and CAUSE and EFFECT". (ibid., p. 11).
Hume then sums up human cognition as follows: ‘These are therefore the
principles of union or cohesion among our simple ideas, and in the imagination
supply the place of that inseparable connection, by which they are united in our
memory’ (ibid., p. 12). These are the principles or rules of association among
impressions which are at the basis of human cognition.

Human cognition is thus depicted as a process through which impressions
are associated and connected into networks and groups of networks or, more
exactly, classes: ‘sensory perception’ is thus what Hayek has described as ‘an
act of classification’ (1952, p. 142). Indeed, the formation of classes reduces
the costs of cognition in separating out the important and ongoing stream of
impressions that are received. The idea that human beings are able to identify
each received bit of information assumes cognitive abilities that far exceed the
effective capacities of human beings. Perception is therefore not a passive act
but an act of interpretation which consists in assigning the incoming data to
the already existing classes: ‘External objects ... become present to the mind
[when] they acquire such a relation to a connected heap of perceptions, as
to influence them very considerably in augmenting their number by present
reflections and passions, and in storing the memory with ideas’ (Hume 1739
[1992], p.207). Thus, the human mind always selectively utilises information,
classifies and re-classifies perceived stimuli and frames them within existing
patterns according to a ‘winner-take-all’ strategy (Gifford 1996). Either an
impression can be recognised, that is can be identified as belonging to an existing
class, or it is rejected. As a consequence, a phenomenon or an event is perceived
because the impression related to this event or phenomenon is associated with
an impression related to past events or phenomena. If the impression is rejected,
therefore the event is not ‘perceptible’ (Hayek 1952, pp. 142-3). Data are thus
received only if they are consistent with other beliefs. This conception of human
cognition explains the phenomenon known as the curse of knowledge — once
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an individual knows something, he cannot imagine thinking otherwise. Put
in different terms, it means that the perception of an event is path-dependent.
Indeed, it depends on the already accumulated knowledge and, subsequently,
is driven by our tacit expectations about this event. As Kuran, among many
others, puts it, individuals ‘perceive selectively, noticing facts consistent with
our beliefs more readily. This bias imparts resistance to our beliefs by shielding
them from counter-evidence’ (1995, p. 173). Now, psychologists and economists
as well (Rosenberg 1999; Rabin 1998; Witt 1998, 1999; Rizzelo and Turvani
2000) have insisted on the role of ‘perception-filters’, ‘preconceptions’ and even
prejudices in how individuals perceive and organise the data ‘received’ from
their environment. This has also been utilised to demonstrate the limitations
of human reason.

The conception of man developed by the sensualist—associationist approach
of the classical political economist fathers of political economy, contrasts with
the traditional model of man that is utilised by economic analysis. For the
sensualist-associationist approach acknowledges that reason is not as powerful as
is suggested by standard economic analysis. Besides, the process of knowledge
acquisition depicted above not only conveys the image that the human mind
functions as a screening device or a ‘filter of experience’ (Lachmann 1975, p. 9,
quoted by O’Driscoll 1977) but also that ‘each individual’s filter is different
from every other filter’ (ibid.). Indeed, each individual is a unique example of
a human being because his cognitive history is unique. This insight implies
a subjective appraisal of the environment and a subjective elaboration of the
individual plans of actions that govern behaviour. The subjective nature of
human cognition therefore reveals that, within this framework, co-ordination
among individual actions is an issue of the utmost importance. The nature of
the problems raised by subjectivity and the role of institutions with regard to
these difficulties are analysed in the next section.

Subjectivism, expectations and induction

There are at least two important sources of inconsistency that stem from
the theory of human nature we have just decribed. First, as we have seen,
perception, which is an act of classification, involves interpretation (selection)
and imagination (speculation) as essential aspects of human cognition. Thus,
because of the role of imagination in the elaboration of individuals’ plans of
action, inconsistencies may arise because each individual forms his own image
of the future.’ Besides possibly diverging expectations about the future, a second
but not unrelated problem results from the fact that individuals’ plans of actions
depend on expectations about others’ behaviours. Indeed, the differing and
subjective nature of individual plans of action can be carried out successfully
only if expectations converge and, in particular, if individuals are able to co-
ordinate with others. Now, individuals’ capacity and willingness to co-operate
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with others is related to the possibility of gathering information about others
in order to identify reliable and trustworthy partners. The problem is made
all the more complex in view of the fact that individuals’ expectations are
not about others’ behaviour but about their expectations. Therefore, in such a
theory of human nature, co-ordination depends on the possibility of gathering
information about others’ intentions and actions that would stop an infinite
regress of reciprocally conditioned expectations. One could imagine that discrete
mental experiments allow each of us to assess the subjective preferences of every
individual we meet. This is probably a psychological impossibility. Moreover,
the associated transaction costs would be prohibitively high and prevent any
interaction. What is needed to elicit information about others is a framework
in which it is possible to make stable and reliable expectations.

Undoubtedly, rules and institutions, either formal or informal, explicit or tacit,
written or unwritten, do enable large numbers of individuals to co-ordinate their
actions, locking their expectations into a self-consistent pattern. The point has
been heavily emphasised that tacit norms or rules of law guide peoples’ actions
in order to give birth to stable and consistent expectations about each others’
behaviour. However, although true, the statement that institutions serve to co-
ordinate the actions of millions of individuals is only partial because it assumes
the solution without explaining how the problem is solved.® The hypothesis that
institutions exist leaves unanswered the question of the origins of institutions.
In a rationalist, Cartesian or Hobbesian (namely, contractualist), setting, it
is possible to envisage the explicit and constructivist design of institutions
that generate ordered and co-ordinated behaviours. However, the assumption
that rationality is an act of classification, depending on the accumulation of
experiences, rather than an act of creation, makes it difficult to accept the
idea of a social contract, at least in its Hobbesian form. Sensualist rationality,
does not allow individual to create institutions that never existed. The question
about the mutual consistency of individuals’ plans of action thus echoes the
individual problem of the origin of knowledge and of the internal consistency
of perceptions: since individuals cannot create rules that they have not yet
experienced and in the absence of a central planner, institutions have to be
considered as the result of a decentralised process of repetition of interactions.
That is to say, the theory of human nature developed by the classical political
economists does not support a social contract approach of institution but
legitimates a theory of spontaneous order. Institutions emerge as the result of
the repetition of interactions; even Smith and Hume emphasised that individuals
learn from their experiences of repeated interactions. Conditions are nonetheless
required for institutions to emerge.

First, individuals have to initiate interactions. Why should they choose to
do so? The many game-theoretical models that, since the pioneering work of
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Axelrod (see, for example, 1984), have been developed to analyse the emergence
of rules mostly focus upon the logical aspect of the co-ordination problem: once
individuals have agreed to participate in interaction, one can expect that they will
end up in co-ordinating with one another. However, a necessary condition for
repeated interactions is the a priori existence of reciprocity. For instance, when
Parisi writes that ‘the principle of reciprocity serves as a crucial pillar for the
process of law formation’ (1998, p.575), he means that reciprocity is a causal
mechanism which explains the origins of institutions. In the same vein, when
Hayek writes that ‘wherever the use of competition can be rationally justified,
it is on the ground that we do not know in advance the facts that determine the
actions of competitors’ (1978, p. 179), the problem is just that we do not know
in advance the facts that determine the actions of competitors. Put differently,
individuals engage in repeated interactions because they anticipate the repetition
of interactions, and thus because they already display some willingness to co-
operate. Therefore, the hypothesis that institutions exist assumes the existence
of reciprocity and that individuals already have stable expectations, but it does
not provide an answer to the question of the consistency of expectations. The
problem remains: one has to explain the consistency of expectations and the
existence of trust towards others to understand why individuals initiate and
then repeat interactions. Therefore, rules must exist to inform individuals about
the behaviour of others but these rules cannot exist without their having such
information, expectations or beliefs about others.

Second, suppose that actors nonetheless enter an interaction without having
the required knowledge of each others’ characteristics. The next question
concerns the possibility of learning from repeated interactions. If one returns
to the process of human cognition, we see that knowledge acquisition about
others’ characteristics — in order to know whether they are reliable partners or
not — as well as knowledge about facts or events, is also a matter of inductive
inference. As Hayek put it, ‘one person’s actions are the other person’s data’
(1952, emphasis added), echoing Smith’s affirmation that rules emerge from
‘our continual observation upon the conduct of others’ (1759 [1976], p. 139;
emphasis added). What is important in these two sentences is that the focus
is on actions rather than on intentions. In a sensualist—associationist process
of knowledge acquisition, we have no access to the motives and intentions
of others. Thus, information about others’ characteristics is acquired only by
observing others’ behaviours. However, to learn about others by observing their
behaviour is tricky. As we have demonstrated elsewhere (Josselin and Marciano
2000), building upon the reasoning of Hempel (1943) and Goodman (1983),
observing the behaviour of another person might inform us that this individual
follows a rule but does not tell anything about the rule he follows. Now, the
reasons that motivate an individual to act in a specific way are diverse and may
be based on grounds quite different from what the observer expects. Obviously,
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this informal way of communicating allows individuals to co-ordinate without
knowing each others’ intentions. However, because different persons may be
interested in different aspects of a similar problem, and because intentions to
act remain hidden, there is no way to have reliable information about others’
characteristics. In particular, observing behaviour does not always allow us to
separate cheaters and potential defectors from reliable partners. Indeed, cheaters
and defectors can imitate the signs that we use for identifying reliable trading
partners (Frank 2001).

Of course it is not totally true that observation fails to provide the observer
with any information whatsoever. Indeed, an inductive learning process
systematically relies on prior beliefs about the behaviour of those being
observed — pure induction does not exist. In the same way that perception is
always an act of interpretation, which consists in classifying impressions, the
behaviour of others is always interpreted through the cognitive history of the
spectator. Therefore, our perception of the behaviour of others is driven by our
expectations about this behaviour. The behaviour of others is understandable
(and then understood) only if it fits coherently with our other beliefs. Then,
while observing behaviours does not inform us about the intentions of others,
it can confirm our own expectations; this is a typical illustration of the ‘curse
of knowledge’ applied to expectations about others and to the way one learns
from the observation of the conduct of others. Two consequences follow. First,
successful co-ordination requires a correct interpretation of the behaviours of
others — mutual understanding is necessary for us to co-ordinate with others; if
these reciprocally conditioned expectations diverge co-ordination is unlikely.
Second, to explain successful co-ordination, one must, in the first place, explain
why and how stable and consistent expectations are possible.

Let us sum up our line of reasoning. Co-ordination is possible if mutual
expectations about each others’ behaviour are consistent, that is, if individuals
have information about each others’ characteristics. Thus, to enter into an
interaction, an individual also needs information about others party to that
interaction. Furthermore, these expectations cannot result from observation of
the actions of other persons alone, since these observations do not teach us more
that what we expect to learn. Therefore, it is necessary to understand how our
beliefs about others are formed, if it is not from the repetition of interactions.

Sympathy and spontaneous co-ordination: necessary but not sufficient

The Scottish Enlightenment scholars were convinced that co-ordination and co-
operation could not be analysed solely as logical problems. For instance, Hume
was aware of the necessity to understand individual psychological motives to
explain why people could be led to follow a particular convention. This is the
reason why he emphasised sympathy as a means by which individuals are able
recognise people who are predisposed to co-operate. From this perspective,
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as Vanderschraaf (1998) shows, Hume anticipated the modern account of co-
ordination given by Lewis (1969) and Schelling (1960). The latter demonstrated
that co-ordination requires the existence of a ‘common background’: behaviours
co-ordinate because expectations about one another’s behaviour are consistent.
Their argument presupposes that the reliability of partners has to be known
before the interaction takes place — more precisely, the interaction takes place
because partners have been identified as being trustworthy. The willingness or
propensity to co-operate must therefore precede co-operation. Thus, sympathy
can be used as a psychological justification for the spontaneous propensity to
co-operate identified by Schelling and can be used to explain how it functions.
Put differently, the formation of beliefs about others’ behaviours depend on
sympathy and thus grounds a spontaneous co-ordination. However, sympathy
is also a relatively limited ‘quality’. Thus, its limits the domain of spontaneous
orders.

Sympathetic identification and communication with others
The crucial role played by sympathy stems from its role as a communication
mechanism, which allows tacit communication among individuals. Thus, Hume
considers that ‘no quality of human nature is more remarkable in itself and its
consequences, than the propensity we have to sympathise with others, and to
receive by communication their inclinations and sentiments, however different
from, and even contrary to our own’ (1739-40 [1992], p.316). And he adds: ‘The
minds of all men are similar in their feelings and operations, nor can any one be
actuated by any affection, of which all others are not in some degree susceptible.
As in strings equally wound up, the motion of one communicates itself to
the rest; so all affections readily pass from one person to another, and beget
correspondent movements in every human creature’ (ibid., pp.575-6). Here,
Hume insists on the fact that an individual who feels sympathy towards others,
participates in the same experiences. Therefore, because of sympathy, knowledge
is not restricted to one individual but is shared by all the individuals feeling
sympathy towards one another. Sympathy extends individual knowledge beyond
the limits of personal experience, by providing information about experiences
that have not yet been experienced but that have been experienced by others
and, further, by providing information about others’ feelings and behaviours.
Thus, one cannot dissociate the two aspects, individual and social, of cognition.
Sympathy not only explains communication, it also explains the origins and
existence of social beliefs about one another’s behaviour. Sympathy explains
why, ‘although subjective in nature, the individual’s cognitive development ...
is moulded in social process’ (Witt 1999, p. 102).

The reason that sympathy facilitates communication is that it rests on
identification with others (Fontaine 1997). Thus, ‘sharing another’s feelings
cannot be regarded as mere contagion or infection, but rather as the outcome of
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an act of imagination, whereby the spectator tries to figure out what it is like to
be the other person in his or her circumstances’ (1997, p. 265). Human beings are
able to communicate and to co-ordinate their actions because they are capable,
not only of imagining themselves in the same circumstances with others, but also
of imagining oneself as being another person: when I sympathise, ‘I consider
what I should suffer if I was really you, and I not only change circumstances
with you, but I change persons and characters’ (Smith 1759 [1976], p.317).
Further, sympathy differs from another, narrower form of identification with
others, namely empathy. While empathetic identification consists solely in the
simple imaginary change of positions with others, sympathy implies concern
for others’ welfare. Smith was clear about this (see Fontaine 1997). Because
of sympathetic identification, individual behaviour is not motivated by self-
interest and the search for personal advantage. Therefore, sympathy not only
explains the possibility of communication; it also exemplifies the normative
value of behaviour. In societies shaped by sympathy, free-riding disappears and
individuals no longer behave as knaves.

Sympathy thus becomes a principle of communication which allows,
through identification with others and because of concern for their welfare,
spontaneous co-ordination among individuals. Sympathy is a precondition for
human interactions. It creates the common background or tacit commonalities
that are necessary to repeat interactions, and which allows for the emergence
of rules. As Frank puts it, ‘emotional commitment’ is a necessary condition for
co-operation (2001).

The scarcity of sympathy and the limits of spontaneous order

Sympathy can thus be regarded as the characteristic of human nature that
explains individuals’ willingness to co-operate. At the same time, even if
sympathy is a universal characteristic, in the sense that all human beings, as
well as animals, ‘possess’ such a ‘quality’, this does not imply that every one
must feel sympathy towards anyone else in particular. Sympathy indeed depends
on the psychological and physical distance (where distance is expressed in
psychological as well in physical terms) that separates individuals. As Hume
puts it, ‘Nothing is more certain, than that men are, in a great measure govern’d
by interest, and that even when they extend their concern beyond themselves,
‘tis not to a great distance; nor is it usual for them, in common life, to look
farther than their nearest friends and acquaintance’ (1739 [1992], p. 534). More
precisely, sympathy decreases when distance between individuals increases:
‘sympathy, we shall allow, is much fainter than our concern for ourselves, and
sympathy with persons remote from us, much fainter that with persons near or
contiguous’ (Hume 1739 [1992], p. 116). Sympathy can thus be considered as
a ‘scarce’ feeling, being restricted to those groups of individuals who, having
been able to repeat interactions, share rules and common beliefs. Because of
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its scarcity, sympathy explains why spontaneous order societies are ‘nearness
societies’ in the geographical space or in the space of preferences (Josselin
and Marciano 2001). These societies consist as a sum of close-knit groups
of ‘nearest friends and acquaintances’, in which interactions are sympathetic
and thus possible. Therefore, sympathy not only defines the condition for co-
operation but also explains its limits. Indeed, since reliable expectations about
others remain limited to group members, the individuals with whom sympathetic
links exist, there is a problem with interactions with outsiders, namely the
individuals who belong to other groups, that is those individuals who have a
different degree of sympathy. The problem is twofold.

The first difficulty concerns the arrival of newcomers who are supposedly
attracted by efficient groups, which are groups assumed to rest upon efficient
rules. An individual will choose to join a group, and to imitate other individuals,
because he assumes that they have better information. Thus, the choice depends
upon a comparison between the benefits and costs of joining the group. In this
respect, threshold or bandwagon models (Schelling 1978; Granovetter 1978)
or models of informational cascade (Barnejee 1992; Bikhchandani et al. 1992,
2000), that implicitly relate efficiency and the size of the group, link the cost
of joining a group and the number of people who are already members of the
group. Furthermore, when a newcomer enters a group, he or she cannot know
the rule that guides the behaviours of the group members. They can only observe
group members’ behaviour and infer from these observations the rules the
members follow. Thus, an individual entering a new group, because he or she
only imitates behaviours and does not sympathise with other members, will fail
to gather information about reliable partners and will be unable to co-ordinate
with them. Put differently, he or she may face induction problems because they
are unable to know positively the meaning another person gives to the rules or
to infer this meaning from the observation of the member’s behaviour (Josselin
and Marciano 1995).

Second, problems may arise due to the differences — differences revealed
by free-riding and opportunistic behaviours — that exist between individuals’
degree of sympathy. These differences affect interactions between individuals
from different groups, as seen in the preceding paragraph. These differences
may also appear within a given group when the size of the group in which
interactions take place increases. Indeed, the greater the number of individuals
involved, the higher the probability of meeting individuals characterised by a
different degree of sympathy, that is by a willingness to co-operate. Here, the
problem is not only that it is difficult to know the rules that these individuals
follow. Rather, the difficulty consists in identifying these individuals as reliable.
Therefore, when the size of the group increases, non co-operative behaviours
are likely to emerge and to persist, whether or not the game is repeated (Witt
1989). Moreover, it is possible to show that interactions between players
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characterised by different degrees of sympathy lead to exploitation (Buchanan
1975; Stark 1989). Costs are thus imposed on group members. Of course, one
can argue, thanks to evolutionary models, that homogeneous groups composed
by individuals with a high willingness to co-operate can resist the invasion of
individuals less prone to co-operate. However, the problem does not disappear
but rather is only moved one step further. Indeed, in this type of situation,
conflicts among groups, and especially border conflicts, are likely to occur.
These possible conflictual outcomes increase the costs of spontaneous order
and therefore reinforce and strengthen the respective limits of the groups.

As a consequence, although sympathy is a necessary condition for co-
ordination, it is not sufficient in large and open societies. On the contrary,
rules that emerge from repeated interactions tend to remain limited to the group
of individuals that took part in interaction with one another. Thus, emerging
rules cannot be considered general rules (Josselin and Marciano 1999). Beyond
the frontiers of the original group or as the number of individuals increase,
egoism and self-interest tend to replace sympathy. Interactions are no longer
peaceful and cooperative. Then, emerging rules have to be sustained by ‘human
conventions’ as Hume (1739 [1992], p.483) himself insisted. Even if such
conventions do not resemble to a Hobbesian social contract, their purpose is
nonetheless of the same nature: to extend identification with others beyond the
limits of sympathy.

Conclusion

The first works in the new political economy that has been developing in
recent years, have assumed that rules are tailored to rational individuals — an
assumption presented as a heritage of the classical political economists, the
founders of the discipline. Now that the necessity of going beyond homo
oeconomicus is admitted, this link to the origins of political economy has been
abandoned. In this chapter, we have tried to show why reference to these early
findings about human nature nonetheless remains important. Rather than the
“first imperialist’ economists, it is Hume and Smith who should be regarded
as the true forefathers of ‘inspired” economists. Their contribution rests in the
‘complete’ theory of human nature that they propose, linking associationism,
bounded rationality and identification with others — and moral sentiments — as
a condition for co-operation. Two final points are thus worth noting. First, a
political economy approach towards institutions cannot neglect the possibility of
spontaneous orders which are restricted to spheres characterised by sympathetic
identification. Thus, a covenant remains necessary to order large societies.
Second, institutions must be built upon sympathy and must not oppose these
moral sentiments on pain of threatening the areas in which it already exists.
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Notes

1. Here, we paraphrase Anderson who, analysing Adam Smith’s ‘economics of religion’, argues
that ‘Smith was probably the first “economic imperialist”’ (1988, p. 1067).

2. Among others, one can quote Kahneman et al. (1982), Arkes and Hammond (1986), Dawes
(1988), Schoemaker (1982), Hogarth and Reder (1987), Thaler (1992).

3. Hayek is often rightly presented as one of the first and rare twentieth century economists
having attempted to understand how the mind of human beings functions, trying also to link
the mechanics of the human mind with individual behaviour and the rules. His 1952 Sensory
Order is then put forward as a work of a great importance, a book where Hayek develops a
theory according to which the mind functions on an associative basis (see among others Tuerck
1995; Rizzelo and Turvani 2000). Interestingly, it appears that Hayek’s argument reflects an
old tradition.

4. The entire sentence is as follows ‘we may observe, that what we call a mind, is nothing but a
heap or collection of different perceptions, united together by certain relations, and suppos’d,
tho’ falsely, to be endow’d with a perfect simplicity and identity’.

5. Once again it is interesting to parallel Hume with Lachmann who writes that ‘the formation of
expectations is an act of our mind by means of which we try to catch a glimpse of the unknown.
Each one of us catches a different glimpse’ (1976, p.59)

6. As does Lachmann: ‘In a complex society such as our own, in which the success of our plans
indirectly depends on the actions of millions of other people, how can our orientation scheme
provide us with firm guidance? The answer has to be sought in the existence, nature and functions
of institutions’ (1971, p.49). Bianchi notes the same problem about Hayek: ‘Hayek does more
to pinpoint the problem of arriving at social order than he does to solve it’ (1993, p.209). These
two economists illustrate a more general problem of Austrian economics about institutions (see
Gloria 1999).
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3 Economic rationality

Shaun P. Hargreaves Heap

Introduction
The dominant model of individual agency in economics has individuals
acting to best satisfy their preferences. This is an instrumental conception of
rational action where reason is concerned, not with the ends pursued, but with
calculating the action that will best achieve those ends. Its philosophical roots
prominently go back to Hume who cast ‘reason as the slave of the passions’
and it quite naturally sits within the wider tradition in political theory of liberal
individualism by providing a clear account of what individual qua individual
action might consist of. It is also commonly known as either the rational choice
or the economic model of action. I discuss this model in the second section.

Few would doubt that many actions are well described by this model, but there
are real questions over whether all action is captured by it. In particular, there
are doubts over whether this model can be used to explain what is perhaps best
described as the institutional or normative side of life. There are two aspects to
this problem. The first is whether one can account for the origin of institutions
using this model. The second is whether the model is sufficiently complex in
a psychological sense to allow for how action is connected to self-respect (or
other related psychological motivations, see below). People often reflect on their
actions and when they find them worthy, they derive a sense of self-worth. It is
an anthropological commonplace that such feelings (or their reverse when one
experiences guilt, shame or embarrassment) affect behaviour and the question is
whether this influence can be accommodated within the instrumental model.

The two weaknesses are related because self-respect often comes from
acting in accordance with norms of behaviour which specify what is ‘right’,
‘honourable’, ‘just’, etc. and such norms are the lifeblood of institutions, broadly
understood. Indeed they are two sides of the same coin: how institutions, or rule-
following, play a part in the individual’s psychological world. I consider this
weakness in section III and point to the new models of action that have recently
been developed in response (e.g. models of ‘team thinking” and expressive
reason). Normative beliefs play an important role in these new theories and
I examine some of what is known from the psychology literature on norm
formation in Section I'V.

Models of individual action are important not just for explanation but also
for prescription and I turn in the final section to consider how the explanatory
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weaknesses of the instrumental model discussed earlier produce deficiencies
in prescriptive analysis. These are sometimes referred to as the problems of
‘economic rationalism’: these are the problems that arise when individuals
are construed exclusively as preference satisfiers and so enter into social life
only because it promotes the better satisfaction of their preferences. Social life
is simply an exchange relationship on this account and, as a consequence, it
becomes natural to assess and prescribe institutions for social life according to
how well they promote efficiency in these exchanges. If, however, individuals
are something more than preference satisfiers, then this focus on efficiency
in institutional design is potentially misleading and I turn to this critique of
‘economic rationalism’ in the last section.

A final word in this introduction is in order. I am concerned here with action
that can be explained through an appeal to some form of reason. As a result, I
shall not be explicitly considering habitual types of behaviour and the related but
separate issue of tacit knowledge. This may seem unfortunate as habit plainly
explains much human activity. However some habits have a rational core in
the sense that they can be rationally reconstructed and so the analysis here may
still be relevant to such cases, albeit at one stage removed, so to speak. For
instance, it is often argued when people follow simple rules of thumb that this is
boundedly rational in an instrumental sense if the rules are updated in the light
of experience of how well they serve the individual’s interests. This is the kind
of evolutionary spin on the ubiquitous use of rules in decision making which
yields the interpretation that people behave ‘as if” they were instrumentally
rational. I touch on this approach in section III.

Instrumental rationality: the rational choice model

There are two ways in which the instrumental or rational choice model is
presented. One has an explicit psychology with individuals acting so as to
best satisfy their preferences. Preferences are represented via a utility function
and the individual chooses the action that maximises their utility. Some care
is required not to confuse this with utilitarianism: the ‘utility’ function for
this purpose is simply a mathematical device whereby outcome ‘a’ is given a
higher number than ‘b’ when ‘a’ is preferred to ‘b’. Thus when the individual
maximises their utility function (by selecting the action that yields the outcome
with the highest number) they are taking the action which by definition best
satisfies their preferences.

The other presentation of the model dispenses with an explicit psychology
and associates rational action with action that satisfies certain requirements
(e.g. transitivity, completeness, etc.). These requirements form the axioms of
rational choice and it can be shown that when an individual’s actions satisfy
them, it is ‘as if” they had preferences which could be represented by a utility
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function and they acted so as to maximise their utility/expected utility (see, for
example, Green 1971).

It is sometimes claimed that the axiomatic version is to be preferred to the
explicitly psychological one because it deals only in observable behaviour and
does not require a commitment to any psychology (see, for example, Binmore
1994). This is a version of the (old) argument found in the social sciences for
a behaviourism that eschews theories which deal in unobservables (e.g. the
state of people’s minds). Like those arguments, it is far from persuasive. For
example, the utility maximising version also yields predictions for behaviour
without the need to give details of the underlying utility function (e.g. see
the prediction with respect to the substitution effect in consumer theory that
underpins the ‘law of demand’ and which depends only on people having well-
defined preferences). So it is not clear that the axiomatic version is superior in
this respect. Likewise, it is not obvious why these axioms should characterise
‘rational” behaviour (i.e. why one should imagine that they will apply to the
actions of rational people) unless there is some connection between them and an
underlying rational psychology. Not unsurprisingly given the formal equivalence
between the two approaches, the most plausible explanation of why the axioms
constitute rationality involve appeals to the instrumental conception of reason.!
Indeed, it is often argued (e.g. Davidson 1980) that the point of the axioms is
not to undo the need for a psychology of choice rather they give substance to
what an instrumental psychology is.

There is a final difficulty with the behaviourist interpretation of the axiomatic
approach that is worth mentioning now because it will surface again later,
albeit in a different form. It arises whenever outcomes need to be distinguished
according not just to their physical and temporal/spatial characteristics but
also with respect to their symbolic properties (as when an outcome is deemed
‘good’, ‘bad’, ‘fair’ or some such). In these cases behaviour cannot be defined
independently of an account of how the mind attaches terms like ‘good’ and
‘bad’ to particular kinds of behaviour; so one cannot escape the need for an
account of what is going on in the mind.

The rational choice model yields a variety of predictions in consumer/
decision theory in non-interactive settings that have been extensively tested
in laboratory experiments. It is probably fair to say that while the model can
account for a large part of people’s behaviour in these circumstances it also
fails in a number of cases (see Starmer 2000, for a survey of the laboratory
evidence). For example, it seems that when people face choices characterised
by risk they frequently attach excessive significance to extreme events (like
nuclear accidents or winning the lottery). Similarly they judge outcomes not
in some absolute way but with respect to a reference point where gains and
losses are evaluated asymmetrically (with losses weighing more heavily than
similar gains).
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The model is also a building block in the game-theoretic analysis of interactive
decision making. Here the assumption that people are rational in the rational
choice sense, that they have common knowledge of this rationality and they
hold common priors, yields the prediction that people will take actions which
form a Nash equilibrium. This is an equilibrium where the strategies are best
replies to each other. In many forms of collective action (e.g. joining a union or
alobbying organisation, or subscribing to a public good, like street lighting, the
police force and the army), this application of the rational choice model yields
a very precise prediction because the interaction takes the form of prisoner’s
dilemma/free-rider game and there is only one Nash equilibrium.

Thus to take a famous example, consider the choice each individual might
face in a state of nature over whether to pay for the institutions of law and
order. The individual might plausibly reason in the following way. Suppose
everyone else contributes to these institutions. Then since my subscription is
small relative to everyone else, there will be a system of law and order whether
I subscribe or not, and since it costs me to subscribe, I am best served by
not subscribing. Suppose alternatively that no one else subscribes. Then again
since my subscription is small relative to the whole population, there will be
no system of law and order whether I subscribe or not; and since it costs me to
subscribe, I am best served by not subscribing. Hence whether I expect others
to subscribe or not, my best action is not to. If everyone reasons in the same
way, no one subscribes and there is no system of law and order. Yet again quite
plausibly, the position where there is law and order and everyone pays for it
may be preferred by everyone to the outcome where there is no system and no
one pays for it. Thus when each decides quite rationally what to do for the best,
the result is collectively self-defeating.

This is the paradox of rational choice in these settings and it famously forms
the basis for the Hobbesian argument for the creation of the State. To obtain the
superior outcome where there is a system of law and order, we have to give up
the freedom to contract in or out. We simply have to accept the authority of the
State and surrender some of the freedom that we would otherwise enjoy.

It is a testament to the power of the rational choice model that this problem
will be familiar to anyone who has tried to organise a form of collective action.
Nevertheless, the existence of many voluntary organisations that engage in
collective action, from The National Rifle Association to Greenpeace, also points
to a weakness with this model. Indeed in laboratory experiments with free-
rider games, it is common to find that around 40 per cent do make a voluntary
contribution (see Dawes and Thaler 1988).

The rational choice model has also been applied with interesting effect
to other issues outside the usual domain of economics. Becker’s work is an
outstanding example, particularly his work on the family (see, for example,
Becker 1991). The economics of law paradigm and the work of Public Choice
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theorists like Buchanan (1974) are further examples. Thus Public Choice
theorists have assumed that politicians are rational choice people concerned
to maximise their chances of re-election facing a population of rational choice
electors who are not fully informed as information is costly to acquire. They
then predict that governments will have a tendency to grow in size and run
deficits. Again this will both strike a chord with many and yet leave a feeling
that, like the laboratory experiments in non-interactive and interactive settings,
the rational choice model only tells part of the story as there is more to politics
than simple vote seeking.

As a prelude to the next section, which considers what might be missing from
the rational choice model, it is worth noting in conclusion here that there are many
interactive settings where the model itself appears formally incomplete as an
account of action. Many games have multiple Nash equilibria, so a theory which
predicts that rational people will choose actions that form a Nash equilibrium is
not very useful since it begs a question about which one should be chosen. For
example imagine a simple interaction where two people are walking towards
each other on a collision course and each has a choice between veering to the
left or veering to the right. [left, left] is one Nash equilibrium as veering to the
left is better for each person than veering to the right when the other person is
veering to the left because it avoids a collision, but so is [right, right] on the same
grounds. So knowing that rational players will select actions which form a Nash
equilibrium is not very helpful to an individual in these circumstances as it has
not narrowed the choice of action down at all. What is required in addition is a
theory of equilibrium selection. Although there have been attempts to develop
such theories none either commands wholesale allegiance or is clearly connected
to the rational choice model itself (see Hargreaves Heap and Varoufakis 1995,
for a discussion; Schelling 1960, supplies a pioneering account of equilibrium
selection which dispenses with rationality and deals in ‘salience’).

Filling the gaps in the rational choice model with other accounts of
rationality

Even when the rational choice model successfully predicts behaviour, there is
a complaint that it takes too much for granted. Where do preferences and the
institutions which frame actions come from? Actions, for instance, only have
clear outcomes that can be ranked when property rights are well defined, so
where do property rights come from? In this section, I suggest that the failure
always to predict action in games with multiple Nash equilibria, as noted above,
is linked to this further complaint.

To take the question of where institutions come from first, one obvious
rejoinder by the rational choice camp treats institution formation as itself the
product of some earlier set of interactions between rational choice agents. So,
for example, one could argue along the Hobbesian lines sketched earlier that
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rational agents would agree to give up some of their freedom in order to have
an enforceable set of property rights. The institutions of ‘law and order’ thus
emerge from an agreement between rational choice agents.

The difficulty with this argument is that, although it is possible to show
with the aid of the free-rider game that all will gain from law and order in this
sense because without it life is ‘nasty, brutish and short’, there are typically, on
closer inspection, more than one set of property rights which would deliver an
improvement. Consider the following case. Suppose there is some contested
resource that A and B are disputing. Both are better off if they can agree to
share rather than fight over it, but it could be shared in any manner of ways. In
the language of game theory, a game is formed by the choice that A and B have
over how much of the resource to claim and it has several Nash equilibria. For
instance, where the figures refer respectively to the share claimed by A and B,
there are (10%, 90%), (20%, 80%), (30%, 70%)....(50%, 50%).....(90%, 10%),
to pick up on just a few on the continuum moving from B’s advantage to A’s.

In this way, the problem of the indeterminacy of rational choice action in
games with multiple Nash equilibria referred to above applies to the attempt to
explain the origin of property institutions as deposits from some previous set of
interactions between rational choice agents. Indeed the problem is likely to affect
most accounts in this vein because most interactions are repeated indefinitely
and indefinitely repeated games have multiple Nash equilibria even when a
one-shot version of the interaction has a unique one (this is the so-called Folk
theorem in game theory, see Hargreaves Heap and Varoufakis 1995).2

There is an approach that keeps a measure of faith with the rational choice
model and which can explain equilibrium selection. It treats people as boundedly
rational in the sense that while they still have preferences that they want to
satisfy, they no longer calculate how best to do this before acting. Rather they
adopt some action, see what the results are, compare them with the outcomes
associated with other actions, adjust their future action accordingly and so on.
In other words, they learn through trial and error how to act so as to satisfy best
their preferences. This approach to modelling repeated interactions is sometimes
called evolutionary game theory because of the similarity between the learning
process behind action choice and the evolutionary process through which genes
are selected (see Schotter 1981 and Sugden 1986). It makes the selection of an
equilibrium highly sensitive to the initial actions selected by each individual
and the precise learning mechanism that each employs. To see why, suppose
A claims 80 per cent and B claims 50 per cent and A adjusts his or her claim
downwards only very slowly when there is a disagreement while B has a fast
rate of adjustment. They are then likely to converge on something like 75 per
cent for A and 25 per cent for B; whereas if either A’s initial claim had been
smaller or his or her adjustment rate faster, then something closer to 50-50
would have been reached.

48 The Elgar companion to economics and philosophy

So, while the evolutionary approach supplies an account of equilibrium
selection, it does so at some cost to the rational choice model because it makes
the selection depend on factors which are strictly extraneous to the rational
choice model. Nevertheless, this dependence offers an interesting way of making
sense of how arbitrary beliefs can have a self-fulfilling characteristic and for
history (in the sense of the details of how people have and adjust a particular set
of beliefs) to be connected to rational choice explanations. For instance, it would
be natural to suppose that the initial claims owe something to the background
ideas regarding difference (again see Schelling 1960, on the idea of ‘salience’).
So suppose A is a young man and B is an old woman. If the dispute occurs in a
society where there is the beginning of a gender distinction which favours men,
then A is more likely to make a higher claim and B a lower claim than would
be the case if the dispute occurred in a society where there was the beginning
of an age distinction favouring the old. In turn, whichever the initial source of
distinction is, it will be reinforced by the character of the subsequent equilibrium
which is selected in this game. So history matters because arbitrary or entirely
contingent beliefs have the scope for becoming self-fulfilling.

Even when history in this sense rescues the rational choice model, there
is an aspect of institutions which remains unexplained. When people agree
to, say, a 75-25 division of some disputed resource, it may be because they
have inherited conventions which point to this division and they do not reflect
beyond the appreciation they cannot do better by claiming more or less given
the other’s claim. However, it is more common to find that people reflect in
another respect on the arrangement: they find that it is ‘fair’ or ‘right’ in some
sense. In short, it is not merely self-enforcing, but also supported by a set of
normative beliefs. This is what lies at the heart of the distinction between a
convention and an institution. Both embody rules but when people follow a
convention, it is because this is the sensible course of action given that others
use the rule; whereas the rules of an institution command a deeper allegiance.
People follow them not just because others do, but also because it is the ‘just’
or ‘good’ or ‘honourable’ etc thing to do.

The question then is how to make psychological sense of the way that these
beliefs might motivate people to act or follow a shared rule and so turn it into
an institution. I have argued elsewhere (following a line which goes back at
least to Smith 1759) that the key to understanding this type of behaviour turns
on recognising that people are concerned with self-respect (see, for example,
Hargreaves Heap 1989, 2001). People do not always simply act because the
action satisfies some preference or other, they sometimes act because the act
reflects well upon them and they derive a sense of self-worth from knowing
this. Or to put this round the other way, people experience feelings like guilt,
shame and embarrassment through reflecting on the worth of their actions and
the anticipation of such feelings can affect people’s choice of actions.
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So much is self-evident from any anthropological study (see, for example,
Douglas 1978), I need to do two things with it in the context of the argument
of this chapter. First I need to show that behaving in this way marks a departure
from the instrumental model. The second is that such behaviour depends on the
existence of norms and so is connected to the earlier observation regarding the
failure of the instrumental model to account for institution formation.

With respect to the first of these, it is tempting for the instrumental model
to respond to the anthropological point by turning self-respect into one of the
preferences that people attempt to satisfy. In this way, action that is motivated
by self-respect presents no problem for the instrumental model. Indeed, since
the model is commendably quiet about the nature of a person’s preferences (all
that is required is that they are coherent in the sense that the person has a well-
defined preference ordering), this seems a particularly easy move to make. A
difficulty arises, however, because one frequently seems to gain this sense of
self-respect from acting ‘honourably’, ‘ethically’, or ‘justly’ and what makes
an action ‘honourable’, ‘good’ or ‘right’ is often that it is distinct from what
one would otherwise have done. Gauthier (1986) is rare exception where what
is moral is also turned into what is instrumentally rational and the argument is
controversial for exactly that reason. After all, if what one would have done
in the absence of a moral sense is always exactly what one does with a moral
sense, then actions simply fail to instantiate anything that is distinctly moral.

The language of preference satisfaction can be stretched to cover self-respect
in these circumstances by distinguishing between two kinds of preferences.
Suppose a person has ordinary, selfish preferences and in addition a preference
for self-respect which is ‘satisfied’” by reflecting on how some standard of
‘honour’, ‘ethics’ or ‘justice’ judges actions in the particular circumstances of
his or her and other people’s ordinary, selfish preferences. In this way, a person
can act morally or honourably in support of self-respect because this differs
from what would be dictated by his or her ordinary, selfish preferences. Yet one
can preserve the model of preference satisfaction because self-respect is still
a kind of preference, albeit of a different kind to the ordinary ones one might
have for food, warmth, shelter and the like.

Such two-tier structures for preferences are now to be found in the economics
literature. For example, Rabin (1993) introduces a new category of ‘psychological
pay-offs’, in part to explain the apparently anomalous co-operative behaviour
observed in one-shot prisoner’s dilemma games. These new pay-offs are not
explicitly connected to a sense of self-worth in his model but they amount to the
same analytic extension of the basic rational choice model. Thus ‘psychological
pay-offs’ are additional to the ‘material’, selfish ones which are depicted in the
usual game-theoretic representation of an interaction and people experience
them when their actions conform to a particular belief about what ‘kindness’
requires. The particular belief judges kindness by the extent to which one forgoes
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satisfaction of the ‘material’, selfish pay-offs and it has to be reciprocated. So
Rabin might say that people co-operate in prisoner’s dilemma games because
they value reciprocal kindness, while I might say they co-operate because this
gives them a sense of self-worth, but the basic idea is the same. People are
motivated by two kinds of preferences and the second, new addition to the
rational choice model depends on the symbolic properties of people’s actions
(i.e. what they mean to the actors).

Likewise, other economists have argued that there are ‘team preferences’
which can motivate (see Bacharach 1999 and Sugden 2000; and see Chapter 19
by John Davis in this volume for a different account of collective intentionality).
‘Team preferences’ are similar analytically in the sense that they are again
transformations of the underlying individual (or ‘material’) preferences which
encode the shared values of the ‘team’ and they come into play when people
belong to the same ‘team’. Thus two people who belonged to the same group
might play the prisoner’s dilemma game differently from two people who did
not. The ‘team’s preferences’ over outcomes might be derived, for instance,
through a simple addition of each individual’s material pay-offs and in this
way a pair of ‘team’ players might choose mutual co-operation while non-team
members choose mutual defection.

Both Rabin’s and the ‘team preference’ extensions to the rational choice
model make the sharing of the relevant belief about the symbolic properties of
action crucial. This is a feature of those theories by construction and it marks an
important difference from earlier ways of explaining why, for instance, people
might co-operate in a prisoner’s dilemma game by introducing an altruistic
preference (see, for example, Elster 1989). When altruism is introduced to
explain co-operative behaviour the altruist’s inclination to co-operate is not
affected by the motives of the other player; whereas with Rabin (and the team
preference version), the intention of the other players matters and it is the
prospect of reciprocal kindness that produces the symbolic pay-offs which can
tip the balance towards co-operation. I turn now to consider why sharing the
relevant belief might matter for behaviour.

For this purpose it helps to have the explicit psychology of self-respect in
play because a standard for judging action has to be external to the individual
if it is to contribute to that person’s sense of self-worth. This is for the simple
psychological (but more complicated philosophical) reason that a purely personal
standard is likely to become self-serving and so defeat the object of providing
a sense of self-worth. One simply cannot at the same time be in charge of the
standard and derive a particular sense of worth from behaving in accordance with
that standard. The potential for bad faith is just too transparent. Of course, there
is scope for some self-deception in this matter but it does not extend wholesale.
Instead it is the judgement of others which comes from sharing beliefs about
what is worthy which gives substance to a standard for behaviour.
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Here is the connection, then, to the earlier discussion of the gap in the rational
choice account of institutions. I argued earlier that the evolutionary version
of the rational choice model might (with the help of an historical dimension)
account for the choice of conventions, but that institutions are more than this.
They typically have a normative structure: that is people believe that following
the rule is the ‘good or honourable or just, etc., thing’ to do. To begin to make
sense of how institutions go beyond mere convention through this additional type
of legitimacy, one needs a model of individual agency where shared normative
beliefs play a part. The amended rational choice model with a two-tier structure
of preferences at least fits that bill and once in place it may actually help with
the original problem of equilibrium selection which beset the rational choice
account of institution formation.

To see how this might work, consider the earlier example of multiple equilibria
in the resource sharing game where there were a range of Nash equilibria from
B receiving 90 per cent and A 10 per cent to B receiving 10 per cent and A 90
per cent. It seems entirely possible that people sharing normative beliefs will
have beliefs regarding what is ‘just’ that will distinguish between the various
possible outcomes in ways that all will agree. Hence what looks like a game
with multiple equilibria when played by rational choice agents is transformed
into one with a unique equilibrium when the players share normative beliefs
and derive a sense of self-worth from acting in accordance with them. In so
far as a shared set of normative beliefs did explain equilibrium selection in
this way, then there would be no need to rely on evolutionary versions of the
rational choice model to do this. But this would not necessarily mean that the
‘historical’ dimension encouraged by that the evolutionary approach disappears.
There would remain a question concerning the origin of these shared normative
beliefs; and I turn to this in the next section.

I conclude this section by reflecting on the change that is brought by recognising
the motivating power of normative beliefs. The two-tier structure of the amended
rational choice model may appear, by preserving the language of preference
satisfaction, to save the generality of the rational choice model. However, the
two-tier structure actually marks a significant change in the underlying model
of motivation. One way of drawing out this change is to note that beliefs have
migrated from Hume’s ‘slave of the passions’ to a constitutive part of the
‘passions’ and so it might be more natural to think of action expressing beliefs
now rather than satisfying some antecedent set of desires. This may seem like a
semantic quibble but preferences or desires are primitives in the simple rational
choice model and that is no longer the case once beliefs play this constituting
role. For the contribution of beliefs cannot necessarily be fixed in advance just
through simply knowing antecedently that people, say, believe that ‘reciprocated
kindness’ is a good thing.
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To see this in more detail, suppose in the prisoner’s dilemma game the
players are motivated by psychological pay-offs that come from reciprocated
kindness. It follows that if each expects the other to cooperate, they may each
instrumentally decide to cooperate because they each obtain a ‘psychological’
pay-off from the reciprocated kindness that comes from cooperative play when
each holds these beliefs. Alternatively each could expect that the other will
defect and decide instrumentally to defect on instrumental grounds because no
one expects any reciprocation of kindness. Notice in both cases the beliefs are
in equilibrium in the sense that kindness was expected and it was delivered in
the first case while it was not expected and not produced in the second. So one
cannot appeal to the concept of equilibrium to choose between which set of
beliefs will prevail. What is at issue here is not whether people are motivated
by psychological pay-offs per se. In both cases they are so motivated. The
difference lies in whether there are any psychological pay-offs to be had and
not whether one is susceptible to them. In other words, it is whether they expect
each other actually to follow the norm of reciprocated kindness. Once it is known
that they will follow the norm, then the character of their beliefs can be fixed
and it becomes instrumentally rational to decide to cooperate. But since the
moment it is known that they are following the norm of reciprocated kindness,
their actions are also known, the gain from putting a spin of instrumental reason
on the choice of the action begins to seem rather obscure.

For these reasons I prefer to think of norm-guided action as ‘expressively
rational” rather than instrumentally so. But I do not wish to press the change
in terminology. The key point is that the two-tier version of the rational choice
model marks a shift in the underlying model of motivation. Beliefs move
centre stage: they help to constitute preferences when they are shared and
this gives a social and plastic character to preferences in the amended rational
choice model.

To summarise, I began this section with a complaint that the rational choice
model assumes too much. It takes institutions for granted and says nothing
about the origin of the preferences which do all the work. I have focused on the
first of these, arguing that what is missing from the rational choice model is the
psychological space for individuals to value what they do. Once this is opened up
and the crucial part played by shared beliefs in people’s assessment of worth is
recognised, then not only is there the material for understanding how institutions
command loyalty or legitimacy, there is also a powerful complementary resource
to the rational choice model for explaining equilibrium selection. Both points
turn on the fact that institutions often encode shared beliefs. This emendation
of the rational choice model also provides a partial redress to the second
complaint. The part played by shared normative beliefs marks a social influence
on preferences. It leaves open, however, the big question of how shared beliefs
actually shift and change and this is the topic I turn to in the next section.
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How do shared beliefs emerge and change?

There are two aspects to this question. The first relates to how the individual
acquires or changes beliefs about what is worthy and the second concerns how
individual beliefs come to be shared. There is much that might be said on both
aspects. In the space available I concentrate on what feeds into the discussion
of prescription in the final section.

Plainly the various processes through which children are socialised provides
part of the answer to both questions (and would connect in a full account with
an analysis of habit and tacit knowledge). In addition, there are a variety of
institutions in society where the ideas with respect to what is worthy are either
explicitly or implicitly discussed. For instance, organised religions and political
parties are important sources for advice and discussion of ideas about what
makes a life worthy. Likewise, the mass media supply explicit comment on
behaviour through editorials and frequently engage, implicitly, in debate over
people’s behaviour in the drama and soap operas on television and radio. So
people’s participation in these institutions helps answer both questions too.

In addition, if the earlier argument is correct and people’s actions frequently
express ideas about what is worthy, then one might expect that behaviour outside
these explicitly normative institutions could also be a source of shared idea
formation. It is in this context that the psychological literatures on cognitive
dissonance and ‘extrinsic’ and ‘intrinsic’ reason also supply some guidance.

There are two key ideas in these literatures which are helpful (see Chapter
by Frey and Benz in this collection for more details). One is that people explain
their action in terms of two distinct types of reason: ‘intrinsic’ and ‘extrinsic’.
An action may be taken either because it is ‘intrinsically’ the right thing to do
or because it just happens to be the right thing to do in the circumstances (i.e.
‘the price was right’, so as to speak, and this supplies an ‘extrinsic’ reason). The
contrast may seem rather strange to rational choice theorists where every choice
involves how best to satisfy preferences given the circumstantial constraints and
so seems to entail both an intrinsic and an extrinsic aspect. But the distinction
makes much greater sense once the rational choice model is amended to take
account of a two-tier structure of preferences. Extrinsic reasons plausibly map
on to the calculative, instrumental reasons associated with satisfying ordinary
preferences; whereas intrinsic reasons are the ones that motivate expressive
actions in support of self-worth.

The second idea is that people like to be able to rationalise their action through
reference to one or other of the two types of reason. They like to have clear
reason for their actions and will adjust their beliefs about the intrinsic worth
of any action accordingly. Thus if a person finds they are taking an action for
which there are both extrinsic and intrinsic reasons, then there is an excess or
ambiguity of ‘reason’ and they will adjust their beliefs so that its intrinsic value
falls, leaving extrinsic reason solely in charge. Alternatively, if the person finds
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that they are taking an action for which there are neither extrinsic nor intrinsic
reasons, they will adjust their beliefs so that its intrinsic value rises.

In this way, the literature explains how individuals adjust their beliefs about
what is worthwhile by appeals to a well-established psychological mechanism
of cognitive dissonance avoidance. The adjustment of the belief avoids the
cognitive dissonance that would otherwise arise when there is either too
much or too little reason for an action. This is helpful for our purpose, for
example, because it would explain why people who follow a convention seek
out normative reasons for their behaviour and so turn the convention into an
institution enjoying legitimacy. In other words, it is precisely when there are
gaps in the simple rational choice model that people seek out other (‘intrinsic’)
reasons for their action through developing their beliefs (see Hargreaves Heap
and Varoufakis 2002, for an experiment where this seems to occur).

Likewise, it supplies an insight into why the introduction of ‘payments by
results’ frequently fails to produce the expected improved performance (see
Frey 1997a). If the discretion that existed before such payment systems had
actually permitted a norm of professional good performance to develop and
guide action on intrinsic grounds, then the introduction of an extrinsic reason
for good performance in the form of a system of payments by results would
merely substitute one reason for good performance for another. This might not
only yield little change in the area covered by the new payment system, but
it would tend to undermine the norm more generally as people adjusted their
beliefs to the excess of reason for good performance. In turn, this could impair
performance in areas that had been covered by the norm but which were not
covered by the new payment system and so worsen performance overall.?

Prescriptions

The argument so far has been concerned with how the explanation of institutions
and their legitimacy requires an expanded, norm-based conception of rational
action. In this section I turn to the issue of how the introduction of such an
expanded conception of rational agency might affect prescriptions in economics.
In this context it helps to begin with a sketch of how the rational choice model
is usually employed to make prescriptions in economics.

Since rational choice theorists depict individuals exclusively as preference
satisfiers, it is natural to think of them entering into social relations for the purpose
of increasing preference satisfaction. Social life amounts to a relationship of
exchange for mutual benefit. Not unsurprisingly, the prescriptions based on this
model are then primarily concerned with the institutions that promote efficient
exchange. The analysis of the circumstances under which the market operates
efficiently is a case in point; and there is a voluminous literature on market
failure in this sense and how to remedy it. The transactions cost approach to
the boundary between the firm and the market and the assignment of property
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rights are others. The use of cost-benefit analysis to decide on what public
projects should be undertaken and the public choice proposals for constraining
government follow likewise from a concern to promote efficiency (see Mueller
2001, for a recent survey and suggestions for the development of public
choice insights based on the psychology literature regarding the failures of
rational choice).

So the question in this section becomes: to what extent would the introduction
of an expressive conception of rationality create further criteria for judging
institutions or public interventions and how do such criteria relate to that
of efficiency?

The short answer to the first part of this question is that societies need
institutions where people can participate in the discussion of shared beliefs
and which give them scope to express those beliefs in action. This follows
directly from the argument in the previous sections. People want to make sense
of their lives. They don’t just want to achieve something through their actions,
they also want to feel that what they have achieved is worthy. Shared ideas
about what is worthy are crucial in this. This is so, incidentally, even if one
supposes that, in significant respects, what makes life worthy is the pursuit of
one’s own preference satisfaction in the simple rational choice sense. This may
not be obvious to those who naturalise the rational choice model. But even if
preference satisfaction was what made life worthy, then it would do so in virtue
of some justificatory idea about the value of preference satisfaction, it would
not follow from the mere fact that we were preference satisfiers. Justifications
deal in ideas not preferences and so belief formation is crucial.

In order to express such ideas in action, people both need to participate in
the institutions where such ideas are discussed and debated to have access to
the ideas in the first place and they need the scope to instantiate the ideas in
their actions. The last condition is not trivial. When a decision can be made
solely with reference to the logic of simple rational choice calculations, there
is no scope for action to be guided by justificatory ideas. Of course, the action
might still be consistent with what some justificatory idea would suggest, but the
action would no longer express this idea distinctly because the action could have
equally followed from instrumental calculation. This is not merely a problem
in the sense that the action would contain a mixed message, it is also a problem
because of what is known from the literature on cognitive dissonance. These
are exactly the circumstances when the intrinsic reason for action is likely to
disappear (see Frey 1997b for application of this idea to constitution design).

This line of argument suggests an answer to the second part of the question.
It seems that the writ of the rational choice model and the associated criteria of
efficiency need to be constrained when designing institutions. Otherwise, there
will be no scope for people to express their shared beliefs in action.
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There is another reason for such a design constraint. It comes from considering
the actual institutions where ideas are discussed and debated (i.e. political
parties, churches, the mass media and so on) because these institutions tend
not to function discursively if they become arenas where people pursue their
simple rational choice interests by other means. This is perhaps clearest if one
considers an institution like the judiciary which is similar in the sense that, in
seeking the truth surrounding alleged crimes, it too is not to be judged according
to how well it promotes the preference satisfaction of those who are involved
with it.

Most people do not commit crimes on the basis of a simple calculation of
rational choice type costs and benefits. They do not commit crime because,
in upholding the law, they are embracing an idea about the way that a society
ought to be organised. This includes ideas that relate specifically to the judiciary,
like the equal treatment of all before the law, that guilt and innocence should
be determined by the facts, tempered by the concept of reasonable doubt, and
so on. The moment the judiciary itself seemed to be guided simply by people
pursuing their own interests, then upholding the law in this sense would no
longer command people’s allegiance. It would simply mean that disputes were
resolved, as they are in a market when two people want the same thing, by who
is willing to pay the most; and the allure of following the law would be lost.

The point is entirely general and applies not just to the legal system. Society
has institutions that orchestrate discussion and decide on what is the proper
object of exchange: that is, what can be bought and sold. We draw the line at
humans, body parts and not just the legal system. Furthermore, the boundary
is always under negotiation as for instance in the contemporary debate over the
environment and genetic material. Again these institutions must be something
other than vehicles for the pursuit of individual interest by other means because
the moment they become dominated by the principle of unfettered individual
exchange, the ability to draw the boundary would rather obviously have
been lost.

This is a bit like another version of the Gresham’s Law in the psychological
literature where ‘extrinsic’ reason drives out the ‘intrinsic’ type; and it is not
difficult to see why. Shared ideas have to transcend individual interest if they
are to be genuinely shared and valued. Or to put this slightly differently, an
idea may serve a particular individual’s interest but this could never in itself
be the general basis that made it attractive to all individuals. This would make
it attractive to that particular individual but the appeal to others would have to
come, in so far as it did, from some other reason relating to why an individual
of that kind should have their interest favoured. In other words, it would have
to move beyond the currency of individual preference satisfaction.

It is easy for these reasons to see why a society’s institutions of debate and
discussion cannot be simply regulated by the criteria of efficiency with respect
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to the satisfaction of the preferences of those who participate in them. Otherwise
they fail to provide the frameworks within which exchange relations prosper
(for example, the judiciary or more generally the institutions which enable
rational choice calculations to be made because they help avoid difficulties
like multiple Nash equilibria). It is much more difficult, however, to specify
how they should be guided. It may be self-evident that jurors or witnesses
should not accept payment, say, from a newspaper which is interested in a story.
But it is much more difficult to devise payment packages for the members of
these institutions that encourage performance without eroding the values of
the institution. Equally it is difficult to judge the extent to which the output of
the industries of television, film and radio drama are affected by operating in a
market environment and so need to be constrained in one way or another.
The nub of the matter is to devise an alternative criterion to the one of efficient
preference satisfaction for judging performance in these institutions. Once
this has been articulated, there are some suggestions as to how to encourage
performance by the employees of these institutions without eroding its values.
For instance, it has been argued that institutions can, by paying more attention
to the remuneration package offered to potential employees, select those who
intrinsically share the values of the organisation. In this way the gap between
the ‘principal” and the ‘agent’s’ interests, that systems of payments by results are
designed to close, would not arise in the first place (see Brennan 1996). Equally
once these alternative criteria have been articulated one can begin to analyse the
extent to which the way that a discursive institution rubs up against the world
where rational choice considerations dominate will affect their performance.
The argument, then, in this section is that we need public institutions: that
is, institutions which give scope for discussion and deliberation (see Habermas
1985/6 and Buchanan 1974, for contrasting approaches which come to the same
conclusion). It is an argument in a long tradition. It connects with more narrow
arguments for deliberative democracy (see, for example, Miller 1992) and goes
back at least to Smith(1776 [1999]) who was concerned with the way that the
growth of an anonymous urban, industrial society would undermine the capacity
for ordinary people to form sympathetic judgements. Such judgements, Smith
thought, depended on shared moral codes of conduct of a community and were
crucial to a person’s sense of self-worth (or ‘self-love’ as Smith called it).

While he remains in a country village his conduct may be attended to, and he may
be obliged to attend to it himself. In this situation, and in this situation only, he may
have what is called a character to lose. But as soon as he comes into a great city he is
sunk in obscurity and darkness. His conduct is observed and attended to by nobody
and he is therefore very likely to neglect it himself, and to abandon himself to every
sort of low profligacy and vice. (p.383)
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He goes on to argue that ordinary people in the city are drawn to religious sects:
‘He never emerges so effectually from this obscurity ....as by his becoming
a member of a small religious sect’. The problem which Smith diagnoses,
however, is that the ‘morals of those little sects have ... frequently been rather
disagreeably rigorous and unsocial’ (p.383). His proposal to combat this is
twofold.

The first of those remedies is the study of science and philosophy ... science is the
great antidote to the poison of enthusiasm and superstition. ... The second of those
remedies is the frequency and gaiety of public diversions. The state by encouraging
that is by giving entire liberty to all those who for their own interest would attempt
... to amuse and divert the people by painting, poetry, music, dancing; by all sorts of
dramatic representations and exhibitions would easily dissipate ... that melancholy
and gloomy humour which is almost always the nurse of popular superstition and
enthusiasm. (p.384)

Unfortunately this takes us no further than the recognition that we need public
institutions in this sense and I have no answers to offer to the important question
of what the alternative criteria for judging the performance of these discursive
public institutions should be. This seems to me to be part of a pressing research
programme, but one which will only feature significantly on the research
agenda of economics if something other than the simple rational choice model
becomes a part of the mainstream. If it doesn’t then the rational choice model
will continue to sweep all before it, its insights will inform all policy, the
resources for holding shared ideas will gradually disappear; and we will all be
the worse off for this.

Conclusion

It is important to put the arguments of this chapter in perspective. There are
many settings in which the simple rational choice model is perfectly adequate.
Whenever we attend to the price of a commodity or consider the opportunity
cost of an action, it is likely that instrumental reason is at work.

The point of the argument of this chapter, then, is not that we should dispense
with the rational choice model. Rather it is that there are other sources of rational
action which fill the significant gaps left by the instrumental model with respect
to the normative/institutional aspects of agency. Economics needs to understand
better these other sources of motivation both for explanation and prescription.
This is happening with respect to explanation through the development of
various models of, broadly understood, norm-guided action. However, there is
rather less progress with respect to prescription where there is a need, in effect
if one preserves the language of preference satisfaction, for criteria for judging
the institutions that are responsible for preference formation. It will be rather
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obvious that a criterion of efficient preference satisfaction, which comes from
the rational choice model, cannot be used in such cases.
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Notes

1. For example, the axiom of transitivity is often justified through an appeal to a money pump
argument. This is an argument when you prefer A to B and B to C, but intransitively prefer C
to A, that someone could trade you into poverty. To see this, suppose you begin with A, then
you would pay to trade it for C, pay again to trade C for B and then pay again to trade B for
A. So you would end up holding A again, having paid for the privilege at each stage, ready to
trade through the same cycle again and again until the onset of poverty. What seems wrong to
many people about being money pumped in this way (and hence the underlying intransitive
preferences) is that it seems inconsistent with the idea that person has objectives which they
pursue through their actions.

2. Itis perhaps worth noting that the ‘transactions cost’” approach, which also makes institutional
selection depend on considerations of efficiency (see Williamson 1975), also suffers from this
problem. Thus to take a canonical example, the ‘firm’ may be a more efficient than the ‘market’
for organising a particular transaction because the transaction is repeated and involves transaction
specific investments, but the benefits can be distributed in a variety of ways within the firm. In
other words, there can be a variety of different kinds of firm which show advantages over the
market and, just as Hobbes’s account shows the advantage of a system of property rights without
pointing to any particular set, so the transactions cost approach cannot explain the selection of
a particular kind of firm.

3. This section is necessarily brief. It may help to notice that socialisation supplies, to use Elster’s
(1983) classification, a ‘causal’ explanation of these beliefs, while those that come from explicit
discussion are ‘intentionally’ generated and the ones that shift through the mechanism of
cognitive dissonance removal are ‘sub-intentional causally’ explained.
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4 From imperialism to inspiration:
a survey of economics and psychology

Bruno S. Frey and Matthias Benz

Introduction

Modern economics and psychology are both sciences of human behaviour.
Although they have a common theme, their relationship still swings between
pure co-existence and selective interaction. Starting from the analysis of
human behaviour on markets, modern economics has developed a behavioural
model which disregards psychological factors almost completely. The ‘homo
oeconomicus’ takes decisions in a rational and emotionless manner. He or she
compares the expected costs and utilities of the different alternatives at hand,
and finally selects the one that benefits him or her the most. Decisions are
assumed to have a high degree of rationality (cognitive limitations resulting
in systematically suboptimal decisions are disregarded); they are based on
unlimited willpower (self-control problems and emotions do not play a role); and
actions are solely guided by self-interest (the homo oeconomicus does not have
pro-social preferences, i.e. the utility of other individuals does not enter into
his decision calculus). Homo oeconomicus, however, reacts to changes in his
possibility space in a systematic and therefore predictable way: when the relative
price (or the opportunity cost) of a good or an activity increases, the demand
for the respective good will fall, and the respective activity will be carried out
less (‘law of demand’). This economic approach to human behaviour has been
successfully applied to areas outside of the economy. Often termed ‘economic
imperialism’, the economic approach has produced fruitful insights in such
areas as politics (‘Public Choice’), law (‘Law and Economics’), history (‘New
Economic History’), the arts (‘Cultural Economics’), or family (‘Economics
of the Family”).

Economics has not always been so distant from psychology, however, as the
concept of the homo oeconomicus suggests. In the beginnings of economics,
economists like Smith, Bentham, Edgeworth, Marshall and many others were
aware of, and even analysed, the psychological foundations of preferences and
beliefs, and acknowledged them as important determinants of human behaviour.
Psychological considerations in economics were lost when neoclassical
economics started its triumphant progress within the field of economics
throughout the twentieth century. In the second section of this chapter, we
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briefly describe this historical process. Then we give a detailed account of the
concept of homo oeconomicus, show the strengths of this approach in explaining
(market) behaviour, and argue that the approach offers important insights for
psychology and other social sciences.

In the decades since 1980, the neoclassical assumptions underlying the
concept of homo oeconomicus have been increasingly criticised. In many cases,
empirical studies have produced results conflicting with economic predictions.
This has led to the development of a ‘Behavioural Economics’, which has
successfully adapted the economic approach by incorporating psychological
aspects into the model of human behaviour. At the same time, the usefulness of
the traditional economic model for understanding the workings of the economy
has been reconsidered, and its implications for practical economic policy have
been revised. We demonstrate this new relationship between psychology and
economics for three major areas. Section three is concerned with the limitations
of the traditional economic approach resulting from the bounded rationality
of individuals. Numerous anomalies have been identified, indicating that
behaviour can systematically deviate from a fully rational model of decision
making. We discuss the often divergent ways by which these anomalies have
been incorporated into economic theory. Section four deals with the limitations
of the economic approach resulting from bounded self-interest. Individuals
have been found to behave in a non-selfish way in many situations, which
has implications for economic theory in three respects. First, experimental
economics has shown that pro-social preferences play a major role in human
behaviour: individuals often follow social norms, like fairness or reciprocity.
Second, the economic approach does not take sufficiently into account that
individuals do many things out of intrinsic motivation, or because it corresponds
to their self-image (identity). Third, non-selfish behaviour is crucial when market
failure occurs and certain public goods are not, or only insufficiently, produced.
Many areas of public and economic life are characterised by social dilemma
situations, and non-selfish behaviour is a necessary precondition to overcome
them (given that they cannot be regulated by the state). Section five treats the
limitations of the economic approach resulting from its bounded utility concept.
Neoclassical economics has constructed a utility concept completely deprived
of any hedonic content. Utility can only be observed and assessed indirectly
by looking at the revealed behaviour of individuals. In contrast, psychology
treats utility as directly observable: utility can be assessed using measures of
reported subjective well-being (or happiness), which are regularly assessed in
surveys. By using happiness as an alternative measure of welfare, and studying
its economic and institutional determinants, new insights about the impact of
economic and political choices on human welfare can be gained.
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Imperialistic economics drives out psychology

Economics is considered to be ‘the Queen of the Social Sciences’ by its proponents
and to be ‘an Imperialistic Science’ by its critics. Both characterisations of
economics are due to the development toward a fully rational model of economic
decision-making, which represents the core of the generally accepted and
rigorous neoclassical economics. The analytical strengths of the neoclassical
assumptions have made it possible to apply the economic approach not only to
questions traditionally within the scope of economics (market behaviour), but
also to many non-market situations traditionally studied in psychology. Both
aspects of this imperialistic programme are illustrated in this section. After an
outline of the historical development of economic theory, the economic approach
to human behaviour is presented in detail. We discuss its strengths and successes,
and its importance for psychology and other social sciences.

The loss of psychology in economics

Within today’s mainstream economics, the relationship between economics and
psychology can best be described as imperialistic on the part of economics.
In the course of developing neoclassical economic theory, the psychological
content (which still existed in the work of economic precursors) was totally
squeezed out. Many classical economists (those living in the eighteenth and
nineteenth centuries) carefully considered psychological reasoning when
debating preferences and beliefs. Developments in economic science after 1930
have led to a loss of psychological content (Lewin 1996). This can best be shown
with the concept of utility. Using the concept of utility as an illustration is also
useful because the assumption that individuals maximise expected utility is at
the core of neoclassical theory.

The Utilitarians, such as Bentham (1789 [1948]), had very broad views
on utility and were convinced that utility could be measured. Their extensive
reflections on human utility started from the view that human experiences had
a hedonic quality. Bentham, for example, distinguished no less than fourteen
different components of utility. His ‘pleasures’ and ‘pains’ contained many
hedonic experiences resulting from tangible, but also intangible goods, such as
‘pleasure of sense, wealth, skill, amity, a good name, power, piety, benevolence,
malevolence, memory, imagination, expectation, relief and the pleasures
dependent on association’ (Bentham 1789 [1996], S. 34-35). Edgeworth (1881)
even wanted to measure utility using a ‘hedonometer’, assuming that utility
had a cardinal quality.

The 1930s witnessed a revolutionary change in the concept of utility. Robbins
(1932) questioned the existence of a cardinally measurable utility function
based on subjective experiences, and therewith declared a direct assessment of
utility to be impossible. An ordinal concept of utility gained ground. It requires
that utility only be indirectly inferred from actual choices made. Utility is
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only reflected in the ‘revealed behaviour’ of individuals. One can also speak
of ‘decision utility’ in the sense of an ordinal preference index indicating
whether good A is preferred over good B, whether the opposite holds, or
whether individuals are indifferent. Utility thus just becomes a number without
any further substantive meaning whatsoever, and it only serves to explain the
choices made by individuals between various goods. After World War II, these
views have become enshrined in myriads of theoretical treatises and textbooks
as the mainstream ‘New Welfare Economics’. The switch from the idea of
measurable cardinal utility to a preference index of ordinal utility — graphically
represented by the consumer indifference curves — was successful in economics
for two good reasons. First, states of minds, such as how much satisfaction or
pleasure a good yields, are indeed inherently difficult to measure. Economists
endeavouring a scientific approach to their discipline are therefore still deeply
sceptical about being able to measure utility. Second, cardinal utility is not
necessary for economic theory. As Hicks (1934) and Allen (1934) have shown,
demand theory can be entirely grounded in ordinal utility in the form of a
preference index. Samuelson (1938) then formulated the general behavioural
foundations of the still widely accepted standard theory. It attributes utility
solely to actual choices. Revealed behaviour is the only way to find out about
individuals’ utility. This also means that no empirical knowledge of persons’
emotional states or opinions about their utility is needed to explain the choices
individuals make between goods in markets.

For utility to be properly reflected in actual choices, individuals have to
meet some important requirements when making their decisions: they have to
be well (or even perfectly) informed about the alternatives; they have to build
correct expectations about the consequences of their choices; and they have
to pursue their wishes — and only their own wishes — in a logically consistent
way. These assumptions are at the core of neoclassical economics and reflected
in other theoretical cornerstones of economics: the theory of expected utility
maximisation (based on the von Neumann/Morgenstern axioms, see, for
example, Schoemaker 1982; Machina 1987), the theory of rational expectations
(Muth 1961; Lucas and Prescott 1971), and game theory (e.g. Gibbons 1992).
These theories have been cleared of any psychological content in a similar way
to that illustrated for the concept of utility. The ‘homo oeconomicus’, which is at
the centre of the next subsection, is built around these behavioural assumptions
of rational and selfish behaviour.

The economic approach to human behaviour (homo oeconomicus)

The homo oeconomicus stands for a behavioural model which is grounded in
the analysis of human behaviour on markets. Understood as a general social
science paradigm, however, it is in principle applicable to all areas of human
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behaviour (see Becker 1976, 1996; Becker and Murphy 2000; Frey 1999).
Human action can be analysed with the help of five principles.

Individuals act  What happens on the social level is explained by the behaviour
of persons (methodological individualism). This does not mean at all that
human beings are considered isolated; rather, their behaviour can only be
understood as the result of interactions with their surroundings, other people
and institutions.

This approach differs fundamentally from theories in which collectivities
act on their own, as is assumed, for example, in the organic conception of the
state. No further distinctions are made below the level of the individual. This
distinguishes the economic approach from several variants of psychology where
split personalities are studied, and also from sociobiology where there genes
are a level below the individual person.

To take the individualistic stand also means that a person’s evaluations
and normative views are accepted. Statements such as ‘something is socially
desirable’ are taken to be meaningless because ‘society’ is not a behavioural
unit which could proffer an evaluation. What counts is how people in society
evaluate the various possibilities open to them.

Incentives determine behaviour People do not act randomly but react sys-
tematically and predictably to incentives. Incentives signal which possibilities
for action are more advantageous or more disadvantageous. Individuals
compare the advantages and disadvantages of the actions available to them in
an implicit and sometimes explicit way. They thereby also form expectations
about the future. Homo economicus needs not to be fully informed, but he will
seek and find solutions, learn and invent, and extend his limited knowledge if
found worthwhile.

Incentives are structured by preferences and constraints which are strictly
distinguished Changes in human behaviour are attributed (as far as possible)
to observable and measurable changes of the opportunity set determined by the
constraints. The most important constraints individuals face are: (1) disposable
income (including wealth and the possibility of getting credit); (2) the relative
prices for goods and services (in case goods are traded on markets), or in
a more general sense, the implicit prices of the different choice alternatives
(opportunity costs); and (3) the time required for consuming and acting.
The first two conditions define a person’s disposable real income, which is
important for economic analysis. The more general point is, however, that
people’s possibilities for action are always constrained, and therefore there
is a constant necessity to trade off between different alternatives. Moreover,
constraints need not solely be monetary or of time, but can also consist of
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physical or psychological limitations. This potentially opens the economic
approach to the incorporation of psychological effects, as will be shown in
sections three to five.

Individuals pursue their own interests and generally behave in a selfish
way This assumption about preferences seems at first sight to represent a
negative evaluation of man: an egoist is not likeable. This is, however, a mis-
understanding. Selfish behaviour means that it cannot be assumed that every
person acts magnanimously towards others — this would certainly be unrealistic.
Nor does it mean that every person always endeavours to harm others. Selfish
behaviour takes a middle position. Most people are neither saints nor devils.
Selfish behaviour can be relied on, especially when human interaction takes place
on anonymous markets. In the economic realm, it can generally be expected
that people act to their own advantage. Whether this assumption also holds for
situations with smaller social distance is discussed in section 4.

On the basis of these five principles of the economic model of human
behaviour, it is possible to derive a central law for economics — the generalised
law of demand. Suitably applied, it allows us to theoretically and empirically
explain how people act.

The law of demand states: if the price (or cost) of a good or activity rises
in comparison to other goods or activities (i.e. if the relative price rises), the
particular good is demanded less and the particular activity is pursued less.

This central law is based on the principle of marginal substitution. A relative
price rise does not provoke a total or abrupt change in behaviour but rather a
more or less strong adjustment to changing scarcities. The law only applies
provided other influences stay constant (this is the ceferis paribus assumption).
The influence of other factors on demand (especially of changes in income)
must be taken into account separately.

An important property of the law of demand is that the direction of the expected
change in behaviour is well determined. The relatively more expensive activity is
undertaken to a lesser extent, and the relatively more expensive good is purchased
and consumed less, and vice versa. This property does not normally obtain for
other influences on demand. In particular, no general theoretical hypotheses
exist about whether higher income raises or lowers demand. The demand for
larger cars may increase with rising income, the demand for ordinary foodstuffs
may decrease. Theoretically, however, the direction of the influence of a higher
income is uncertain; it can only be determined by empirical observation.

The importance of the economic approach for psychology (and other social
sciences)

For psychology (and other social sciences), the significance of the economic
approach to human behaviour lies mainly in its coherence and universal validity
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and that this approach offers clear predictions for behaviour. Psychology, in
contrast, does not have a general model of behaviour, but consists of a large
number of partial theories and special effects, which are more or less isolated
from each other. The differences become clear when the economic approach is
compared to models of behaviour in social psychology, which are also based on
the hypotheses that individuals behave in such a way as to maximise their own
utility (for example, Ajzen 1988; Fishbein and Ajzen 1975). According to these
latter models, social attitudes are the central determinants of behaviour. Attitudes
are defined as a propensity to judge an object as positive or negative. It is taken
as being self-evident that a tendency towards positive judgement is followed by
corresponding behaviour; that, for example, citizens vote for politicians whom
they value, and that they buy goods they think are good. Economists do not say
that behaviour can be predicted on the basis of preferences, a concept that is
related to attitudes in psychology. Some economists (in particular Stigler and
Becker 1977) have even argued that changes in human behaviour can and should
only be explained by changes in constraints. The reason is that it is difficult
to empirically capture and separate changes in preferences from the change
in behaviour that is to be explained. In contrast, changes in constraints are
observable and mostly exogenous. In particular, changes in the prices of goods
and services, which are central for economic analysis, are easy to observe and
quantify. They are, moreover, independent from preference changes of single
individuals, and therefore empirically distinguishable from the latter.

This methodological strategy is not confined to market behaviour. The
economic approach treats ‘prices’ very extensively: the concept includes not
only monetary prices (such as the price of goods) or monetary burdens (such as
taxes), but all costs which arise when undertaking an action (opportunity costs).
Changes in prices or opportunity costs can be identified also in non-market
settings when constraints are broadly understood as all forms of institutions
shaping and coordinating human behaviour (North 1990).

There are many examples of the successful application of this modern view of
economics, in particular in areas of human life that are traditionally linked with
psychology. Important examples are the family: marriage, children, divorce,
suicide (Becker 1971, 1981), including the determinants of abortion (Medoff
1988); drug addiction (Winston 1980; Becker and Murphy 1988); religious
practices (Ehrenberg 1977; Iannacone 1991, 1998); criminal behaviour (Becker
1968; Cameron 1988; Freeman 1999); and social segregation and norms (Becker
and Murphy 2000). Introductory surveys to this literature are given, for example,
in Becker (1976), Frey (1999) and Lazear (2000).

The economic approach is moreover important for psychology and other
social sciences because it takes a completely different view of the possibilities
of influencing human behaviour. The aim of scientific research should not
only be to make sound positive analyses, it should also be to offer advice
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on possible welfare improvements. Economics is able to derive well-defined
policy implications from the general law of demand. The starting point for
inducing behavioural changes are the incentives. Prices for unwanted activities
should be raised in order to lower demand for such activities, and vice versa.
In environmental economics, for example, it is stipulated that a price should
be put on the use of the environment by introducing pollution taxes. Empirical
observation shows that such policies are often effective. In contrast, psychology
generally focuses on people’s preferences when behaviour should be changed.
Influencing people’s preferences, however, is normally much more difficult
than applying the price mechanism, and the direction of behavioural change
often remains unpredictable. For these reasons, it is in many instances easier to
achieve changes in behaviour by relying on the incentive instruments proposed
by economic theory than by trying to change people’s attitudes and values.

The return of psychology

The application of the economic approach to other areas of life has also made
the weaknesses of homo economicus more obvious. There are signs that the
easy gains in insight achieved when the paradigm was applied to new areas are
diminishing (Hirshleifer 1985; Frey 2001). The diminishing marginal returns
of the ‘imperialist programmes’ of economics suggest that the time has come
for a change in direction: in the future, the main emphasis should not lie in
exporting economics but rather in importing aspects and insights from other
social sciences, like psychology. What is needed is an effort to overcome
the model of ‘homunculus economicus’, who is at all times in full control
of his or her emotions, who does not have any cognitive limitations, who is
not embedded in a personal network, who is only extrinsically motivated and
whose individual preferences are not distinguished from his or her individual
happiness. There is already a considerable amount of literature pointing the
way this future development may go, and there are a great number of ideas
from psychology which have been fruitfully introduced into economics (for
other surveys see Earl 1990; Rabin 1998; 2002 or Mullainathan and Thaler
2000). Today’s behavioural economics not only builds on the work of precursors
like Simon (1978), Katona (1975), Leibenstein (1976), and Scitovsky (1976),
but also on German speaking economists like Schmolders (1962) and Johr
(1972). Later, authors like Akerlof (1984), Kahneman and Tversky (1984),
Frank (1985, 1988), and Thaler (1992) contributed important insights. In the
next three sections, we shall discuss several areas in which social psychology
has proved to enlighten economics.

Limits of homo oeconomicus: bounded rationality
Homo oeconomicus is based on the theory of expected utility maximisation,
which builds on logically consistent and rational propositions on how humans
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make decisions (the von Neumann/Morgenstern axioms). These propositions are
generally seen as reasonable, and therefore it was taken as plausible for quite
some time that individuals behave according to them. Over the last two decades,
however, a large literature has accumulated that shows both experimentally and
theoretically that the theory of expected utility maximisation can explain only a
limited part of observed behaviour. This is so because individuals face cognitive
and emotional constraints, which are discussed in this section three.

Behavioural anomalies

Evidence on behavioural anomalies was published early on in economics journals.
The Allais paradox (1953) and the anomalies found by Ellsberg (1961) regarding
individuals’ treatment of small probabilities were well-known and fundamental,
but were not taken seriously. It needed further experiments by psychologists
(see Tverksy and Kahneman 1974; Kahneman and Tversky, 1979; Kahneman
et al. 1982; Arkes and Hammond 1986; Dawes 1988) and by economists (see
Schoemaker 1982; Hogarth and Reder 1987; Thaler 1992) for behavioural
anomalies to be recognised. These experiments revealed overwhelming evidence
that humans, as well as animals (McDonald et al. 1991), do not act rationally
in the sense of following the von Neumann/Morgenstern axioms. Violations
of expected utility maximisation were found to be not random but systematic.
Important anomalies for economics include (for more complete accounts see
Starmer 2000; Rabin 1998; Frey and Eichenberger 2001): sunk costs (people
tend to take forgone costs into account in their decisions, although they should
only evaluate future costs and utilities); opportunity cost effect (out-of-pocket
monetary costs are given greater weight in the decision calculus than opportunity
costs of the same size); endowment effect (goods in a person’s endowment are
valued more highly than those not held in the endowment); and preference
reversal (when choosing between two lotteries, individuals once choose the
first and once choose the second lottery when the decision context is logically
completely identical, but framed differently). Moreover, anomalies well known
in social psychology like availability bias, anchoring, certainty effect, reference
point effect and especially framing can be relevant for economic contexts. All
these anomalies show that expected utility maximisation theory does not fully
describe individual behaviour under risk and uncertainty. What the consequences
are for economic theory is thus an important question.

Orthodox economists often advance the argument that anomalies might be
relevant at the individual level, but that they are not important for aggregate
markets. The more complete and efficient a market is, so goes the standard
counter-argument, the more ‘irrational” agents are driven from the market, and
the less anomalies are observed. Individuals prone to anomalies lose money,
which allows rational agents to take over wealth and dominate the overall
market. Even if a substantial number of individuals are prone to anomalies,
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market forces provide strong monetary incentives for rational decisions. For
market outcomes to be efficient, moreover, it is sufficient if only some ‘marginal’
agents act rationally and exploit arbitrage possibilities. Empirical tests of the
hypothesis that markets are efficient are therefore a crucial means for evaluating
the relevance of psychological factors for economic theory. In recent years,
many such studies have been conducted for financial markets, because they
come the closest to the ideal of a perfect market. Two studies are summarised
as an example (based on Mullainathan and Thaler 2000; see Shleifer 2000 for
a more detailed account of this literature).

The study by De Bondt and Thaler (1985) is explicitly motivated by the
psychological finding that people overreact to new information and underweight
more distant information when taking decisions. Given that investors on stock
markets behave accordingly, it can be expected that stocks which have performed
well over a period of time will be overvalued. Individuals who overreact to
good news drive the prices of these stocks too high. Similarly, stocks which had
performed badly for some time should be undervalued. From this, DeBondt and
Thaler derive the hypothesis that past ‘winners’ should have lower future returns
than the average market, while past ‘losers’ should outperform the market.
Using data from the New York Stock Exchange, they are able to corroborate this
hypothesis: the 35 stocks which had performed the worst over the past five years
yielded above-average returns over the next five years, while the 35 biggest
winners subsequently underperformed. Thus, bounded rationality (in the sense
of limited cognitive information processing abilities) plays a role in investor
decisions, and the anomaly is evident even at the aggregate market level.

Odean (1998) investigates whether investors are subject to loss aversion,
i.e. whether they weight losses more heavily than gains. This is the case, for
example, if investors are more reluctant to realise capital losses than to realise
capital gains. Odean’s empirical study finds exactly this behaviour: around 15
per cent of all gains are realised by investors, but only 10 per cent of all losses.
This behaviour, however, comes at an economic cost and is surprising in so far
that investors face strong monetary incentives to make rational decisions.

Ahost of other studies have identified anomalies in financial markets. A recent
overview of the by-now substantial literature is given by Shleifer (2000); see
also the more popular book by Shiller (2000).

Self-control problems

Individuals are also boundedly rational because they are often not able to stick to
their long-term goals, but succumb to the temptation of immediate gratification.
Human beings have limited will-power. An obvious example is smokers who
want to quit in the interests of better long-term health, but repeatedly fail to
refrain from the immediate pleasure of smoking a cigarette. Such ‘self-control
problems’ are also relevant for economic contexts. Banks et al. (1998), for
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example, show that people’s consumption expenditures fall sharply when
they retire and their incomes drop. This is against their long-term preferences,
because most people would like to maintain their standard of living even after
retirement. But individuals simply seem unable to save enough for retirement.
One reason for this is that individuals’ short-term and long-term preferences
often conflict with each other: saving more money would be in their long-term
interests, but the ‘short-term selves’ of people often choose the immediate
gratification of spending the money. As this behaviour violates intertemporal
utility maximisation, the phenomenon is also called ‘time-inconsistent
preferences’ or ‘hyperbolic discounting’ (Laibson 1997; O’Donoghue and Rabin
1999; for a critical evaluation see Frederick et al. 2002). Self-control problems
have been identified for a wide range of consumer decisions (Angeletos et al.
2001; Mullainathan and Gruber 2002). However, the existence of self-control
problems does not mean that the rational choice approach has to be completely
relinquished. One of the defining characteristics of human beings is that they
are able to recognise their weaknesses and to overcome them (at least partly).
A much-discussed way to circumvent anomalies, or to reduce the cost incurred
when falling prey to them, is to establish rules of self-commitment. Probably
more importantly, individuals resort to social institutions in order to get help
when struggling to overcome their weaknesses (Frey and Eichenberger 2001).
For example, individuals who know that they are unable to resist the temptation
of consuming more and faster than they wish, have an incentive to support
political actions forcing them to plan more for their future, e.g., by introducing
an obligatory old age pension scheme run by the state.

Emotions

Apart from cognitive limitations, human decisions can also be constrained by
emotions. This seems clear: everybody is aware of situations where strong
emotions have precluded a rational decision. In recent years, the role of emotions
in human decision making has been studied mainly by psychologists (for a
survey see Loewenstein and Lerner 2001). The mostly experimental studies
have identified numerous effects of emotions on behaviour. Nevertheless, the
relevance of emotions for a general model of (market) behaviour is not very clear
(Elster 1998). First, there are hardly any empirical studies which try to isolate
emotional effects in economically relevant contexts. The investigations of self-
control problems illustrated in the previous subsection come closest. Second,
in many situations it is difficult to distinguish ‘good’ and ‘bad’ influences of
emotions. The view that all emotions are irrational is not supported by current
research (Loewenstein and Lerner 2001, p. 38). Whereas emotions may lead to
suboptimal decisions in some situations, the absence or deliberate oppression
of emotions can substantially harm the ability of individuals to make a decision
at all (Damasio 1994). Third, further investigation is needed to establish the

72 The Elgar companion to economics and philosophy

extent to which emotions change market outcomes. If positive and negative
emotions are distributed randomly across market participants, for example, the
(potential) behavioural effects tend to average out in the aggregate.

Limits of homo oeconomicus: bounded self-interest

The economic approach starts from the assumption that people are selfish. It has
been repeatedly shown that in many situations, especially when individuals act
in markets, this is a powerful approximation to actual behaviour (Smith 1962;
Becker 1976). Over the last ten years, however, experimental economists and
other social scientists have collected unambiguous evidence that individuals
are often boundedly selfish. This finding is important for many economically
relevant situations of exchange between individuals that do not correspond to the
traditional view of a perfectly functioning market. In this section, three applica-
tions are discussed: (1) the role of pro-social preferences, like norms of fairness
and reciprocity, in shaping human behaviour and market outcomes; (2) the role
of intrinsic motivation and identity for economics; and (3) the role of non-selfish
behaviour for overcoming social dilemmas (i.e. when markets fail).

Pro-social preferences

The assumption of rational self-interest has been tested intensively over the
last few years, and the introduction of experimental techniques into economic
science has played a major role in this regard. Economic experiments are
different from experiments undertaken by other social scientists (like, for
example, psychologists) mainly because individuals are paid to participate in
the experiment. This makes it possible to derive game theoretic predictions about
how a homo economicus would act in a given experiment. The predictions can
then be compared to actual behaviour.

A large number of experiments have now been conducted, showing that
individuals often do not act like complete egoists (for surveys see Fehr und
Gichter 2000; Fehr and Schmidt, 2003). The observed behaviour can only
be explained by other-regarding, pro-social preferences: individuals follow
social norms like fairness, reciprocity, or altruism. By fairness it is meant that
people want to achieve an equitable distribution of resources between the parties
involved in an exchange relationship. Reciprocity means that individuals reward
kind actions of others by acting kindly as well, and punish unkind actions by
responding in a hostile manner, even if this comes at a (monetary) cost. Both
types of behaviour are not compatible with homo economicus, as well as a third
type of pro-social preference often observed which consists of unconditional,
pure altruism (Andreoni 1989; Frey and Meier 2004).

The existence of pro-social preferences has hardly any consequences for
aggregate outcomes on markets if exchanges are perfectly contractible. On
incomplete markets, however, they can substantially alter market outcomes. An
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impressive example is given by Bewley (1999) who conducted an extensive
survey of American personnel managers during the recession of the early 1990s.
Asked why firms did not cut their workers’ pay (although that is what economics
would expect firms to do in a recession, because of the difficult market situation,
and because rising unemployment allows them to do so), personnel managers
answered: pay cuts would be perceived as unfair, and workers would react
negatively to them by lowering their work morale. This surprising result is
based on the fact that labour contracts are incomplete: because not all aspects
of a job can be contracted upon ex ante, workers are given some discretion.
Obviously, when workers decide to use their discretion in the interests of the
firm (high work morale) or not (low work morale), preferences for fairness seem
to play a major role. High work morale can thus be maintained by not cutting
pay. But these fairness considerations also come at an economic cost. Because
they lead to downward wage rigidities (which have been observed for many
industrialized countries), workers are laid off rather than average wages of the
workforce lowered. This causes higher unemployment than would be observed
on a perfectly functioning labour market. Pro-social preferences are also of some
importance for consumer decisions. As has been shown in surveys for the US
(Kahneman et al. 1986) and for Europe (Frey 1999, Chapter 10), consumers
judge the prices set by companies mainly by their fairness.

Intrinsic motivation and identity

Economic analysis is based on the idea that individuals respond systematically
to changes in relative prices. Incentives set from outside motivate people to
act in a predictable way. This view disregards that there are other motivating
forces, like intrinsic motivation or individuals’ self-image (identity). They
can systematically affect market outcomes or the effectiveness of incentive
instruments, as will be shown in this subsection.

Psychologists generally distinguish between two kinds of motivation: extrinsic
motivation, induced by manipulations of rewards or sanctions from the outside
(the economist’s relative prices), and intrinsic motivation, where people perform
an activity for its own sake or because of reasons lying within their own person
(DeCharms 1968; Deci 1971). Intrinsically motivated behaviour is relevant in
many areas of economic and political life; examples are work morale, voluntary
compliance with social norms, civic virtue, or tax morale. For economic theory,
intrinsic motivation is of special importance because it cannot be simply treated
as a constant. There is a systematic dynamic interaction between extrinsic and
intrinsic motivation. Experimental research in psychology has shown that,
under identifiable conditions, external interventions affect people’s sense of
self-determination, self-perception and their feeling of justice, which in turn
influences intrinsic motivation (e.g. Deci and Ryan 1985). Among psychologists,
much attention has been paid to the ‘hidden costs of reward’ (see Lepper and
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Greene 1978), stating that introducing a reward into a situation where people
already have a high interest in an activity results in a decrease in their intrinsic
motivation (see Deci et al. 1999 for a survey). This finding has been introduced
into economic theory as the ‘crowding-out effect of intrinsic motivation’ and
has been applied to many economically relevant contexts (for surveys see Frey,
1997; Frey and Osterloh 2001; Frey and Jegen 2001). The damage done to
intrinsic motivation by changing external instruments helps explain why pricing
(monetary rewards) and regulating (the use of punishment) under identifiable
conditions prove to have little or sometimes even counterproductive effects. For
example, work incentives in the form of pay for performance can undermine
work morale if they are perceived as controlling (in the sense that the workers’
voluntary efforts are not acknowledged), and therefore often do not lead to
increases in work effort. The crowding out effect suggests that economic
incentives and the price mechanism more generally should only be used with
caution if individuals have some intrinsic motivation to undertake an activity.

Identity (an individual’s self-image) can also lead to decisions that conflict
with rational self-interest. A strong identity can undermine the workings of
economic incentives if people derive utility from behaving according to their
self-image. Akerlof and Kranton (2000) show that this is relevant in many
economic areas. For example, the still very unequal distribution of the sexes
across different jobs is difficult to reconcile with economically rational decisions
of men and women. It can be explained, however, if individuals derive utility
from conforming with a (socially predetermined) gender identity. Identities are
supposed to influence economic decisions in areas like consumption, savings,
education, work relations, or donations, although there is not yet much rigorous
empirical evidence on these topics.

Market failure and social dilemmas

Markets generally fail in the production of public goods: if no one can be
excluded from the consumption of a good and therefore does not have to pay
a price for it, these public goods are either not produced or only suboptimally
produced in the market, although their existence would be desirable from a
societal point of view. Because in these situations, individual and collective
rationality diverge, they are also called social dilemmas. Social dilemmas exist
in a considerable number of economic and political contexts: e.g. environ-
mental protection, a functioning legal system, national defence, the formation
of political interest groups, unionisation, teamwork in firms, and functioning
cartels, all advance the welfare of the respective group or even of society as a
whole. But everyone can profit from these public goods, even if he or she has
not incurred costs to facilitate their production. Traditional economics offers
two solutions: the structure of the problem can be changed by defining property
rights, so that individually rational behaviour again leads to socially desirable
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outcomes. This approach is often advanced, for example, in environmental
economics with the claim that environmental certificates (pollution rights)
should be introduced. Alternatively, public goods can be produced by the state
(via tax financing), which is, for example, the case in national defence or the
provision of a legal system.

These solution concepts disregard, however, that they possibly start from
wrong premises. As has been shown in the subsection on ‘pro-social preferences’,
individuals do not always act selfishly, but are often willing to cooperate. Social
dilemmas thus can also be solved by providing an institutional environment
that enables and encourages cooperation. This is especially important for social
dilemma situations that are confined to relatively small groups of people, i.e.
where government interventions do not make much sense and it is not possible
to define property rights. Examples are common pool resources with respect to
the environment and, for the economic realm, firm-specific pool resources (e.g.
a firm’s reputation, accumulated firm-specific knowledge, or core competences).
Ostrom (1990, 2000) shows that common pool resources are governed efficiently
when social sanctioning mechanisms can come into play through the possibility
of self-organisation and self-regulation. Thus, non-selfish behaviour is often a
valuable, if not necessary, precondition to overcome social dilemma situations
and mitigate the consequences of market failure. The traditional economic
approach systematically disregards such possibilities.

Beyond a bounded utility concept: economics and happiness

Over the past few years, economists have become increasingly interested in
happiness or subjective well-being (surveys are given by Frey and Stutzer
2002a, 2002b). This area has long been the province of psychologists (see, for
example, Kahneman et al. 1999). It has become clear, however, that the concept
of happiness is able to offer new insights on issues which so far have been treated
lightly or been totally neglected by neoclassical economics. First, happiness
research helps to identify the determinants of individual well-being. Happiness
can thus serve as an alternative measure for welfare. A considerable number
of economists have become convinced that utility should be given content in
terms of happiness, and that it can, and should, be measured. Subjective well-
being is assessed in surveys on individuals’ happiness or life satisfaction. It is
a straightforward strategy to ask individuals directly about their well-being,
and it corresponds to a good tradition in economics: as people are supposed to
be the best judges of the overall quality of their own lives, one should rely on
their individual judgements. Second, happiness research offers new possibilities
for testing economic theories and discriminating between theoretical answers
on empirical phenomena. Some of the results clearly contradict the standard
assumptions of economics as used in most models, but others support the
conventional economic views. By way of example, this inspiration of economic
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research is discussed with respect to four different issues: (1) Does money (in
the form of higher income) buy happiness? (2) Are people in poor countries
happier than people in rich countries? (3) Do people get accustomed to higher
income? (4) How does unemployment affect happiness?

(1) 25 years ago, Easterlin (1974) asked the question whether higher income
would lead to greater happiness (i.e. that, corresponding to the economic
view, more money would result in more utility). Easterlin’s research received
some attention, but only towards the end of the 1990s did economists
begin to conduct large-scale empirical analyses of the relationship between
income and subjective well-being (see, for example, Di Tella et al. 2001).
It is a stable result of all these studies that richer people are on average
happier than poorer people. But the studies also show that income does not
have much effect on happiness; other factors like health or having a job
are equally or more important. Research has also addressed the question
of causality: does a higher income lead to happiness, or do happier people
simply earn more money? Using exogenous life events like winning the
lottery, it can be established that causality indeed runs from more money
to more happiness. Income, moreover, seems to have decreasing marginal
utility: for low-income persons, an improvement in the income level raises
happiness substantially, while for high-income persons, this is not the case.
These results give support to traditional economic views, while others are
contradictory. For example, one reason for the limited effect of income on
happiness is that individuals evaluate their income not so much in absolute
terms, but with respect to other people (relative income hypothesis). The
importance of relative income can explain why, on average, richer people
are happier in a country at a certain point in time, but why raising average
incomes does not increase the average happiness of the population over
time.

(2) Sometimes it is questioned whether people living in richer countries are
any happier than people living in poor countries. A number of studies have
shown, however, that this is not the case (for example Diener et al. 1995, and
Inglehart 1990). Corresponding to conventional economic views, welfare
is positively connected with economic development. On average, persons
living in countries with a higher GDP per capita are happier than those
living in poor countries. The differences in income between the countries
are measured by using exchange rates, as well as purchasing power parities,
in order to control for the international differences in the cost of living.
However, there again seems to be decreasing marginal utility of money.
While in poor countries economic growth is able to raise happiness, GDP
becomes less important for more developed countries. This suggests that
additional factors are important to explain differences in reported subjective
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well-being between countries. The evidence nevertheless indicates that the
notion that people in poor countries are happier because they live under
more ‘natural’ and less stressful conditions is a myth.

For many countries, however, a striking and curious result has been found:
whereas per capita income has risen sharply over past decades, average
happiness has stayed constant, or has even declined over the same period
(e.g. Blanchflower and Oswald 2000). In the United States, for example,
real per capita income has risen from US$ 11000 in 1946 to US$ 27000
in 1991, i.e. by a factor of 2.5, but average life satisfaction has fallen
from 2.4 to 2.2 (on a three-point scale). Obviously, people adapt to raising
incomes over time. This might have to do with the notion that relative
income matters: if everyone gets richer, overall happiness is not affected.
Alternatively, people might adjust their aspirations over time. Initially,
higher income causes a rise in happiness, but then one gets used to the
higher income level and happiness adjusts downwards (for psychological
theories of adaptation see Helson 1964, or Frederick and Loewenstein
1999). This phenomenon suggests that happiness is importantly influenced
by the difference between aspiration levels and the things already achieved
(e.g. Inglehart 1990, chap. 7). It also explains why most people feel less
happy in the present than they think they were in the past, but expect to
become happier in the future (Easterlin 2001).

Most economists see unemployment as an unfortunate event to be
avoided as much as possible. To become unemployed is considered to be
burdensome and, above all, involuntary. But there are also economists who
hold a quite different view. Following the ‘new classical macroeconomics’,
unemployment is voluntary. People choose to go out of employment because
they find the burden of work and the wages paid unattractive compared
to being unemployed and getting unemployment benefits. Involuntary
unemployment is a disequilibrium phenomenon and exists only in the short
run until individuals and firms have adjusted. The issue of whether, and
to what extent, the unemployed are dissatisfied is therefore unresolved.
Happiness research on unemployment is able to offer important insights
on this topic.

How particular people are affected when they become unemployed
can be analysed with the help of individual micro-level data. The
studies conducted have consistently documented a detrimental effect of
unemployment on psychological well-being (see Darity and Goldsmith
1996 for a survey from the economic perspective). Based on their study
for Britain, Clark and Oswald (1994) state that ‘joblessness depresses
well-being more than any other single characteristic (including important
negative ones such as divorce and separation)’ (p.655). Using panel data
for Germany, Winkelmann and Winkelmann (1998) show that the effect of
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unemployment on happiness is in fact causal. It is not due to unobserved
individual specific characteristics which might affect the likelihood of
becoming unemployed and happiness simultaneously. In the same vein,
all the studies control for losses in income or other indirect effects which
might depress the happiness of the unemployed. Still, they find a large,
negative ‘pure’ effect of being unemployed on happiness.

People may be unhappy about unemployment even if they are themselves
not put out of work. They may feel bad about the unfortunate fate of those
unemployed, and they may also feel there are repercussions on the economy
and society as a whole. They may dislike the increase in unemployment
contributions and taxes likely to happen in the future, they may fear that
crime and social tension will increase, and they may even see the threat
of violent protests and uprisings. A study of 12 European countries over
the period 1975-91 (Di Tella et al. 2001) indeed finds that an increase
in the general rate of unemployment reduces reported life satisfaction
considerably.

Concluding remarks

The relationship between economics and psychology is characterised by a phase
of economic imperialism and a phase of psychological inspiration. After World
War I1, the development towards the neoclassical standard model has squeezed
almost all psychological content out of economics. The resulting economic
model of human behaviour has been successfully applied to other areas outside
the economy, some of them traditionally studied by psychology.

In recent years, economics has been inspired more and more by psychology.
As behavioural anomalies were increasingly recognised, and more attention
paid to the role of self-control problems and emotions in individual decision-
making, a ‘behavioural economics’ gained ground. Today, it is on the way to
being accepted even by mainstream economists. It is no longer taken for granted
in economics that individuals always act as rational selfish maximisers. It is
now seen as important that people have pro-social preferences, that extrinsic
incentives may harm intrinsic motivation, that people act according to their
identities, and that non-selfish behaviour is essential for overcoming social
dilemma situations. It does not seem to be an irrational expectation to us that
in the future, many other concepts and ideas will be fruitfully borrowed from
psychology in order to make economics a more inspiring science.
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5 Institutional economics: from Menger and
Veblen to Coase and North

Geoffrey M. Hodgson

Introduction

Institutional economics is now a major subdiscipline, with important applications
to studies of business, developing economies, transitional economies, property
rights and much else. Prominent names in this ‘new institutional economics’
include the Nobel Laureates Ronald Coase and Douglass North, as well as Oliver
Williamson — the most highly cited economist of all time. In some respects
their work continues a tradition which can be traced back to Carl Menger in the
nineteenth century. Modern ‘new institutional economics’ was also preceded in
America in the interwar period by another tradition of ‘institutional economics’,
inspired by Thorstein Veblen, Wesley Mitchell and John Commons. For a time
this was pervasive in leading American universities and research institutes.

This entry surveys both the ‘new’ and the ‘old’ institutional economics, with a
focus on some important theoretical and philosophical issues. Foremost among
these are the questions of methodological individualism, the depicted relationship
between individuals and institutions, and the nature of institutions themselves.
These issues tie in closely with the question of the relationship between agency
and structure, which is central to the philosophy of the social sciences.

It is proposed here that there are distinguishing and characteristic theoretical
approaches within both the ‘old” and the ‘new’ institutionalism, and hence in
some respects the two traditions contrast with each other. However, it is important
to emphasize that there are not only important theoretical and philosophical
differences between each camp, but also within each camp. Furthermore, these
internal differences are no less great if we turn to matters of policy and politics.
Itis possible to find conservative defenders of capitalism, institutional reformers,
critics of unrestrained markets, and advocates of socialism or planning that
are prominent in both the old and the new institutional economics. The two
schools are not readily distinguishable in terms of ideology. In any case, our
fundamental concern here is not with matters of policy but with the theoretical
and philosophical foundations of each school.

Three sections follow. The first discusses an essential characteristic of the
old institutional economics and identifies some of the problems involved. The
second examines the central theoretical project of the new institutionalism
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and some of the recent criticisms of its plausibility. The third and final section
discusses some of the recent partial convergences between the old and the
new institutionalism and the agenda for further enquiry. It is argued that a
reformulated institutionalist project is beginning to emerge.

A central theme of the ‘old’ institutional economics

A common theme pervades institutionalism, from the writings of Veblen in the
1890s to those of John Kenneth Galbraith in more recent decades. A notion that
the individual is not given, but can be reconstituted by institutions, pervades
that tradition. For instance, in 1909 Veblen (1919, pp.242-3) wrote:

The wants and desires, the end and the aim, the ways and the means, the amplitude
and drift of the individual’s conduct are functions of an institutional variable that is
of a highly complex and wholly unstable character.

Likewise, writing in 1899, Commons (1965, p.3) saw institutions as ‘shaping
each individual’. Commons (1934, p.73—4) made it clear that ‘the individual
with whom we are dealing is the Institutionalized Mind. ... Individuals ...
meet each other ... prepared more or less by habit, induced by the pressure of
custom’. Mitchell (1910, p.203) made a similar point:

Social concepts are the core of social institutions. The latter are but prevalent habits
of thought which have gained general acceptance as norms for guiding conduct. In
this form the social concepts attain a certain prescriptive authority over the individual.
The daily use by all members of a social group unremittingly molds those individuals
into common patterns without their knowledge, and occasionally interposes definite
obstacles in the path of men who wish to act in original ways.

In his study of the evolution of money as an institution, Mitchell (1937,
p-371) emphasized how it changed human mentality and nature:

Now the money economy ... is in fact one of the most potent institutions in our whole
culture. In sober truth it stamps its pattern upon wayward human nature, makes us
all react in standard ways to the standard stimuli it offers, and affects our very ideals
of what is good, beautiful and true.

Similarly, Clarence Ayres (1944, p.84) explained:

‘wants’ are not primary. They are not inborn physical mechanisms and they are
certainly not spiritual attributes. They are social habits. For every individual their point
of origin is in the mores of his community; and even these traditions have a natural
history and are subject to modification in the general process of social change.

The idea that individual tastes are not given, but are shaped by institutional
circumstances and by particular influences such as advertising, is a major theme
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in the writings of Galbraith. For instance, Galbraith (1969, p. 152) insisted that
individual ‘wants can be synthesized by advertising, catalysed by salesmanship,
and shaped by the discreet manipulations of the persuaders’. The theme persists
throughout his writings. Indeed, no author has brought these ideas to the attention
of the modern reader more clearly and resolutely than Galbraith. His analysis
puts particular emphasis on the effects of advertising on individual wants. This
is one version of the core institutionalist story. More generally, institutionalists
recognize the potential influence of many institutions on individual habits,
conceptions, and preferences.

Such ideas permeate and endure through the ‘old’ institutionalism as a whole.
The ‘old’ institutionalism is distinguished from both mainstream economics
and the ‘new institutional economics’ precisely for the reason that it does
not assume a given individual, with given purposes or preference functions.
Instead of a bedrock of given individuals, presumed by the mainstream and new
institutional economics, the old institutionalism holds to the idea of interactive
and partially malleable agents, mutually entwined in a web of partially durable
and self-reinforcing institutions. No other criterion demarcates so clearly the old
institutional economics, on the one hand, from new institutional and mainstream
economics on the other (Hodgson 1988, 2004).

Note that the acceptance of the institutionalized individual does not immediately
rule out the possibility that institutionalism and neoclassical economics may be
complementary. Although Veblen wished to purge economics of classical and
neoclassical errors, other institutionalists searched for some complementarity
between neoclassical and institutional economics. This group included leading
institutionalists such as Commons, Mitchell, John Maurice Clark and Arthur F.
Burns. They all saw institutionalism as compatible with aspects of Marshallian
price theory. This is a controversial position. But the complete exclusion of
any element of neoclassical economics from institutionalism would rule out
Commons and several others from the institutionalist canon.

Having identified the most important common theme in old institutionalism,
it is necessary to enquire more deeply into its meaning. Several versions of
this doctrine have surfaced over the years. It is also necessary to deal with
some potential misunderstandings and rebuttals. Perhaps the most frequent
attack on the notion that individual tastes and preferences are moulded by
circumstances is the criticism that this leads to some kind of structural or cultural
determinism. The individual, it is said, is made a puppet of social or cultural
circumstances.

Admittedly, some old institutionalists have promoted such a view. When
Ayres (1961, p. 175) wrote that ‘there is no such thing as an individual” he was
giving succour to such ideas (Rutherford 1994, pp.40—41). The danger is to see
social order as exclusively a ‘top down’ process in which individuals are formed
and cajoled by institutions, with a neglect of individual autonomy and agency.
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The Ayresian version of the old institutionalism has been so prominent in the
post-1945 era that many commentators wrongly take it to be representative of
institutionalism as a whole.

However, such exclusively ‘top down’ versions of the core institutionalist
idea are not common to all old institutionalists. This is clearly the case with
both Veblen and Commons. For instance, Veblen (1919, p.243) argues that
institutions are the outcome of individual behaviour and habituation, as well
as institutions affecting individuals:

The growth and mutations of the institutional fabric are an outcome of the conduct
of the individual members of the group, since it is out of the experience of the
individuals, through the habituation of individuals, that institutions arise; and it is
in this same experience that these institutions act to direct and define the aims and
end of conduct.

Writing in 1899, Commons (1965, pp. 6-8) wrote similarly of the dependence
of institutions upon beliefs:

Social beliefs ... furnish the basis in the affections of each person which alone makes
possible his responsiveness to the appeals of those with whom he must cooperate.
The institution in which he finds himself is both the cause and effect of his beliefs. ...
Common beliefs and desires are the vitalizing, active force within the institution.

These statements show a valid recognition of both the dependence of institutions
upon individuals and the moulding of individuals by institutions. In the writings
of Veblen and Commons there is both upward and downward causation;
individuals create and change institutions, just as institutions mould and constrain
individuals. Institutionalism is not necessarily confined to the ‘top down’ cultural
and institutional determinism with which it is sometimes associated.

A merit of the institutionalist idea that institutions shape individual behaviour
is that it admits an enhanced concept of power into economic analysis. Power
is not simply coercion. For Steven Lukes (1974), the over-emphasis on the
coercive aspect of power ignores the way that it is often exercised more subtly
—and often without overt conflict. He points out that supreme power is exercised
by orchestrating the thoughts and desires of others. These considerations are
absent from mainstream economics. Preference functions are not subject to
‘reconstitutive downward causation’ from institutions to individuals (Hodgson
2002, 2004).

Learning typically takes place through and within social structures, and at
least in this sense it is an important case of reconstitutive downward causation.
Neoclassical economics has difficulty accommodating the notion of learning
because the very idea of ‘rational learning’ is problematic. It treats learning as
the cumulative discovery of pre-existing ‘blueprint’ information, as stimulus and
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response, or as the Bayesian updating of subjective probability estimates in the
light of incoming data. However, instead of the mere input of ‘facts’ to given
individuals, learning is a developmental and reconstitutive process. Learning
involves adaptation to changing circumstances, and such adaptations mean
the reconstitution of the individuals involved. Furthermore, institutions and
cultures play a vital role in establishing the concepts and norms of the learning
process (Hodgson 1988).

The single most important characteristic of institutionalism is the idea that
the individual is socially and institutionally constituted. The argument here is
that all the old institutional economists, from Veblen to Galbraith, embrace the
notion that the individual is moulded by cultural or institutional circumstances.
Within institutionalism, there are many variants of this view.

By adopting this approach, conceptions of social power and learning are
placed at the centre of economic analysis. This means that institutionalism is
more able to address questions of structural change and long-term economic
development, including the problems of less-developed economies and the
transformation processes in the former Soviet bloc countries. On the other
hand, the analysis becomes much more complicated and less open to formal
modelling. In normative terms, the individual is no longer taken as the best judge
of his or her welfare. This opens up the difficult question of the discernment
and evaluation of human needs.

In mainstream economics, it is partly because of perceived difficulties of
analytical tractability that individuals are often taken as given. To assume
otherwise would seem to make things much too complicated. The old
institutionalist ideas might seem reasonable (as long as exclusively ‘top down’
approaches are avoided and an explanatory role for the individual is retained),
but their theoretical application may seem to encounter insurmountable problems
of analytical tractability.

The classic ‘new’ institutionalist project

By contrast, a unifying theoretical project in the ‘new institutional economics’
is to explain the existence of political, legal, or social, institutions by reference
to a model of given, individual behaviour, tracing out its consequences in
terms of human interactions. The explanatory movement is from individuals
to institutions, taking individuals as primary and given. An initial institution-
free ‘state of nature’ is typically assumed.

For example, in a book first published in German in 1871, Carl Menger (1871
[1981]) pioneered a basic analysis of how institutions evolve. He saw many
institutions emanating in an unplanned and unforeseen process, from the rational
decisions and interactions of individual agents. His chosen example was the
institution of money. Menger saw money as emanating in an undesigned manner
from the interactions of individual agents. He started with a barter economy
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and its well-known problem of a lack of a general ‘double coincidence of
wants’. To deal with this problem, traders look for a convenient and frequently
exchanged commodity to use in their exchanges with others. Once such usages
become prominent, a circular process of institutional self-reinforcement takes
place. Emerging to overcome the difficulties of barter, a prototypical money is
chosen because it is a frequently-used commodity, and its use becomes all the
more frequent because it is chosen. Money is chosen because it is convenient,
and it is convenient because it is chosen. This circular positive feedback leads
to the emergence of the institution of money.

Once convenient regularities emerge, a circular process of institutional self-
reinforcement takes place. Apart from the emergence of money, other examples
in this literature include driving on one side of the road and traffic conventions
at road junctions (Elster 1989; Schotter 1981; Sugden 1986; Ullmann-Margalit
1977; Young 1996). For instance, once the convention of driving on the left
of the road is established in a country, it is clearly rational for all drivers to
follow the same rule.

In the above cases, the typical starting point is a set of given individuals.
Although in many cases it is not strictly a theoretically necessary starting point,
it is often asserted as necessary or desirable. The injunction that institutions
should be explained entirely in terms of given individuals, perhaps including
some assumptions as to how they are related together, is a version of
methodological individualism. This term is used in several different ways, but
one strong and prominent usage is the doctrine that all social phenomena should
be explained solely in terms of the properties of, intentions of, and relations
between, given individuals.

This focus on individuals as the ultimate elements in the explanation is clearly
evident, for example, in North’s (1981) theory of the development of capitalism,
Coase’s (1937) and Williamson’s (1975, 1985) transaction cost analysis of the
firm, and Schotter’s (1981) general game-theoretic analysis of institutions. In all
these cases, the proposal is to start with given individuals and their interactions,
and from that starting point to move on to explain institutions.

The value of this work should not be denied. Substantial heuristic insights
about the development of institutions and conventions have been gained on
the basis of the assumption of given, rational individuals. The main problem
addressed here is the inherent incompleteness of the research programme
in its attempt to provide a general theory of the emergence and evolution of
institutions.

A fundamental criticism has been advanced by Alexander Field (1979,
1981, 1984). In attempting to explain the origin of social institutions, the new
institutional economics has to presume given individuals acting in a certain
context. Along with the assumption of given individuals, is the assumption of
given rules of behaviour governing their interaction. What is forgotten is that
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in the original, hypothetical, ‘state of nature’ from which institutions are seen
to have emerged, a number of weighty rules, institutions and cultural and social
norms have already been presumed. Arguably, these original institutions, roles
and norms are unavoidable: even in an unreal ‘thought experiment” we can
never properly envisage an original ‘state of nature’ without them.

For example, game theorists such as Schotter (1981) take the individual ‘for
granted’, as an agent unambiguously maximizing his or her expected payoff.
Further, in attempting to explain the origin of institutions through game theory,
Field points out that certain norms and rules must inevitably be presumed at
the start. There can be no games without rules, and thus game theory can never
explain the elemental rules themselves. As Field (1984, p.703) argues:

Game theorists sometimes become so enamored of the mechanics of the theory and the
single-minded determination of their players to win that they lose sight of what any
game-theoretic problem presupposes: the arena in which the players are to compete
or cooperate. ... it is theoretically possible to develop for the game of chess ... a
theory that would predict what actions a rational opponent interested in winning
would undertake given the layout of the board and the next move one makes. But
one will not obtain ... an explanation for why knights move in an L-shaped pattern or
bishops move diagonally. Similarly, although one can investigate with game theory the
dilemmas possibly faced by two prisoners, one should not expect from such a theory
an explanation for why escape or insurrection is not part of the strategy space.

Even in a sequence of repeated games, or of games about other (nested)
games, at least one game or meta-game, with a structure and payoffs, must
be assumed at the outset. Any such attempt to deal with history in terms of
sequential or nested games is thus involved in a problem of infinite regress:
even with games about games about games to the n'" degree there is still one
preceding game left to be explained.

As another example, Williamson’s transaction cost theory of the firm takes
its original state of nature as the market. He writes that ‘in the beginning there
were markets’ (Williamson 1975, p.20; 1985, p.143). This starting point is
characteristic of his approach. From this original context, some individuals go
on to create firms and hierarchies. He argues that these endure if they involve
lower transaction costs.

However, the market itself is an institution. The market involves social
norms and customs, instituted exchange relations, and — sometimes consciously
organized — information networks that themselves have to be explained
(Hodgson 1988, 1998a). Market and exchange relations themselves involve
complex rules.

Markets are not an institution-free beginning. Hence Williamson fails to
explain the firm from an institution-free ‘state of nature’. In a type of comparative
static approach, he assumes one institutional framework and derives another.
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Accordingly, the ‘new’ institutionalist project of starting simply from given
individuals is abandoned.

In particular, the institution of private property itself requires explanation.
Williamson addressed the latter problem in an excursion into legal theory,
arguing that property can emerge through ‘private ordering’, that is,
individual-to-individual transactions, without state legislation or interference
(Williamson 1983).

The possibility of property and contract without any role for the state has been
challenged (Sened 1997; Mantzavinos 2001, ch. 8). However, there is another
fundamental objection. Even if the state is absent, individuals rely on customs,
norms, and, most emphatically, the institution of language, in order to interact.
Interpersonal communication, which is essential to all stories of institutional
emergence, itself depends on linguistic and other rules and norms.

For instance, the shared concept of individual property requires some means
of communication using common concepts and norms, both before and after
explicit or tacit recognition of property rights can be established. Even if the state
can be absent from these processes, some prior institutions are still required.

There are good reasons why the starting point of a given individual is generally
misconceived. Choosing requires a conceptual framework to make sense of the
world. The reception of information by individuals in the new institutionalist
explanatory project requires a paradigm or cognitive frame to process and
make sense of that information. Further, our interaction with others requires
the use of language. Language itself is an institution. We cannot understand
the world without concepts and we cannot communicate without some form
of language. As the old institutionalists argue, the transmission of information
from institution to individual is impossible without a coextensive process of
enculturation, in which the individual learns the meaning and value of the
sense-data that is communicated. The transmission of information between
agents always and necessarily involves such a process of enculturation. In
general, the new institutional economists have devoted insufficient attention
to this point.

In the old institutional economics, cognition and habit have a prior and central
place in the story. This may be expected from a school of thought that insists
that ‘institutions are an outgrowth of habit’ (Veblen 1919, p.241). Knowledge
and learning are stressed. But the crucial difference is the insistence that the
perception of information is not possible without prior habits of thought to
endow it with meaning. Without such habits, agents cannot perceive or make
use of the data received by their senses. Habits thus have a crucial cognitive
role. As Veblen (1914, p.53) put it: ‘All facts of observation are necessarily
seen in the light of the observer’s habits of thought’. Furthermore, acquired
habits and conceptual frameworks are seen to reflect culturally-based social
norms and rules.
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What is being contested here is the possibility of using given individuals as
the institution-free starting point in the explanation. Institutions are structures
which at least constrain and influence individuals. Accordingly, if there are
institutional influences on individuals and their goals, then these are worthy of
explanation. In turn, the explanation of those may be in terms of other purposeful
individuals. But where should the analysis stop? The purposes of an individual
could be partly explained by relevant institutions, culture and so on. These, in
their turn, would be partly explained in terms of other individuals. But these
individual purposes and actions could then be partly explained by cultural and
institutional factors, and so on, indefinitely. We are involved in an apparently
infinite regress, similar to the puzzle ‘which came first, the chicken or the egg?’
Such an analysis never reaches an end point. It is simply arbitrary to stop at
one particular stage in the explanation and say ‘it is all reducible to individuals’
just as much as to say it is ‘all social and institutional’. As Robert Nozick
(1977, p.359) remarks in his critique of methodological individualism: ‘In
this apparent chicken and egg situation, why aren’t we equally methodological
institutionalists?’ The key point is that in this infinite regress, neither individual
nor institutional factors have legitimate explanatory primacy. The idea that all
explanations have ultimately to be in terms of individuals (or institutions) is
thus unfounded.

There is thus an unbreakable circle of determination. This does not mean,
however, that institutions and individuals have equivalent ontological and
explanatory status. Clearly, they have different characteristics. Individuals
are purposeful, whereas institutions are not, at least not in the same sense.
Institutions have different lifespans from individuals, sometimes enduring the
passing of the individuals they contain. Their mechanisms of reproduction and
procreation are very different.

All theories must first build from elements which are taken as given. However,
the particular problem of infinite regress identified here undermines any ‘new
institutionalist’ claim that the explanation of the emergence of institutions can
start from some kind of institution-free ensemble of (rational) individuals in
which there is supposedly no rule or institution to be explained. At the very
minimum, new institutionalist stories of the development of institutions depend
upon interpersonal communication of information. And the communication of
information itself requires shared conventions, rules, routines and norms. These,
in turn, have to be explained. Consequently, the new institutionalist project to
explain the emergence of institutions on the basis of given individuals runs into
difficulties, particularly with regard to the conceptualization of the initial state
from which institutions are supposed to emerge.

This does not mean that new institutionalist research is without value, but
it suggests that the starting point of explanations cannot be institution-free:
the main project has to be reformulated as just a part of a wider theoretical
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analysis of institutions. The reformulated project would stress the evolution
of institutions, in part from other institutions, rather than from a hypothetical,
institution-free ‘state of nature’. It is not suggested that there is a ready-made
answer. It simply means that the question of how institutions emerge from
an imaginary and original world with individuals but without institutions
is misconceived. What is required is a theory of process, development and
learning, rather than a theory that proceeds from an original ‘state of nature’
that is both artificial and untenable.

Abandoning the classic new institutionalist project does not mean that all of
the insights of the new institutional economics have to be abandoned. Many of
these are of lasting importance. The contribution of transaction cost analysis
can be singled out for mention here. Building on the earlier work of Coase,
Williamson (1975, 1985) has made a major contribution to the analysis of the
nature, boundaries and structure of the firm, by use of the concept of transaction
costs. In particular, Williamson significantly extended Coase’s analysis by
applying the transaction cost analysis to the internal structure of the firm.
What is relatively unexplored, however, is the extent to which a transaction
cost explanation may complement rather than displace other explanations of
phenomena related to the firm (Hodgson 1998b). Transaction costs also play a
major role in the work of North (1981, 1990). However, North (1990) departs
from Williamson in stressing the path dependence and possible suboptimality
of some institutional outcomes. Overall, transaction cost analysis is a major
achievement of the new institutional economics.

Recent developments and convergences

The ‘old’ institutional economics had strong evolutionary overtones. One of the
reasons for the rehabilitation of ‘evolutionary’ thinking in economics since the
early 1980s has been an attempt to break the constraints of the ‘comparative
statics” mode of explanation with its two fixed end-points. Accordingly, moves
away from comparative statics and towards a more evolutionary and open-ended
framework of analysis, within what is regarded as the new institutionalism,
have unwittingly led to a degree of convergence with the evolutionary and
open-ended ideas of the old institutionalists. This is apparent in the later works
of Hayek (1982, 1988) and the more recent writings of North (1990, 1994).
We are reminded of Veblen’s (1919, p.37) search for ‘a theory of the process
of consecutive change, realized to be self-continuing or self-propagating and
to have no final term’.

Areformulated institutionalist project would stress the evolution of institutions,
in part from other institutions, rather than from a hypothetical, institution-free
‘state of nature’. Notably, in recent years, a number of significant studies have
developed in this direction. Accordingly, Jack Knight (1992) criticizes much of
the new institutionalist literature for neglecting the importance of distributional
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and power considerations in the emergence and development of institutions. Even
more clearly, Masahiko Aoki (2001) identifies the problem of infinite regress in
much of the former literature and develops a novel approach. He not only takes
individuals as given, but also a historically bestowed set of institutions. With
these materials, he explores the evolution of further institutions, using game
theory. The next step, which Aoki recognizes but does not fully complete, is to
develop a more evolutionary and open-ended framework of analysis. Instead
of focusing on just two points in time — the given starting point and the evolved
outcome — the next step is to develop an evolutionary approach, in which the
emphasis is on the ongoing process of change.

Once we take a step in the direction of a more open-ended evolutionary
approach, another question is raised. If in principle every component in the
system can evolve, then so too can individual preferences. Of course, most
economists recognize that preferences are malleable in the real world. But
they have often taken the assumption of fixed preferences as a reasonable,
simplifying assumption. In contrast, the possibility is raised here that some
malleability of preferences may be necessary to explain fully the evolution
and stability of institutions.

What is proposed here is a contingent and tentative hypothesis. We may briefly
sketch out a possible argument along the following lines. The institutionalizing
function of institutions means that a degree of order and relative stability can be
reinforced despite variety and diversity at the microeconomic level. Institutions
involve rules, constraints, practices and ideas that can — through psychological
and social mechanisms that have to be specified — sometimes mould individual
purposes and preferences in some way. This preference malleability could
improve the possibility and stability of an emergent institution and overcome
difficulties in some cases where institutions fail to emerge.

As noted above, such intuitions can be found in the writings of the neglected
tradition of ‘old’ institutionalism. However, what is lacking in much of this
literature is a clear exposition of the causal processes involved. It is one thing
to claim that institutions affect individuals in a process of downward causation.
It is another to explain in detail the causes and effects. The most satisfactory
explanation of the relevant processes in the writings of the ‘old’ institutionalists
was in the writings of Veblen (1899, p. 190), who wrote: ‘The situation of today
shapes the institutions of tomorrow through a selective, coercive process, by
acting upon men’s habitual view of things’.

From this viewpoint, inspired by pragmatist philosophy and habit—instinct
psychology, the key element in this process is habit. Habits themselves are formed
through repetition of action or thought. They are influenced by prior activity and
have durable, self-sustaining qualities. However, within this paradigm, and
contrary to some popular formulations, habit does not mean behaviour. According
to many authors writing broadly in this tradition since William James and John
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Dewey, it is a propensity to behave in particular ways in a particular class of
situations (Camic 1986; Margolis 1994; Murphy 1994). Crucially, we may have
habits that lie unused for a long time. A habit may exist even if it is not manifest
in behaviour. Habits are submerged repertoires of potential behaviour; they can
be triggered by an appropriate stimulus or context.

Our habits help to make up our preferences and dispositions. When new
habits are acquired or existing habits change, then our preferences alter. Dewey
(1922, p.40) thus wrote of ‘the cumulative effect of insensible modifications
worked by a particular habit in the body of preferences’. Crucially, institutional
changes and constraints can cause changes in habits of thought and behaviour.
Institutions constrain our behaviour and develop our habits in specific ways.
What does happen is that the framing, shifting and constraining capacities
of social institutions give rise to new perceptions and dispositions within
individuals.

Institutions are enduring systems of socially ingrained rules. They channel
and constrain behaviour so that individuals form new habits as a result. At the
level of the human agent, there are no mysterious ‘social forces’ controlling
individuals, other than those affecting the actions and communications of
human actors. People do not develop new preferences, wants or purposes simply
because ‘values’ or ‘social forces’ control them. What does happen is that the
framing, shifting and constraining capacities of social institutions give rise to
new perceptions and dispositions within individuals. Upon new habits of thought
and behaviour, new preferences and intentions emerge.

As above, this process of habit formation, resulting from institutional channels
and constraints, is described above as ‘reconstitutive downward causation’.
The crucial point in the argument here is to recognize the significance of
reconstitutive downward causation on habits, rather than merely on behaviour,
intentions or beliefs. Clearly, the definitional distinction between habit (as a
propensity or disposition) and behaviour (or action) is essential to make sense
of this statement. Once habits become established they become a potential
basis for new intentions or beliefs. As a result, shared habits are the constitutive
material of institutions, providing them with enhanced durability, power and
normative authority.

A pressing issue for future research is the extent to which these mechanisms of
habituation play a role in different cases of institutional evolution. What is being
proposed here is; first, the possibility of a viable causal mechanism by which
institutions can lead to changes in individual purposes and preferences; second,
the possibility that such mechanisms may lead to some degree of conformity;
and third, the possibility that such conformism may help to strengthen and
sustain the institution in question.

To recapitulate, two important and connected issues have been raised here
as part of a future research agenda. The first is the possibility of institutions
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having a reconstitutive effect on the preferences of individual actors. The second
is the key element in the mechanism of reconstitution: the formation of habits
through the operation of institutional channels and constraints.

The rediscovery of the role of habit in human behaviour and the realization of
the powerful role of institutional constraints, together point to the development
of a research agenda focused on the reconstitutive effects of institutions on
individuals, and on the degree to which institutional evolution may depend on
the formation of concordant habits.

Clearly, there are many different types of institution and they can emerge
and evolve in different ways. Some institutions — such as language — appear
and develop with little planning or state interference. A question of importance
is: what other institutions can emerge in a similarly spontaneous manner?
Alternatively, is the assistance of a powerful, pre-existing institution required to
create or sustain some other institutions? As well as language, we here consider
two more examples: the institutions of money and of contract.

In the earlier versions of his theory of the evolution of money, Menger saw
the emerging monetary unit as homogeneous and invariant. In this case there
is no possibility of quality variation, debasement or forgery. In contrast, with
potential quality variation, the purity and value of the emerging monetary unit
may be in doubt. Some actors may notice the high frequency of the trade in a
particular commodity, but regard the commodity in question as unreliable and
thereby avoid it as a medium of exchange.

In later discussions, Menger did raise the question of potential and covert
quality variation of money. In his article on ‘Geld’, Menger recognized that the
problem of potential quality variation could be so serious that the state had to play
arole. Menger (1909 [1936], p.42) thus wrote: ‘Only the state has the power to
protect effectively the coins and other means of exchange which are circulated,
against the issue of false coins, illegal reductions of weight and other violations
that impede trade’. Nevertheless, Menger applied this argument to a ‘developed
economy’ only. He was reluctant to admit that the state was necessary to protect
the integrity of the monetary unit at earlier stages of economic development,
and he still clung to his view that, in essence, money was a phenomenon
independent of the state. Arguably, however, debasement is a potential problem
at the inception of money, not merely at its developed stage.

Of course, another strong institution, or coalition of traders, may be able
to overcome some of these problems, as an alternative to the state. However,
there is a particular reason why the state is more likely to take this role. While
Menger was right to emphasize that many social institutions emerge and develop
without a conscious plan, it is often the case that an institution reaches an
important stage of development when it becomes consciously recognized and
legitimated by other institutions. Symbol and ceremony have an important part
here. Money has self-regulating and spontaneous properties, but typically it is
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also endorsed by another powerful socio-economic institution. Although state
decree alone is far from sufficient to create money, as a commanding social
institution at the apex of the legal system, the state is well positioned to take
on this declaratory and legitimizing role. In legitimating a monetary unit and
helping to engender trust in it, the state relies on its crucial symbolic as well as its
legislative powers. Menger’s original account of the origin of money as a purely
spontaneous process downplays these declaratory aspects and their symbolic
representations. This argument does not imply that the state is necessarily the
best or more efficient solution. It suggests that the state is well-positioned to
take a regulatory role.

If legal or state instruments are necessary to some degree for the full
development of money, then these elements could reasonably account for part
of the essence of money itself: they are more than mere accidental, historical
appearances. As a result, Menger’s argument against the ‘state theory of money’
— as promoted by the German historical school and others — would lose some
of its impact. Furthermore, if the state and other institutions are necessary at
the very point of conception of money, then they, along with individuals, have
to enter as elements in the explanation of its emergence and development (Bell
2001; Ingham 2000; Wray 2000).

It is reasonable to ask the question why the evolution of the institution of
money may require some state involvement but, in contrast, institutions such as
language may emerge spontaneously. It has been argued elsewhere (Hodgson
1993, 2004) that a crucial difference is whether or not an institution has intrinsic
error-correcting or self-policing mechanisms. For example, individuals have an
incentive to make their words clear. As an essential condition of communication,
the coding itself (the signifier) must be unmistakable, even if the meaning
(the signified) remains partly ambiguous. In communication we have strong
incentives and inclinations to use words and sounds in a way that conforms
as closely as possible to the perceived norm. Although languages do change
through time, there are incentives to conform to, and thus reinforce, the linguistic
norms in the given region or context. Norms of language and pronunciation are
thus largely self-policing.

Similarly, some legal rules have a strong self-policing element. For example,
there are obvious incentives to stop at red traffic lights and to drive on the same
side of the road as others. Although infringements will occur, these particular
laws can be partly enforced by motorists themselves. However, things are very
different with many other laws and institutions. Laws that restrict behaviour,
where there are substantial, perceived net advantages to transgression, are the
ones that require the most policing. Hence people frequently evade tax payments
or break speed limits.

Any self-policing mechanisms can be undermined if there is the possibility
of undetected variation from the norm and there is sufficient incentive to exert
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such variations. Language and money differ in this respect. The argument for
the intervention and policing of the state is thus much stronger in the case of
money and some laws, than in the case of language.

Another recent development in the new institutional economics also brings
the state back into the analysis. In his analysis of contract and private property,
the institutional economist Itai Sened (1995, 1997) has challenged the notion
of property without the state. Sened (1995, p. 162) notes:

Like traditional economists, most game theorists systematically overlook the role of
law enforcement. ... Many important social institutions do not emerge as equilibria
in games among equal agents, but as equilibria in games among agents who control
old institutions and agents who challenge such institutions with new demands. In
particular, governments play a crucial role in the evolution of institutions that protect
individual rights.

In his extended critique of the notion of property without law, Sened
(1997) argues that true individual rights are established only when a territorial
institution establishes its monopoly over the use of force. Sened’s argument
departs significantly from that of Robert Sugden (1986, p.5) and others, who
argue that legal codes ‘merely formalize ... conventions of behaviour’ that have
evolved out of individual interactions. However, to accept the role of the state
in the evolution of property and contract is not to romanticize this institution.
Sened sees the state not as a benevolent and disinterested legislator but as an
institution whose members pursue their own interests.

Sened develops something redolent of the Hobbesian ‘social contract’. This
‘social contract’ is not just between individuals in agreeing laws and rights, but
also between the individuals and the state. For Sened, governments weight the
benefits of granting rights against the cost of enforcement. He writes:

Governments do not erect such structures out of benevolence or moral concern. They
grant and protect rights in order to promote their own interests. But in doing so, they
fulfil two crucial social functions. The function of maintaining law and order that is a
necessary condition for economic growth and affluence, and the function of arbitrage
between conflicting interests. (Sened, 1997, p. 123)

In addition, Sened shows the limitations of the aforementioned type of game-
theoretical model involving a few agents. With a larger number of players it is
more difficult for individuals to establish mutual and reciprocal arrangements
that ensure contract compliance. If trading coalitions do emerge, then these
themselves take upon state-like qualities to enforce agreements and protect
property. In a world of incomplete and imperfect information, high transaction
costs, asymmetrically powerful relations and agents with limited insight,
powerful institutions are necessary to enforce rights. These institutions result
from a complex bargaining process. Sened uses an n-person prisoner’s dilemma
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to show that the introduction of a government, enforcing rights, can often
improve on a sub-optimal outcome.

It is an open question as to whether another strong institution, apart from
the state, could fulfil this necessary role. However, it is not to endorse or
glorify the state if we start analytically from the likelihood and reality that a
state will emerge and analyse its possible role on the process of establishment
of property.

Individual property is not mere possession; it involves socially acknowledged
and enforced rights. Individual property, therefore, is not a purely individual
matter. It is not simply a relation between an individual and an object. It
requires a powerful, customary and legal apparatus of recognition, adjudication
and enforcement. Such legal systems make their first substantial appearance
within the state apparatuses of ancient civilization. Since that time, states have
played a major role in the establishment, enforcement and adjudication of
property rights.

At the same time, the development of any state apparatus carries the omnipresent
danger that individual private property would be wilfully appropriated by the
state, perhaps using the ancient norms and precedents of communal tenure. The
state has the capacity to appropriate, as well as to protect, private property. For
private property to be relatively secure, a particular form of state had to emerge,
countered by powerful and multiple interest groups in civil society. This meant
a pluralistic state with some separation of powers, backed up by a plurality
of group interests in the community at large. With such a balance of power, a
framework of constitutional law could be established, in which the interests of
both the state and the citizenry could be protected to some degree. According
to this line of argument, the emergence of a powerful institution like the state
is a necessary but not a sufficient condition for the protection of property and
other individual rights.

Conclusion

In conclusion, this survey of issues that are current in both the old and new
institutionalism shows that there is a growing overlap in areas of research
and the possibility of fruitful dialogue between the two schools. The extreme
individualism of the new institutional economics in its earlier forms is
being challenged from inside as well as outside that school. What emerges
as ‘institutional economics’ in the next few decades may turn out to be very
different from what was prominent in the 1980s and 1990s, and it may trace its
genealogy from the old as well as the new institutionalism.
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6 Taking evolution seriously: what difference
does it make for economics?

Jack J. Vromen

Introduction

The issue what relevance (if any) the theme of evolution has for economics
can be tackled from several vantage points. One could start with a discussion
of ‘evolution’, pin down its meaning (or possible meanings), for example, and
then continue to flesh out its normative implications for doing economics. The
focus would then be on the issue of what consequences some prior notion of
evolution would (or should) have for the study of economics. Alternatively,
one could start with looking at how economists treat the theme of evolution
and how they see its relevance for economics. In this chapter I opt for the
second approach. I mainly discuss economists who want to take (or who
have taken) evolution seriously (whatever that implies) in practising their
own discipline.

Economists who want to take evolution seriously: who are they? What
distinguishes economists who do so from economists who do not? Perhaps it
can be argued that the majority of economists still simply ignore evolution (but
see, for example, the Symposium devoted to Evolutionary Economics in The
Journal of Economic Perspectives, 2002). These economists seem to be perfect
candidates for economists who do not take evolution seriously. It seems that
they can be safely ignored for the purpose of this chapter. But we have to be
careful here. We should not rule out the possibility from the outset that some
of these economists do not spend a word on ‘evolution’ and related notions
for good reasons. Perhaps they neglect evolution because they have come to
the conclusion, after having had a look at evolutionary theory and after having
carefully thought things over, that nothing valuable for economics is in the offing
from looking more closely at evolution. They then at least took the trouble of
contemplating whether or not something could be learnt by economists about
their own discipline from thinking about evolution. So ‘revealed disregard’
of the theme of evolution in the writings of economists cannot be taken as
evidence that these economists do not want to take the theme seriously. In this
chapter, I will simply evade these problems by taking ‘economists who want
to take evolution seriously’ to mean economists who have taken the trouble to
think about the subject and who explicitly state that new insights for or about
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economic theorising result from doing so. This implies that I neglect economists
who neglect evolution in their writings.

By invoking ‘seriously’, I do not want to single out economists who in my
opinion really understand what evolution is all about and really know what
conclusions with respect to economics to draw from it. Although I do have
my own predilections, I do not want to prejudge issues from the outset by
confining my attention to economists who in my opinion display a profound
and accurate understanding of evolution (if there are any such at all). There
appear to be many different ways in which economists take evolution seriously.
In my discussion I include several sorts of economists of different stripes and
persuasions who, each in their own way, try to come to grips with evolution
and who try to draw some lessons from it. Part of the exercise here is exactly
to find out what it means for different economists to take evolution seriously.
How do they understand evolution and what implications do they think this
understanding has for economics?

As there are many different ways in which economists take evolution seriously
some principle is called for to structure the discussion. The organising principle
opted for here is how economists position evolution, evolutionary theory and
evolutionary arguments vis-a-vis standard economic theory. Three categories of
economists are distinguished: the conservatives, the revisionists and the revolu-
tionaries.! Roughly speaking, conservatives believe that taking evolution seriously
does not necessitate making any change in standard economic theory. Revision-
ists hold that taking evolution seriously leaves standard economic theory’s basic
structure largely intact, but has consequences for how the structure’s slots are
filled in; consequences that that may run counter to how they are traditionally
filled in. Revolutionaries, finally, are convinced that standard economic theory
should be completely superseded if evolution is taken seriously.

The three categories of economists are internally divided. Each of them hosts
economists who may not have anything in common with each other but a shared
overall theoretical and meta-theoretical attitude towards standard economic
theory. Indeed, as we shall see, in each category differences between groups
of economists belonging to the category are manifold. Part of the discussion
below will be devoted to explicating the several dimensions in which the one
group of economists differs from others. It is pointed out, for example, that
within the categories there are different ideas about what ‘evolution’ stands for.
We shall see that some put some force similar to natural selection centre stage,
whereas others stress the importance of other evolutionary forces. A general
issue that pops up here is whether economic evolution should be conceived of
along the lines of the (neo)Darwinian theory of biological evolution or of some
generalisation thereof. Furthermore, some seem to envisage primarily remnants
of evolutionary processes that took place in the distant past, while others seem
to have ongoing evolutionary economic processes in mind. Some engage in
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attempts to model evolutionary processes explicitly, whereas others draw upon
modelling efforts done by others. Finally, some situate evolutionary processes
at the level of individual human beings, while others deal with the evolution
of firm and industry behaviour.

The conservatives: evolution coming to the rescue of standard economic
theorising?

The central idea of the conservatives is that acknowledging the actual existence
of evolutionary economic processes is perfectly reconcilable with accepting
standard economic theory. The idea has two crucial parts. One is that there are
actually significant evolutionary economic processes going on. This, in turn,
can be unpacked in two parts. One is that ongoing economic processes are truly
evolutionary in kind. And the other is that recognising their evolutionary nature
is essential for a proper understanding of ongoing economic processes and their
outcomes. The second crucial part of the conservatives’ central idea is that
standard economic theory accurately describes outcomes of such evolutionary
economic processes. Taken together, what is implied is that standard economic
theory accurately describes what remains after some sort of evolutionary
economic process has come to an end.

Giving concrete examples may help in bringing home the point. In the middle of
the last century Alchian (1950), Friedman (1953) and Becker (1962) put forward
their selection arguments. They did so in the heat of the so-called marginalism
controversy. What was at stake in the marginalism controversy was whether
marginalism in general, and the neoclassical theory of the firm in particular,
could be upheld in the face of seemingly disconfirming empirical evidence. The
empirical evidence at stake, gathered by Hall and Hitch and Lester, suggested
that no entrepreneur based his decisions on marginalist considerations. This,
anti-marginalists believed, was ample reason to reject the neoclassical theory of
the firm fout court. Clearly, since one of this theory’s crucial assumptions is that
marginalist considerations underlie entrepreneurial decisions, massive evidence
disconfirming the assumption effectively undermines the whole theory?

Not so, argued Alchian (1950), Friedman (1953) and Becker (1962). Even
if the alleged disconfirming empirical evidence were reliable, they argued,
the neoclassical theory of the firm can still be defended. Alchian, Friedman
and Becker posited that a force or mechanism similar to natural selection,
competitive or market selection, is working in competitive markets. This force
favours firms that happen to make positive profits over those that fail to do so.
As a consequence, they argued, only those firms that behave approximately as
the neoclassical theory of the firm assumes all firms do will after a while stay
in business. For example, consider what happens if real wages rise (ceteris
paribus). Even if individual firms do not change their production techniques,
if there is variation then firms with a relatively capital-intensive technique will
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outperform those with a relatively labour-intensive technique. Eventually the
first group of firms will dominate the industry. This outcome is roughly the
same as what would have happened if all firms were to base their decisions on
marginalist considerations. So despite the (alleged) ‘fact’ that entrepreneurs
are not as rational (or not as prescient) as the neoclassical theory of the firm
assumes they are, in the end competitive selection will see to it that the predic-
tions (or theorems) of the theory about industry behaviour will be borne out
by the facts.?

What notion of evolution is involved here? In the selection arguments a
selection mechanism akin to natural selection, competitive selection, is believed
to operate in competitive markets. What is allegedly going on in competitive
markets is likened to what Darwinian evolutionary theory says is going on in
evolutionary processes. It is clear that the competitive selection mechanism
or force is believed to favour profitable firms and to punish unprofitable ones.
But beyond this much is left somewhat unclear. By virtue of what features
do some firms make profits whereas others suffer losses, for example? What
distinguishing features do surviving firms have? In standard (neo-)Darwinian
theory of biological evolution ultimately genes are selected. Genes in the one
generation are inherited by offspring in subsequent generations. At the population
level, when going from the one generation to the next gene frequencies in
the gene pool will change as a result of different organisms in the earlier
generation having different reproductive success. Such selection effects are only
forthcoming if there is phenotypic variation (at the level of the organism) that
is grounded in genetic variation. If only selection were to work, this variation
would be reduced in due time. But there are also countervailing forces operating
in evolution that create new variation. Mutation is a prime example of such a
force. In standard (neo-)Darwinian theory variation-enhancing mechanisms like
mutation are assumed to work independently from the selection mechanism.
Thus whether new variation is produced is assumed not to depend on whether,
given prevailing selection pressure, it is badly needed. There is no presumption
that new variants arrive on the scene that are better adapted to the prevailing
selection pressure than the already existing variants. In this sense variation is
taken to be ‘blind’ (Cziko 1995).

What is the relation between this more elaborate and articulate depiction of
evolution in the (neo-)Darwinian theory and evolutionary economic processes
as portrayed by the proponents of the selection arguments? It seems far-fetched
to argue that something similar to genetic inheritance is going on in selection
processes in competitive markets. Firms do not leave offspring. But still, are
there comparable, or analogous counterparts of genes in economic ‘natural
selection’, units that have some durability and that are at least partly respon-
sible for the success or failure of firms having them? If not, how then do the
alleged selection processes in competitive markets unfold? Furthermore, how
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does new variation in economic evolution come about and what are the
mechanisms behind it? Are such processes ‘blind’ also in economic evolution?
Or does the ability of entrepreneurs, managers and other business men to foresee
and anticipate future developments make such processes goal-directed rather
than blind?

The proponents of the selection arguments are not very outspoken on these
issues. This does not mean, however, that we cannot discern the broad contours
of what they have in mind. Since Alchian’s argument is relatively speaking the
most elaborated and articulated one, it is perhaps best to concentrate on his
argument. As a matter of fact, Alchian advances not one but two evolutionary
‘tales’. In the first and most simple one the driving force is the competitive
environment that ‘adopts’ which firms are viable. In this tale it is assumed that
firms do not try to adjust to the environment that they are confronted with. Those
profitable variants survive that happen to be available. In the second, more
sophisticated tale, it is no longer assumed that firms passively undergo selection
processes. They actively try to adapt to the prevailing circumstances. Firms are
assumed to engage in some ‘trial and error’ search process. Here new variants
appear on the scene as a consequence of conscious, deliberate attempts of firms
to cope with their environment. It is clear that Alchian takes the second tale to
be much more realistic than the first one. But it is also clear that the overarching
point Alchian is trying to make is that it does not matter how smart entrepreneurs
are, in the end only firms survive that make the highest profits. What counts in
evolutionary processes are not deliberations and intended outcomes, but actual,
realised outcomes. Especially if there is pervasive uncertainty, deliberate, smart
attempts of firms to adjust to their environment do not guarantee success. In
this sense, there is ‘blindness’ in both tales.

Evolutionary reinterpretations of rational choice theory
Arguments similar to those of Alchian cum suis have been advanced in game
theory. The central solution concept in traditional, ‘rationalistic’ or ‘eductive’
(non-cooperative) game theory is Nash equilibrium. Crudely put, some
combination of actions (or strategies) is in Nash equilibrium if no one can be
better off by unilaterally deviating from the combination. It may be tempting
to think that fully rational players, which are all endowed with common
knowledge of rationality, should have no problem with reasoning their ways
to Nash equilibria. But perhaps surprisingly convergence of such super-rational
creatures on some Nash equilibrium is by no means guaranteed (Hargreaves
Heap and Varoufakis 1995). Many games have multiple Nash equilibria. And
in a game with several equilibria super-rational players may fail to reach any
of these.

Paradoxically, it turns out that the centrality of the notion of Nash equilibrium
in game theory can be justified better if we assume that players go through
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some evolutionary process. That is, we can show more easily that there is a
tendency towards some Nash equilibrium if individuals, which are not fully or
perfectly, but boundedly rational at most, undergo some evolutionary process.
Here we enter the province of evolutionary (or ‘evolutive’, Binmore 1987)
game theory. Within evolutionary game theory we again (as was also the case
with Alchian 1950) have several scenarios. The most basic and crude scenario
was pioneered by the evolutionary biologist John Maynard Smith (1982). In
his most simple models Maynard Smith assumes (among other things) that all
individuals in some population are of a fixed strategic type: they are genetically
pre-programmed to play some fixed strategy. This in effect means that there
is nothing for individuals to choose. They are simply stuck with whatever
strategy ‘nature’ has endowed them with. So at the level of the individual
there is no evolutionary change.? But if natural selection holds sway there can
nevertheless be evolutionary change at the level of the population. Individuals
of some particular strategic type can leave more offspring than individuals
of another type simply by virtue of obtaining higher payoffs (in terms of
fitness). In order to find out how this could work out, Maynard Smith made
several additional simplifying assumptions. One of them is that there is asexual
reproduction (so that like begets like: individuals leave offspring of exactly the
same strategic type).*

The static solution concept that Maynard Smith introduces, that of an
evolutionarily stable strategy (ESS), can be seen as a refinement of ‘Nash
equilibrium’. If an ESS is established in a population, then it is resistant to
invasion by mutants. No single mutant then can get a foothold in the population:
if a single mutant appears in the population, it cannot proliferate in the population
through natural selection. What this already indicates is that natural selection is
the sole (or at least predominant) force driving evolution here. Genes are the
replicators and asexual reproduction is assumed to be the simple inheritance
mechanism. Gene mutations are assumed occasionally to take care of blind
variation. But it can be argued that they play a role only in conditional and
hypothetical reasoning. One of the leading questions, as we have seen, is: is
there is strategy (within some antecedently specified strategy set) such that if
all individuals in the population play this strategy, no single mutant can invade
the population by means of natural selection? It is furthermore assumed that all
single mutants considered fall within the antecedently specified strategy set.
In this sense, genuinely new variants (that would enlarge the strategy set) are
not taken into consideration.’

Later on it was pointed out that under such restrictive conditions evolutionary
processes tend to converge on Nash equilibria in a fairly wide class of situations
(van Damme 1994). This then seemed to provide a more solid justification of
the central place that the notion of Nash equilibrium has acquired in applied
game theory than the traditional rationalistic (or ‘eductive’) one. But if this
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is so, does this not call for a reinterpretation of ‘Nash equilibrium’ and, even
more generally, of (applied) game theory (Aumann 1997)? If it turns out to
be hard to show that super-rational creatures co-ordinate on Nash equilibria,
whereas it is much easier to show that less-than-(fully) rational creatures that go
through some evolutionary process converge on Nash equilibria, then why keep
to the idea that ‘Nash equilibrium’ designates a state on which super-rational
individuals co-ordinate? Why not reinterpret it as a state on which boundedly
rational individuals converge in due time, after having gone through some
evolutionary process?® More generally, why not replace the idea that (applied)
game theory is about solutions that super-rational creatures, endowed with
common knowledge of rationality, immediately and infallibly reach with the
idea that (applied) game theory is about outcomes that evolutionary processes
eventually converge on?

Such a reinterpretation is in line with what Satz and Ferejohn (1994) plead
for with respect to rational choice theory tout court. Satz and Ferejohn notice
that rational choice theory is successful mainly if not only in situations in
which there are tight environmental pressures on individuals, forcing them
to behave rationally. Only if there is a tight environmental pressure, Satz and
Ferejohn argue, can we expect to have ‘surviving’ individuals in due time that
behave in a way that is rationally responsive to the environmental pressures.
But if this is so, they go on to argue, there are no longer good reasons to stick
to the standard individualistic and psychological-internalist interpretation of
rational choice theory. If the predictions of rational choice theory come true,
this is not because of the mental states of the individuals involved. Predictions
of rational choice theory do not hold because they are the intended outcomes
of the fully rational behaviour of the individuals involved. They hold because
external, non-individualistic environmental pressures make them behave in
certain ways. What is doing the real explanatory work here are not the mental
states of individuals, but the external environmental pressures. And if that is
s0, it does not make sense to insist that rational choice theory is about desires
(preferences) and beliefs (expectations) of individuals leading to certain social
phenomena. It makes more sense to conclude that rational choice theory is about
tight, constraining environmental pressures.

On Satz and Ferejohn’s radical reinterpretation, rational choice theory is much
closer to functionalism and structuralism in social theorising than traditionally
assumed. Traditionally it is assumed that rational choice theory on the one hand
and functionalism and structuralism on the other present two opposites in social
theorising. While the one stresses the wilful creation of social processes and
phenomena by ‘autonomous’ individuals (unaffected by the society in which
they live), the other emphasises the way in which society at large is organised,
how its interconnected parts work together in the smooth functioning of society
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and how the social roles available in it affect the behaviour of individuals. But if
Satz and Ferejohn are right, the applicability of rational choice theory depends
more on how society at large is organised than on the properties and powers
of individuals. On Satz and Ferejohn’s account the scope of rational choice
theory is limited to societies in which there are tight environmental pressures
(of a particular kind).

For all of its attractive features, one of the apparent weaknesses of Satz and
Ferejohn’s proposal is that it seems to be based on a confusion between the
delineation of the proper domain of applicability of rational choice theory and
its proper interpretation. The observation that rational choice theory performs
best when individuals are confronted with tight environmental pressures does
not imply that rational choice theory essentially refers to properties of the
environment that individuals find themselves in rather than to properties of the
individuals themselves. On the other hand, the merit of Satz and Ferejohn’s
proposal is that it draws our attention to the fact that to the extent that it performs
satisfactorily, rational choice theory need not do so because individuals do
have the ‘hyperrational’ properties and do not go through the deliberations and
calculations that the theory attributes to them. Rational choice theory’s success
may be due to altogether different evolutionary processes and mechanisms.

What we have seen so far are attempts of economists to show that standard
economic predictions, notions and even whole theories that have been developed
without paying attention to possibly ongoing evolutionary processes can be
retained as useful tools of analysis if attention is paid to evolutionary processes.
What is argued is that evolutionary processes terminate in exactly the outcomes
that standard economic theory predicts.” Sometimes the argument advanced is
sketchy and informal. At other times it is precise and formal. But in neither
case is the argument meant to point out what is wrong with or missing in
standard economic theory and to indicate how a superior, truly non-standard
evolutionary economics could look like. On the contrary, the argument is
meant to demonstrate that nothing serious is amiss with standard economic
theorising and that, therefore, there is no need to engage in non-standard
economic theorising. In some cases, as in the case of ‘Nash equilibrium’ in
game theory, the evolutionary defence or justification given seems to be superior
to traditional non-standard justifications. This has inspired some to plead for a
radical evolutionary reinterpretation of standard economic theory. The message
here again is the same: taking evolution seriously does not in any way diminish
the usefulness of standard economic theory. Taking evolution seriously does not
necessitate any repair, revision or modification of standard economic theory.’
Exactly the opposite is true: taking evolution seriously only strengthens the
confidence those conservatives had in standard economic theory anyway.
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The revisionists: evolutionary theory calls for a friendly amendment of
standard economic theory

Conservatives hold that standard economic theory is not jeopardised by taking
evolution seriously. They argue that standard economic theory aptly and
succinctly summarises the outcomes of evolutionary processes. This means
that their plea for retaining standard economic theory is based on instrumental
reasons. Their acceptance of standard economic theory is not grounded in their
belief that standard economic theory, when taken at face value, realistically
and adequately depicts underlying causal processes and mechanisms. This is
different for revisionists. Revisionists typically argue that taking evolution calls
for an amendment of standard economic theory. It is not that the whole edifice
of standard economic theory has to crumble to pieces, however. Large parts
of it can be held upright. Indeed, it can be argued that revisionists hold that
the most essential parts of standard economic theory are unchallenged, if not
vindicated by evolutionary theory. The meta-theoretic stance motivating this
stance is not any form of instrumentalism. No, revisionists accept the constrained
maximisation framework of standard economic theory because they believe that
this framework gets roughly right how individuals actually choose.

Note that the issue what implications evolution has for standard economic
theory tacitly transforms here into the issue what implications evolutionary
theory has for standard economic theory. This is quite telling for revisionists.
Revisionists do not pose the question whether ongoing evolutionary processes
tend to produce results that standard economic theory predicts, as conservatives
do. The question typically posed by revisionists is whether what we can learn
from evolutionary theory about the results of past evolutionary processes
can help us understand better present phenomena that are puzzling from the
perspective of current standard economic theory. The issue what consequences
this has for standard economic theory, albeit not unimportant, is of secondary
importance. Thus three differences with the conservatives stand out immediately.
First, unlike conservatives, revisionists do not come up with speculations,
stories, arguments or models of evolutionary processes of their own making.
Revisionists rather take contemporary evolutionary theory as an authoritative
source of knowledge about evolutionary processes. Second, the evolutionary
processes that revisionists take to be relevant for understanding present
economic phenomena are processes that took place a long time ago. When
conservatives talk of evolution they have ongoing evolutionary processes in
mind. Third, whereas conservatives seem to be mainly if not solely interested
in how much of standard economic theory can be rescued, revisionists are
primarily interested in understanding phenomena better that hitherto we have
understood only dimly at most.

At a more concrete level, what revisionists take as a starting point is the
belief that individual human beings are evolved creatures. Put more precisely,



Taking evolution seriously 111

individual human beings belong to the evolved species homo sapiens sapiens.
As such they share a common heritage with each other. In particular, current
individuals still display characteristics that bear the mark of the phylogenetic
history of their species. This by itself is not controversial. Many would readily
agree that we can learn from the phylogenetic history of our species why we
have the anatomical and morphological characteristics that we have. What is
controversial is that revisionists hold that we can also learn from our evolutionary
past what behavioural characteristics (or at least behavioural dispositions) we
currently have. In particular, revisionists argue that evolutionary theory can
tell us what basic preferences we have. Evolutionary theory, revisionists argue,
enables economists to identify in a non-arbitrary way what basic preferences
individuals have. The specific evolutionary theories economists have in mind
here go under the names of sociobiology and evolutionary psychology.

Early attempts to relate sociobiology to economic theory are Becker (1976)
and Hirshleifer (1976, 1977, 1978, 1982). Sociobiology assumes that natural
selection is the dominant force driving evolution. In the sociobiologist’s scheme
of things, this implies that only those behavioural traits and dispositions can
have survived that have conferred a greater reproductive success (fitness) to
their carriers than extant alternative traits have conferred to their carriers.
Now it may seem to be almost a truism to say that natural selection favours
selfish organisms, organisms promoting their own fitness (at the expense of
the fitness of others), over non-selfish ones. Yet examples of self-sacrificing
altruistic behaviour seem to abound in nature. Just think of colonies of ants
and beehives. This then poses the central problem for sociobiology: ‘... how
can altruism, which by definition reduces personal fitness, possibly evolve by
natural selection?” (Wilson 1975, p.3). This challenge is taken up by Becker
(1976). Becker takes standard economic theory to task in arguing that genuine
altruism can evolve.” What Becker shows more precisely is that altruistic Big
Daddy does not only derive subjective satisfaction from transferring part of the
family money to selfish Rotten Kid, but that Big Daddy’s objective income is
also enhanced if Rotten Kid anticipates Big Daddy’s behaviour correctly. For
correct anticipation of Big Daddy’s behaviour makes Rotten Kid behave in a
co-operative way. Big Daddy’s altruism then induces Rotten Kid to behave as
if it too were altruistic.

Standard economic theory is applied here to solve sociobiology’s central
problem.!? Conversely, however, can sociobiology’s insights be taken up by
standard economic theory. In particular, if it can be pointed out conclusively
that genuine altruistic dispositions or inclinations could have evolved by natural
selection (as Becker believes could happen), then there is no longer good reason
not to include altruism as a term in the utility function. Note that inclusion
of altruism in the utility function does not call for a wholesale revolution in
economic theory. The fact that altruism traditionally is not taken up in the utility
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function de facto does not imply that standard economic theory cannot make
room for it in principle. Ever since Robbins (1932), many economists have
argued that economic theory does not (or at least need not) prejudge the issue
of what preferences individuals have. In principle these could be anything:
preferences for material goods and wealth, or preferences for immaterial things;
and preferences for one’s own welfare or for that of others. Robbins thought that
psychology was to be the supplier of knowledge about what preference people
actually have. In a sense, what Becker cum suis argue is that sociobiology should
take the place of psychology. They hold that the blank in utility functions are
to be filled in by evolutionary theory.

Thus, Becker cum suis believes that accommodating the insights of sociobiology
in particular and evolutionary theory in general does not necessitate a drastic
change in, let alone a rejection of standard economic theory. Quite the contrary:
the idea is that the backbone of standard economic theory stands unaffected. The
alleged insight that our current behavioural dispositions are remnants from the
evolutionary past of our species, imprinted by the incessant working of natural
selection, does not in any way undermine the applicability of the constrained
maximisation framework, in which it is assumed that individuals maximise
utility functions subject to constraints. This reconciliatory view, that taking
evolution seriously supplements rather than contradicts standard economic
analysis, can also be found in Ben-Ner and Putterman (1998, 2000).

An evolutionary rationale for genuine altruism

In the so-called indirect evolutionary approach (IEA), pioneered by Guth
and Yaari (1991), it is also maintained that taking insights from evolutionary
modelling on board does not invalidate the constrained maximisation framework
of standard economic theory. Again the presumption is that what studying
evolution and evolutionary processes can contribute to economic theory is
that it allows economists to identify in an informed and non-arbitrary way what
basic preferences real people have. But acknowledging that real people are stuck
with evolved basic preferences (whether they like it or not), proponents of the
IEA argue, does not prevent people from making flexible, rational choices on
the basis of them. This is where the IEA parts ways with direct evolutionary
approaches such as evolutionary game theory. In evolutionary game theory
individuals are assumed to be the vehicles or executors of fixed, pre-programmed
strategies (or algorithms). There is nothing more to behaviour than whatever it
is that their strategies make individuals do. In the IEA, only basic preferences
are fixed and pre-programmed. How individuals behave does not depend solely
on their preferences, but also on the prevailing circumstances. Retrospectively,
this had also repercussions for what preferences evolved. The IEA’s basic logic,
as Huck puts it succinctly, is that ‘... preferences guide behavior, behavior
determines fitness and fitness drives the evolution of preferences’ (Huck 1997,



Taking evolution seriously 113

p-773). Thus in the IEA’s scheme of things preferences influence evolutionary
success indirectly. And, conversely, evolution affects behaviour indirectly (see
Vromen 2003a for further discussion).

Interesting results obtain if not all individuals in some population pursue
maximum material payoffs for themselves (which is taken to be a ‘proxy’ for
fitness). Guith and Yaari (1991), for example, show that individuals that are
genetically disposed to reciprocate ‘nasty’ behaviour by others, even if that
brings high personal costs with it, may well realise higher material payoffs than
individuals that do the seemingly rational thing: yielding to nasty behaviour by
others. This will happen only if others know that individuals of the reciprocating
type are determined to reciprocate.!! As Guith and Kliemt (1998) notice, this line
of argument is similar to the one followed by Frank (1988). Frank also argues
that ‘irrational” behaviour can be favoured by natural selection over ‘rational’
behaviour. People who are emotionally disposed to cooperate no matter what
the other does in a prisoner’s dilemma can obtain higher material payoffs than
rational opportunists who do whatever is in their own interest, Frank argues.
Frank recognises that this scenario can only work if cooperators can choose to
interact only with other cooperators and if the costs of screening types are not
prohibitively high.

Just how much revision of standard economic theory does it need to
accommodate Frank’s ideas? Frank himself argues that his commitment model
only calls for a friendly amendment of standard economic theory (Frank 1988,
p.258).!2 What he means is that his own commitment model accepts the same
‘basic materialist framework’ that standard economic theory is also wedded to.
Both theories (or models) assume that only those things can be sustained that
perform (or have performed) relatively well in terms of material payoffs. Only
those commitments, emotions and moral sentiments had survival value, for
example, that, when acted upon, yielded superior material results. This should
not be taken to imply, however, that the emotionally committed individuals
figuring in Frank’s commitment model choose to have and display the emotions
that bring them maximum material payoffs.!3 Either some emotion and the
associated behavioural response are triggered in a particular situation or they
are not, whether the individual in question likes it or not. Whether or not Frank’s
individuals are endowed with emotional commitments to act in certain ways
is due to a complex interplay between processes of biological and cultural
evolution. In Frank’s evolutionary scenario, material rewards are ultimate,
not proximate causes of behaviour (Mayr 1961). Material rewards in the past
determined what behavioural dispositions survived processes of biological
and cultural evolution. The surviving behavioural dispositions are proximate
causes of behaviour. They determine how individuals behave today. Frank’s
emotionally committed individuals cooperate, for example, not because they
expect to be best off (in terms of material payoffs) by doing so. They are
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committed to cooperate because they feel that this is the right or appropriate
thing to do.

As Frank (1999) himself acknowledges, his line of reasoning is similar to
that of evolutionary psychology. Evolutionary psychology tries to identify
psychological mechanisms in individuals by looking at ancient evolutionary
problems that these mechanisms purportedly solve (for extended discussions,
see Vromen 2002, 2003a). Cosmides and Tooby (1992) argue that people
have an evolved mechanism that is specifically dedicated to detect cheaters
in cooperative endeavours, for example. This mechanism still helps people
to uphold otherwise fragile cooperative arrangements. Gintis (2000) and Fehr
and Giachter (2002) similarly argue that people tend to display behavioural
patterns of strong reciprocity. It is not just that people have a keen eye for
spotting cheaters, they also are willing to incur personal costs to punish cheaters
single-handedly even in situations in which there is not the slightest chance of
future personal benefits.

The guiding idea of revisionists, to recapitulate, is not that the main or basic
determinants of human behaviour are undergoing evolutionary changes all the
time. The guiding idea is rather that current human behaviour is the outcome
of individuals with evolved invariant behavioural characteristics responding
to prevailing and possibly changing environmental circumstances. What
revisionists fulminate against thus is not so much the notion of a fixed, invariant
human nature. On the contrary, it can be argued that revisionists resuscitate this
notion. Revisionists hold that for the time horizon relevant for economic and
social studies, it can safely be assumed that the mental mechanisms underlying
human behaviour are immutable. More specifically, the basic preferences (or,
more generally, the motivational repertoire) that individuals are endowed with
can be assumed to be given for these purposes.'* This is not to deny that under
different cultural and other environmental influences basic proclivities and
preferences may translate into different ‘superficial’ preferences for consumption
bundles, however. So even if we assume stable underlying basic preferences,
if we are interested in consumption patterns, for example, the importance of
ongoing processes of ontogenetic development and of cultural evolution cannot
be belittled.!

The revolutionaries: evolutionary theorising should supersede standard
economic theorising

Although some minor modifications may be necessary, revisionists hold that
the overall framework of standard economic theory can be retained. To be more
precise, revisionists hold that taking evolution seriously does not undermine the
constrained maximisation framework of standard economic theory. The revision
that it implies at most is that the terms in the utility function are identified
in a non-arbitrary way and that this identification differs from the one many
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economists traditionally (but not necessarily) give. Revolutionaries believe
that taking evolution seriously implies that more drastic changes in standard
economic theory are needed. Indeed it can be argued that revolutionaries hold
that standard economic theory is to be discarded altogether and that it has to
give way to a radically different non-standard way of economic theorising.
Perhaps surprisingly the reason for revolutionaries holding this belief is not
always that standard economic theory has got its subject matter all wrong. Some
revolutionaries believe that standard economic theory has got it partially right
in at least some cases. They nevertheless think that standard economic theory
has to be superseded by an altogether different approach.

Different groups of revolutionaries have different reasons for developing a
non-standard economic theory. The revolutionaries are themselves internally
divided in this respect. Not all revolutionaries share the same meta-theoretical
stance, for example. Those old and (neo-)institutionalists who follow Veblen
(1898) in aspiring for a full-blown evolutionary economic theory strongly
dislike standard economic theory’s alleged over-emphasis on theoretical
virtues such as parsimony and formal rigour, precision and tractability. They
favour a clearly distinct type of economic theorising.'® By contrast, it can be
argued that evolutionary game theorists engage in the same type of theorising,
displaying the same theoretical virtues, as standard economic theorists. Some
other revolutionaries, especially those of the so-called ABC group, go along with
the revisionists in arguing that evolution primarily bears on economic theorising
via the products that evolutionary processes long ago have endowed us with
and that still influence our current behaviour. It is just that revolutionaries argue
that these products are of such a kind that considerably more than mere minor
modifications of standard economic theory are needed. Yet other revolutionaries,
evolutionary economists, focus on ongoing evolutionary processes. They
argue that these, rather than static equilibrium notions, should be studied by
economists. Yet another disagreement among revolutionaries pertains to the
level of analysis chosen. Some argue that populations of individual human
beings should be studied, while proponents of evolutionary economics argue
that industries and firms are the proper units of analysis.

Evolutionary game theory

Evolutionary game theory we have already encountered under the heading of
the conservatives. The reason why it reappears here is that some argue that
rather than a justification or reinterpretation of standard ‘rationalistic’ game
theory’s key notion, the Nash equilibrium, evolutionary game theory is a theory
in its own right that is different from standard ‘rationalistic’ game theory. What
is more, some argue that there are good reasons to stop doing standard game
theory and to turn to evolutionary game theory.
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One reason is that standard ‘rationalistic’ game theory ran into several
problems that it was unable to solve. The so-called equilibrium selection
problem is perhaps the most nagging one. In games with multiple equilibria,
standard game theory was unable to single out what equilibrium, if any,
players converge on. Evolutionary game theory holds out the hope of solving
this problem (Binmore 1995; Alexander 2002). Another reason for replacing
standard game theory by evolutionary game theory is that standard game
theory is felt to assume an unrealistically high degree of rationality on the part
of players. Players are assumed to be hyperrational. Not only is it assumed
that players reason their ways to equilibria instantaneously and effortlessly
(without incurring deliberation costs, for example), there is also the assumption
of common knowledge of rationality. The latter in effect means that every single
relevant feature of each player (their payoffs measured in utilities and their full
rationality, for example) is transparent to all. Evolutionary game theory relaxes
these heroic assumptions. Individuals are assumed to be boundedly rational at
most. Yet another reason is that it has turned out that not all results in standard
game theory are reproduced in evolutionary game theory. Evolutionary game
theory does not underpin the elimination of weakly dominated strategies, for
example (Samuelson 1993). If it is believed, as it often is, that evolutionary
game theory more realistically depicts the ‘nuts and bolts’ of social interaction
than standard game theory, then this provides all the more reason for game
theorists to revert to evolutionary game theory.

Current work at the frontiers of evolutionary game theory is miles away from
the basic scenario Maynard Smith (1982) started out with. Maynard Smith’s
scenario was one in which populations of genetically programmed individuals are
subject to natural selection. Nowadays the type of ‘evolution” mostly modelled
in evolutionary game theory is of quite a different type: changes in population
characteristics because of individually and socially learning individuals. The
degree of sophistication in the assumed learning abilities varies a lot. It ranges
from very simple-minded and myopic behaviourist operant conditioning over
purposeful ‘trial and error’ learning to the quite sophisticated updating of beliefs
under the stimulus of new empirical evidence (best-reply dynamics, see Young
1998). The one thing that they have in common, it seems, is that they all fall short
of perfectly rational Bayesian learning. Rather than being implicitly assumed,
the dynamics in question is modelled explicitly here. Initially it was often
assumed that the replicator dynamics that was introduced to analyse processes
of biological evolution by natural selection also aptly describes processes of
individual and social learning. But increasingly other types of dynamics, also
non-monotonic ones,!” are also explored (see, for example, Vega-Redondo
1996 and Samuelson 1997).

Evolutionary game theory has also been increasingly used to study social or
cultural evolution (Schotter 1981; Sugden 1986; Bicchieri 1993; Binmore and
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Samuelson 1994; Skyrms 1996; Young 1998). The leading idea here is that it
is possible to show that stable, self-sustaining social (or aggregate) patterns
of behaviour can emerge spontaneously, that is without being designed by
some authority and without being the result of concerted action. Exercises in
evolutionary game theoretic modelling are presented here as formalisations of
intuitions that can be found in Hayek’s notion of the spontaneous evolution of
social order and Menger’s notion of the organic origin of institutions and even
further back in David Hume’s notion of conventions and in Adam Smith’s
notions of unintended consequences and the invisible hand.'® These attempts
are very much in line with memetics, the particular take on cultural evolution
already discussed briefly in the previous section: Universal Darwinism applied
to cultural evolution. The central tenets of Universal Darwinism, blind variation
and selective retention, are quite easily discernible here. Individuals making
mistakes or experimenting with new lines of behaviour provide blind variation.
Formally, these are treated as random shocks. The learning algorithms assumed
determine whether or not some already tried line of behaviour will be retained.
Furthermore, there is one more distinguishing feature of memetics that is clearly
present in these applications of evolutionary game theory: unlike the other
approaches to cultural evolution discussed in section II, no explicit links are
forged between the processes of cultural evolution studied and processes of
biological evolution and outcomes thereof. Cultural evolution is studied as if
it is fully cut loose from any other evolutionary process.

Evolutionary game theory is radically different from standard economic
theory in that it explicitly models dynamic processes and that it dispenses with
the assumption of fully rational individual behaviour (see Vromen 2001b for
a further discussion of the ontological commitments of evolutionary game
theory). As indicated earlier, it is not radically different in other respects,
however. With standard economic theory it shares a preference for a certain
type of theorising. Keywords here are theoretical parsimony and mathematical
rigour, precision and tractability. Sugden (2001) observes the apparent ease with
which game theorists give up elements (such as perfect individual rationality
and market equilibrium) that many took to be definitive for standard economic
theory. Sugden goes on to argue that this suggests where their real commitments
lie: economists are willing to abandon core elements of their theory if this
forestalls engaging themselves seriously with potentially devastating empirical
research and its findings. This ‘contempt’ or fear for empirical research then is
the continuity that Sugden sees in the transition from standard to evolutionary
theorising in economics. But perhaps Sugden is too pessimistic here. There are
interesting new connections in the offing between evolutionary game theory
and experimental economics, as witnessed by the newly emerging field of
behavioural game theory (Camerer 2003).
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The ABC group

The basic ideas of the ABC group (The Center for Adaptive Behavior and
Cognition group) have a lot in common with those of evolutionary psychology.
This is recognised by proponents of both groups (Cosmides and Tooby 1996
and Todd and Gigerenzer 2000). Where evolutionary psychologists argue
that biological evolution has endowed us with a multitude of special-purpose
psychological modules, members of the ABC group argue that biological
evolution has equipped us with an adaptive toolbox of fast and frugal heuristics.
Here is a succinct synopsis of the gist of ‘the adaptive toolbox’: “... the collection
of specialized cognitive mechanisms that evolution has built into the human
mind for specific domains of inference and reasoning, including fast and frugal
heuristics’ (Todd and Gigerenzer 2000, p.740). The notion of ‘fast and frugal
heuristics’ is coined primarily to bring out that they economise on search and
deliberation efforts:

fast and frugal heuristics employ a minimum of time, knowledge, and computation to
make adaptive choices in real environments ... the purest form of bounded rationality
is to be found in fast and frugal heuristics, which employ limited search through
objects (in satisficing) or cues and exploit environmental structures to yield adaptive
decisions. (Todd and Gigerenzer 2000, p.731)

It is precisely because fast and frugal heuristics save on search and deliberation
costs that biological evolution has equipped us with a toolbox full of them rather
than with some general-purpose intelligence that is bound to investigate all options
and their expected consequences indiscriminately in each separate case.
Members of the ABC group oppose the main thrust of the so-called ‘Heuristics
and Biases Program’ associated with Kahneman and Tversky (Kahneman
and Tversky 2000). These authors and their followers have conducted many
experiments in which a multitude of anomalies in expected utility theory have
been identified. The conclusion that proponents of the Heuristics and Biases
Program tend to draw from this is that carefully observed actual behaviour of
‘real people’ systematically violate expected utility theory and that, therefore,
expected utility theory is refuted empirically. Proponents of the ABC group find
fault in this reasoning mainly for two reasons. They first call the experimental
setups deviced by Kahneman and Tversky et al. in question. What they argue
in particular is that in the experiments deviced by Kahneman and Tversky et
al., subjects are placed in artificially created environments to which they are not
adapted. Symptomatic in this regard is Gigerenzer (1996). Gigerenzer argues
that in the experiments run by Kahneman and Tversky, people only appear
as poor statisticians because the statistical problems are put in terms of point
estimates. Gigerenzer points out that people do much better if the problems are
putin frequentist terms. This should not come as a surprise, Gigerenzer goes on
to argue, because our hominid ancestors were faced with statistical problems in
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frequentist terms rather than in terms of point estimates. This then is the main
difference between the general thrust of the Heuristics and Biases Program
and that of the ABC group: whereas proponents of the Heuristics and Biases
Program emphasise the irrationality of actual human behaviour, proponents of
the ABC group tend to stress its adaptedness.!?

The second reason why proponents of the ABC group disagree with Kahneman
and Tversky et al. is that in attributing deviations from expected utility theory
to biases and in calling actual human behaviour irrational, Kahneman and
Tversky et al. implicitly subscribe to the notion of rationality-as-constrained-
maximisation inherent in expected utility theory. Unintendedly Kahneman and
Tversky et al. herewith even help to reinforce the dominance of this notion in
economics. Proponents of the ABC group want to dispense with this notion.
Prima facie it may seem that the ABC group sides with standard economic theory
on the issue of the rationality of human behaviour. But this impression is wrong.
It is true that proponents of the ABC group emphasise that experimental results
that blatantly seem to disconfirm standard economic theory, tend to vanish if
problems are framed in ways that people are used to and if all costs of time-
and energy-consuming search and deliberation are factored in. But that does
not mean that members of the ABC group subscribe to the maximisation under
constraints notion of rational behaviour. Members of the ABC group put forward
their own, qualitatively different notion of ecological rationality.

What is stressed in ‘ecological rationality’ is that the degree of sophistication
needed for some search heuristic to produce adapted behaviour very much
depends on the structure of the environment. As a rule fast and frugal search
heuristics are not very sophisticated. But often this does not prevent them
from producing adapted behaviour in the environments in which they evolved.
The fact that the heuristics reflect limited knowledge at most does not yet
warrant the conclusion that they are irrational. It is at this point, proponents of
the ABC group argue, that ‘ecological rationality’ differs from ‘rationality-as-
constrained-maximisation’. Proponents of the ABC group acknowledge that it
is possible to incorporate search and deliberation costs in the ‘rationality-as-
constrained-maximisation’ framework. But they point out that in this framework
it is tacitly assumed that individuals avail of unlimited time and knowledge
to evaluate the costs and benefits of further ‘limited search’. This is clearly
an unrealistic assumption. Worse, it is further assumed that if individuals
were to avail of limited time and knowledge only, their behaviour would fall
short of attaining the normative ideal of rationality. Given that proponents
of ‘ecological rationality’ stress that limited fast and frugal heuristics can be
adapted to the structure of the environment, they fulminate against calling
acting with limited time and knowledge irrational. The flaw here is not in the
behaviour displayed, proponents of ‘ecological rationality’ argue, but in sticking
to the normative ideal of unlimited time and knowledge. The normative ideal
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inherent in ‘ecological rationality’ is of a relative rather than absolute nature.
The key question here is how well the structure of heuristics matches with the
structure of the environment.

Proponents of the ABC group see their own notion of ecological rationality
as an elaboration of Herbert Simon’s ‘bounded rationality’. They acknowledge
that the textual evidence in Simon’s writings on ‘bounded rationality” warrant
alternative elaborations. Their own elaboration goes back mainly to Simon
(1956) where it is stressed that the cognitive machinery of organisms need
not be very sophisticated to survive. Organisms can acquire the resources
necessary for their survival, for example, if only they succeed in exploiting
environmental clues to their own advantage. Better known among economists is
Simon (1955).2° There Simon argues that individuals do not go to great lengths
to find best solutions. Instead they settle with the first alternative found that
yields satisfactory results. If they happen to find such a satisfactory alternative
relatively fast and effortlessly, they tend to adjust their aspiration level in an
upward direction; if they do not succeed in finding such an alternative even after
many time and energy-consuming attempts, they tend to adjust their aspiration
level in a downward direction. This approach is further worked out in, for
example, Selten (2002). Proponents of the ABC group thus do not rule out that
there may be other faithful and fruitful elaborations of ‘bounded rationality’.
But they do argue that it goes against Simon’s original views to call observed
violations of expected utility theory irrational, as proponents of the Heuristics
and Biases Program in experimental psychology do. The interesting thing,
however, is that the proponents of this Program believe that their work is very
much in the spirit of Herbert Simon’s original views on ‘bounded rationality’.
Indeed, several movements with different theses and claims present themselves
as the true heirs of Herbert Simon. In this sense there is currently a debate going
on about the legacy of Simon’s ideas.

Evolutionary economics

The label ‘evolutionary economics’ will be reserved here for attempts to develop
explicit evolutionary theories and models of economic change in a way that is
reminiscent of Nelson and Winter (1982). Ever since Nelson and Winter’s book
appeared, a few evolutionary economists have distanced themselves from the
alleged ‘biological metaphor’ underlying the book (see, for example, Hodgson
2000; Foster 1999 and Witt 1993, 2003). At the end of the discussion I will
briefly comment on these. But as Nelson and Winter (1982) has remained
a more or less obligatory point of reference for any innovative move in
evolutionary economics, the bulk of the discussion here will be devoted to their
book. Evolutionary economists distance themselves quite conspicuously from
mainstream economics (or from ‘orthodox’ economics, as they themselves often
call it). What they discard in particular is mainstream economics’ assumption
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of rational individual behaviour and its typical static equilibrium approach.
What evolutionary economists set out to do as an alternative to this is to
develop theories and models about dynamic processes that travel almost always
through non-equilibrium states and in which individuals are involved that are
boundedly rational at most. Since this is believed to be radically different from
the dominant way of theorising and modelling in mainstream economics, what
evolutionary economists want to accomplish is nothing less than a revolution
in economic theory.

Nelson and Winter (1982) go to great length in arguing that firms do not
engage in the type of flexible decision-making that is assumed in mainstream
economics. Firms are unable to change their operating characteristics overnight.
In a more realistic depiction of firm behaviour, Nelson and Winter argue, firms
appear as behavioural units that have built up their own specific routines for
how to handle things. Routines embody accumulated tacit knowledge enabling
firms to cope with familiar recurrent problems in a relatively effortless way.
But the flip side of the coin is that routines can also constrain: when confronted
with unprecedented problems, a firm’s routines may stand in the way of making
flexible and profitable adjustments. Thus there is a trade-off here. Routines
economise on search and deliberation costs and allow for relatively effortless
and reliable solutions for recurrent problems, but they incapacitate flexible
responses to sudden environmental changes.?! This implies that routines do
better in stable environments and flexible decision-making does better in volatile
environments. However, we should not expect flexible decision-making of firms
to evolve in volatile environments, Nelson and Winter argue, because this type
of behaviour is simply not available to firms. Routines also serve as some sort of
organisational memory and as a truce in intra-organizational conflict that firms
cannot do without. Whether firms like it or not, their behaviour will always be
routinised to a large extent.

Nelson and Winter liken routines to genes. But they do not argue that the
operating characteristics of firms are immutable. When some routines do not
yield satisfactory results, firms will start searching for better ones. At the
industry level such search efforts create new variation. This feature is one of
the two reasons for Nelson and Winter to call their own evolutionary economic
theory a distinctly Lamarckian one. The other reason is that in their own theory
acquired characteristics are inherited. If firms find better routines during their
search efforts, these better routines are retained in the next time interval. Both
‘Lamarckian’ features follow directly from Herbert Simon’s notion of satisficing
that Nelson and Winter take over. ‘Satisficing’ implies both that search efforts get
started if results are not satisfactory (if they fall below some critical aspiration
level) and that search efforts stop as soon as some option or alternative is found
that does yield satisfactory results. As long as the option found yields satisfactory
results, a satisficer will stick to it. The notion of satisficing that Nelson and
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Winter adopt does not seem to sit easily with their overall account of routine
firm behaviour. After all, ‘satisficing’ seems to presuppose someone who is in
command of the choice of routines and who furthermore engages in deliberate
choice of routines, whereas on Nelson and Winter’s account of it routines are
contrasted with deliberate choice. They try to resolve this tension within their
theory following Cyert and March (1963), who argue that firms typically avail
of a hierarchy of routines, where for example second-order routines guide the
search for better first-order routines (operating characteristics).

In Nelson and Winter’s evolutionary theory, satisficing is not the only
mechanism driving economic change. Competitive (or market) selection is the
other one. Nelson and Winter assume that in competitive markets only those
firms that succeed in making positive profits can expand. Firms that suffer losses
cannot but contract. The attentive reader will recognise certain elements of the
selection arguments that were discussed in section I here. Nelson and Winter’s
theory seems to further elaborate and articulate especially Alchian’s version,
in which the twin working of competitive markets adopting certain firms and
individual firms trying to adapt to prevailing circumstances via some trial-and-
error process was envisioned. But note that Alchian cum suis were portrayed
as conservatives, while Nelson and Winter are ranked among revolutionaries.
What prompts Nelson and Winter to plead for a radical change in economic
theorising and modelling, when the acknowledgement of roughly the same
underlying evolutionary mechanisms lead Alchian cum suis to a defence of
standard economic theorising? Nelson and Winter seem to have at least three
reasons for going a radically different way.

The first reason is that they do not want to take the soundness of the selection
arguments for granted. Something more than the wave of a hand is needed,
Nelson and Winter argue, to establish that evolutionary processes in competitive
markets lead to the results that are predicted by standard economic theorising.
Rather than trusting on it that evolutionary mechanisms in competitive markets
steer processes in the direction of standard economic theory’s predictions,
this has to be demonstrated. So one of the reasons that Nelson and Winter
develop evolutionary economic models is to check whether they yield results
that are consistent with those of standard economic theory. This had already
started with Winter (1964) who showed with the aid of an explicit evolutionary
model that the selection arguments hold water only under very restrictive
conditions. Nelson and Winter’s second reason for arguing that standard
economic theory has to be superseded by evolutionary economic theory is that
the scope of economic theorising will be extended by doing so. Issues such
as the nature, the competencies, operating characteristics and the dynamics of
organisations, technological change and economic growth, (radical) innovation
and Schumpeterian competition that are treated niggardly if at all in standard
economic theory are then put centre stage.
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The third reason Nelson and Winter have for modelling evolutionary economic
processes explicitly is more of a meta-theoretical or philosophical kind. It stems
from a particular version of realism. This version holds that scientific theories
and models should aim at uncovering and explicating causal mechanisms that
underlie the ‘behaviour’ of the phenomena that we observe. If we relate this
version of realism to the issue at stake here, what it implies is that if mechanisms
such as competitive selection and satisficing are believed to guide the behaviour
of market phenomena then an adequate economic theory or model specifies
these mechanisms and their workings. In Nelson and Winter’s own words, what
is appreciative theorising only in standard economic theory should become
formal theorising in their own evolutionary theory. The mechanisms should
not be referred to in order to defend standard economic theory, they should
rather be modelled explicitly in a truly evolutionary economic theory. This
meta-theoretical argument is already to be found in Koopmans (1957), but it
is given practical consequences in Nelson and Winter (1982). Note that this
argument applies also if the selection arguments were to have been flawless.
Even if it was to turn out that evolutionary economic processes as studied
in evolutionary economic models lead to the results that standard economic
theory predicts, there would still be sufficient reason to turn away from standard
economic theory and to build evolutionary economic models instead. Indeed,
one of the things Nelson and Winter (1982) set out to do is to show that their
own evolutionary models can generate the same results in comparative statics as
standard economic theory. Although their own evolutionary models cannot claim
superiority on empirical grounds here, it can claim superiority on theoretical
grounds: unlike those in standard economic theory, their own models study the
workings of real underlying mechanisms.

Nelson and Winter devise several different evolutionary models to analyse
processes of economic change. Part of their diagnosis of why appreciative
‘evolutionary’ theorising in ‘orthodox’ economics never made it to formal
evolutionary theorising is that the modelling techniques necessary for formal
evolutionary theorising were simply lacking at the time. But this has changed
in the meantime. Nelson and Winter themselves employ the Markov chains
modelling technique to analyse dynamic out-of-equilibrium processes. Other
modelling techniques have become available that also have gained some
popularity among evolutionary economists (Marengo and Willinger 1997). More
recently other work, especially John Holland’s genetic algorithms and classifier
systems and Santa Fé-type complexity theory has drawn a lot of attention.
Related are phenomena like path dependence and lock-in effects (David 1985
and Arthur 1989). These phenomena indicate that it may crucially depend on
accidents and contingencies obtaining at the beginning of a dynamic process
what path the process will follow later on. In such cases ‘history matters’. It
may happen that the path taken leads to some suboptimal or inefficient outcome
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that the process gets then stuck (or is ‘locked-in’) into. So wholeheartedly are
these phenomena embraced in evolutionary economics that it seems that they
are elevated to the status of a first principle (Nelson 1995).

Nelson and Winter’s invocation of phrases as ‘routines as genes’ has led
many commentators into thinking that Nelson and Winter are proposing
a kind of evolutionary economics that is strictly analogous to evolutionary
biology. Nelson and Winter make it perfectly clear, however, that they are not
uncritically pursuing ‘the biological metaphor’. They are looking for a better
economic theory and selectively take over only some elements from biological
evolutionary theory.?2 Many have nonetheless felt that Nelson and Winter’s
evolutionary theory is too much crafted on analogues of the notions of gene and
natural selection adopted from evolutionary biology. Instead of putting ‘genes’
and ‘natural selection’ centre stage, some have suggested that processes of self-
transformation and of the incessant endogenous creation of novelty more aptly
characterise the peculiar nature of economic evolution (Witt 2003).

There are considerable differences between the three groups of revolutionaries
discussed here. Evolutionary game theorists seem to be wedded much
more strongly to the sort of theorising and modelling prevalent in standard
mathematical economic theory than evolutionary economists, for example.
But they both are unlike proponents of the ABC group in that they try to model
ongoing evolutionary economic processes. Proponents of the ABC group are
more interested in what decision-making machinery evolutionary processes
in the past have endowed us with. When it comes to the level of organisation
at which the revolutionaries analyse evolutionary processes and their effects,
however, proponents of the ABC group and evolutionary game theorists are
on one side and evolutionary economists on the other. Proponents of the ABC-
group and evolutionary game theorists study evolutionary processes and their
effects at the level of individuals and the populations they are part of, whereas
evolutionary economists study evolutionary processes at the level of firms and
the industries or markets in which they operate. Yet there are also striking
similarities between all three groups. All revolutionaries hold that more realistic
accounts of dynamic processes, whether these are situated at the individual,
firm or market level, are badly needed. And whatever else this entails, it entails
at any rate the acknowledgement that individuals are not perfectly rational, but
boundedly rational at most.

Concluding remarks

The concluding discussion of the previous section shows that the stance
towards standard economic theory is but one of the possible vantage points
from which the available material can be ordered. Many more dimensions
have been indicated in this chapter in which economists who take evolution
seriously, vary. Rather than going once again through the distinguishing features
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of conservatives, revisionists and revolutionaries, it may be more helpful to
conclude with a brief overview of these other dimensions.

The core notion of evolution itself is understood in widely diverging ways.
Both conservatives putting forward some version of the selection argument and
Nelson and Winter type evolutionary economists conceive of evolution as a
process at the industry or market level controlled predominantly by competitive
market selection. Others rather seem to have processes of social or cultural
evolution in mind in which certain ways of handling things change in populations
or groups of individuals because these are transmitted from the one individual
human being to others via non-genetic means (via imitation, for example). Yet
others think of changes in individual behaviour due to processes of individual
learning. What this shows is not only that evolution can take place at different
levels of organisation (individual persons, groups, markets). It also suggests
that there might be evolutionary processes going on simultaneously that are
of interest to economics. Models of co-evolution might be needed to come to
grips with such multi-level evolutionary processes and their interactions, but
the complexity of such interactions may well be staggering (see Vromen 2002
and 2004 for a further discussion).

Another dimension pertains to the issue of whether the evolutionary processes
at stake are ongoing or have been already completed in the past. The evolutionary
processes envisaged by conservative proponents of the selection argument and
most of the revolutionaries are ongoing ones. Revisionists by contrast envisage
evolutionary processes that have come to an end a long time ago. They mainly
have processes of the phylogenetic development of our species homo sapiens in
mind that allegedly shaped what we now call human nature. What revisionists
hold is that biological evolution has endowed us with our basic preferences
and our capacity to choose flexibly and rationally. Given these endowments
we can do (and actually do) what standard economic theory assumes we do:
we engage in constrained maximisation. Thus revisionists in effect show that
it is entirely possible that we human beings are the products of evolutionary
processes in the past, but that currently there are no relevant evolutionary
processes going on anymore. Arguing that ancient processes of biological
evolution established our capacities once and for all does not necessarily imply
that there are no more evolutionary processes going on that economic theory
should pay attention to, however. On the basis of fixed, biologically evolved
capacities there may still be significant processes of cultural evolution and
ontogenetic development (and individual learning) going on. What is more,
these biologically evolved capacities may not only facilitate these processes,
they may also constrain and channel these processes. This is exactly the point
where revisionists evolutionary psychology and the revolutionary ABC group
part company. Where the revisionists tend to stress only the facilitating powers
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of the capabilities, the revolutionaries draw attention also to their constraining
and channelling powers.

Yet another dimension on which there are differences that run through the
different categories is whether economists engage in theorising about evolutionary
processes themselves or consult theorising about evolutionary processes done
by others. One might think that economists only feel competent to develop
theories and models about economic evolution and that they would draw on
the expertise of practitioners of other disciplines to obtain insights about non-
economic evolutionary processes and their outcomes. But some economists have
boldly developed theories and models of non-economic evolutionary models
of their own. What is more, some of them have deployed standard economic
theories and models to shed light on non-economic evolutionary processes and
their outcomes. Although evolutionary processes undoubtedly are dynamic,
theorising about evolutionary processes need not be explicitly dynamic. Some
argue, for example, that although biological evolution is likely to have equipped
us with brains that do not seem to match well with standard economic theory’s
depiction of human behaviour, standard economic theory can be profitable
applied to enhance our understanding of the way our brain functions. There
is no contradiction here. Using standard economic theory to better understand
the functionings of our brains may well lead to the conclusion that standard
economic theory (when taken literally) gives an utterly unrealistic depiction of
our internal decision-making (or behaviour-generating) machinery.

Finally, however, there is also the meta-theoretical issue whether theorising
and modelling should focus on the workings of the most important forces
and mechanisms actually at work in evolutionary processes. Even if standard
economic theory were to reliably predict the outcomes of evolutionary processes,
if the actual forces and mechanisms driving these processes to their predicted
outcomes are not constrained maximisers, then using standard economic theory
to predict these outcomes is not acceptable. For that would not get it right (not
even approximately) how these outcomes are actually produced. The issue of
realism versus instrumentalism looms large here. Instrumentalists are to be
found among conservatives, but not among revolutionaries. Revolutionaries
tend to be realists, although the converse does not hold true. For revisionists also
tend to be realists. Revisionists and revolutionaries alike argue that evolution
is taken seriously only if this leads to a better causal understanding of ongoing
€conomic processes.

Notes
*  Parts of this chapter were prepared as a paper while the author was a Ludwig Lachmann
Research Fellow at the London School of Economics
1. Associations with the political-ideological movements that go under these names should
be suppressed. It is entirely possible, for example, that revolutionaries in this chapter are
conservative in the political-ideological sense.
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Similar selection arguments are also sometimes put forward to buttress claims and theses in
new institutional economics. See Vromen (1995), Chapter 3, for a further discussion.

In more recent versions of evolutionary game theory boundedly rational individuals are
assumed to be able to learn both individually and socially. See the further discussion of
evolutionary game theory under the heading of ‘Revolutionaries’.

Other additional simplifying assumptions are that the population is infinitely large and that
interactions are pair-wise and not selective (or assortative).

Although it is to be noted that in one of Maynard Smith’s most famous applications of
evolutionary game theory, the explanation of the spontaneous evolution of de facto property
rights, a new strategy (Bourgeois) is smuggled in in the original Hawk—Dove game. See
Vromen (1995), Chapter 7, for a more extensive discussion.

It was John Nash himself who, in his doctoral dissertation, first drew attention to this
interpretation of his own notion of Nash equilibrium. See Weibull (1995).

See also Robson (2001, 2002) who uses standard economic theory to point out why processes
of biological evolution have endowed us with utility functions and with the capacity to
act rationally upon them. Glimcher (2003) urges neuroscientists to use economic theory in
studying brain processes.

Sometimes it is argued that standard economic theory’s focus on equilibria may not be
so ill-taken since equilibria also figure prominently in attempts of contemporary standard
evolutionary biology to come to grips with processes of evolutionary change (see, for example,
Krugman 1999). Note that what here is allegedly vindicated with recourse to evolutionary
biology is not the substance of standard economic theory, but its theoretical approach (or
analytical framework).

That is, Becker applies standard indifference curve analysis. The only difference with
traditional applications is that preferences are not defined here over pairs of goods, but over
pairs of incomes and that personal income is replaced by social income.

Note that this use of standard economic theory is in accordance with the take of ‘conservatives’
on the relation between evolution and economic theory. This is not surprising, since Becker
(1962) himself was one of the first ‘conservatives’.

In the literature on behavioural and experimental economics this is sometimes referred to as
the social preferences hypothesis: next to a concern for their own material welfare, a concern
for the wellbeing of others (altruism) or a ‘taste’ for fairness, equality and reciprocity are built
in (as terms) in utility functions.

See also Nesse (2001) for further work on commitment in an evolutionary setting.

Frank himself can be blamed here for giving rise to misunderstanding, for he frequently writes
as if individuals can choose their own preferences, goals and motives (Frank 1988, 2003).
It is not at all clear that evolutionary psychology really supports (or is even consistent with)
the constrained maximisation framework of standard economic theory, however. A case can
be made that the strict separation of affective (or motivational) and cognitive components
that is implied in the constrained maximisation framework is inconsistent with evolutionary
psychology’s view on psychological mechanisms as the proximate causes of behaviour (see
Vromen 2003a, 2003b; see also the discussion of the ABC group in the next section). See
also the section on the ‘revolutionary’ ABC group.

To which can be added, however, that if we want to understand these processes of ontogenetic
development and of cultural evolution, revisionists argue that we cannot ignore the biological
heritage of our species.

In the remainder of this chapter I will be silent on these old and neo-institutionalists for the
simple reason that they are dealt with in other contributions.

A dynamics is monotonic if the difference between the growth rates of the frequencies of
any pair of strategies in some population has the same sign as the difference between their
payoffs.

Hayek (1969) used to call Hume, Smith an other proponents of the Scottish Enlightenment
‘Darwinians before Darwin’ and urged social scientists interested in social evolution to orient
themselves on these Darwinians before Darwin rather than on Darwin himself.

A question that one could pose here is: adapted to what? The ‘logic’ of the reasoning in both the
ABC group and EP implies that the behaviour allegedly is adapted to ancestral circumstances.
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But is the behaviour also adapted to present circumstances? Proponents of the ABC group tend
to suggest that current actual behaviour is also adapted to present circumstances. Proponents
of EP tend to follow suit (Cosmides and Tooby 1996), but no real arguments are given for
this.

20. Itis clear, however, that Simon himself considered the two to be the blades of a pair of scissors.
Each of the approaches is incomplete and cannot work unless complemented by the other.

21. Note, however, that if routines have a conditional form, they generate different sorts of
behaviour in different circumstances. Thus routines do not necessarily make for inert, rigid
behaviour.

22. In this connection it is worth repeating that Nelson and Winter stress that their evolutionary
theory is Lamarckian and not (‘orthodox’) Darwinian. For arguments that evolutionary
economics is not and should not be committed to the view that individual behaviour is
genetically prescribed, see Vromen (2001a).
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7  Normative economics and theories of
distributive justice

Marc Fleurbaey

1. Introduction

The definition of what is good or just for society is not only important for
political philosophy, it is also essential for economics insofar as the latter is
involved in policy decision-making with consequences for the well-being of the
population. The second half of the twentieth century witnessed an impressive
joint effort in both disciplines to put some order into the various arguments and
basic principles which may be relevant to the definition of a ‘just’ or a ‘good’
society, and to develop comprehensive doctrines and rigorous methods.

Three historical lines of thought about social justice provide the background
of the more recent developments. The first is utilitarianism, a doctrine initiated
by Jeremy Bentham, and oriented toward ‘the greatest happiness of the greatest
number’, in its founder’s words.! The utilitarian approach views happiness as
the primary goal of human life, or at least as the goal which ought to be promoted
by social and collective policies. The second pillar is libertarianism, whose core
value is freedom, and focuses on individual rights rather than happiness. John
Locke is commonly considered to be one of the first prominent authors in this
line. The third historical pillar has been egalitarianism, the development of which
can be traced back to Jean-Jacques Rousseau and Karl Marx, and which focused
initially on the distribution of social advantage. Actually, utilitarianism and
libertarianism have a significantly egalitarian flavor too, because utilitarianism is
based on the principle that every individual should be given equal consideration
in the global evaluation of total happiness, while libertarianism advocates an
even distribution of basic rights and liberties.

In the last decades, the domination of utilitarianism (in the Anglo-Saxon
world) and of Marxism (on the Continent) in political philosophy has been
shaken by the surge of liberal egalitarianism, under the influence of John Rawls.
Liberal egalitarianism combines features of libertarianism and egalitarianism.
From the former it borrows a priority given to the respect of basic rights and the
requirement that public policies should be neutral with respect to private goals
that motivate individuals in their lives. But, out of egalitarian inspiration, it seeks
a genuine equality in economic conditions by giving priority to the worst-off.
This new brand of political philosophy has triggered a debate over what should
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be the proper focus of equalization: Equality of what? In particular, the key role
of freedom and individual responsibility in this line of theory brings to the fore
the distinction between legitimate and illegitimate inequalities.

The egalitarian features in Rawls’ theory have led to a reaction from libertarian
quarters, notably by Robert Nozick, who argued that a proper respect for
freedom leaves no room for any kind of egalitarian redistribution. Discussions
of the notion of social contract have also given way to other theories. But the
attraction of a theory that gives priority to the worst-off has remained quite
strong in spite of all criticisms, and egalitarian versions of utilitarianism and
even of libertarianism have been elaborated, showing a kind of interesting
convergence, even though many issues remain controversial.

In normative economics, things have taken a more dramatic turn. A traditional
coexistence of advocates of the laissez-faire, such as Friedrich Hayek, with
theorists of welfare economics, like Arthur Pigou, John Hicks or Paul Samuelson,
has been troubled by a series of soul-searching developments in the latter field,
ending up in its quasi disappearance from the mainstream of economic research.?
The first event has been the realization that the interpersonal comparisons of
utility needed in the traditional utilitarian calculus of total happiness could
not be made on a purely empirical basis, and required value judgments for
which no clear basis was available. This fact, vividly acknowledged by Lionel
Robbins,? led to a growing resistance to the concept of utility itself, and to its
replacement by the concept of preference in a stream of research that came to
be known as ‘New Welfare Economics’. The second event was the publication
by Kenneth Arrow of an impossibility theorem which showed that no simple
rule similar to majority voting could generate consistent social decisions on the
basis of individual preferences. The third development was the emergence of
a consensus, under the influence of Amartya Sen, that the only way to obtain a
consistent criterion for social decisions was to resort to the kind of interpersonal
utility comparisons which had been viewed as problematic decades earlier. At
first glance, one could interpret this as meaning that welfare economics was
back at square one.* And this might explain why most economists have deserted
the field of normative thinking.

In the meantime, however, the theory of social choice had developed rigorous
concepts about preference aggregation in general and interpersonal comparisons
in particular. Moreover, the theory of bargaining, initiated by John Nash, had
obtained an impressive array of results about solution concepts. Similarly, the
theory of fair allocation, launched by Serge Kolm, Elisha Pazner, and others,
had shown how important notions of fairness could be rigorously formulated
in various economic models, and relied upon to single out satisfactory rules of
allocation. These various theories provide valuable tools for new developments
in welfare economics, and with them cross-fertilization with political philosophy
is on more favorable ground than ever before.
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The following sections present various approaches to defining social justice,
and questions related to that issue. Developments belonging to economics and
concepts from philosophical theories of justice are introduced according to
their relevance to the topic of each section, and not by reference to a particular
discipline, historical moment, or theory of justice. In this way, the focus is on
issues and problems rather than on individual theories. The first concept to be
discussed is Pareto efficiency, whose appeal and limitations pave the way for
more refined developments, such as those inspired by the ideal of impartiality,
from which authors like John Harsanyi and John Rawls have tried to derive
ambitious conclusions. The libertarian reaction against such ambitious theories
is the next considered, and its radical nature compared with more moderate
theories of the social contract, such as David Gauthier’s, which can be related
to the economic theory of bargaining. With a richer set of ethical principles, the
theory of social choice has provided invaluable analytical tools to describe a
variety of social objectives, and one of the most interesting conceptual advances
that followed its development has been the growing recognition that the ethics
of interpersonal comparisons is not as subjective and arbitrary as was previously
thought. In this respect the theory of fair allocation, and related theories of
justice in terms of equality of resources, are quite interesting examples of how
to deal with this issue in a tractable way, and, as will be explained below, much
of the conventional wisdom on the difficulties of social choice has to be radically
revised in this light. This chapter concludes with a brief description of other
issues which challenge the main concepts and theories and suggest directions
for future developments.

2. The limits of Paretianism

Vilfredo Pareto noticed the conceptual significance of situations of unanimous
preference. If the whole population prefers one alternative to another, this gives a
strong argument in favor of this alternative. This notion can be used in particular
in order to identify situations of inefficiency, where it is possible to make a
move toward another situation which is better for some individuals and worse
for none. In particular, the idea that competitive equilibria always produce
efficient allocations has become a cornerstone of economics.

The attraction of the Pareto criterion is that it does not involve any interpersonal
comparisons of utility, and does not convey any value judgment about the
distribution. Because of this apparent ethical neutrality, it is tempting to try to
make the most of this criterion. There have been many dubious uses of the Pareto
criterion. The most common is the idea that, since any Pareto improvement (that
is, any move to a situation preferred by some and less liked by no one) is a good
thing, any identification of a Pareto-improving change should automatically
lead to its implementation. This view implies a sanctification of the status quo,
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and this is even more dramatic in the attitude which makes some economists
restrict their attention to reforms that are Pareto-improving.

One consequence of this kind of attitude is a general principled support for
freedom of contract in economics, since free contractors never accept a deal
unless it is good for both parties. Free trade is always Pareto-improving over
autarky. This, however, neglects the fact that opening or deregulating a particular
market has redistributive effects. Moreover, in situations of gross inequalities of
initial endowments, the poorly endowed are easily willing to accept unfavorable
transactions and terms of trade, even under competitive conditions. Freedom of
contract is then a very questionable way to help improve their lot.

Paradoxically, when some welfare economists such as Nicholas Kaldor and
John Hicks tried to get rid of the Pareto straitjacket in order to be able to
defend policies that would hurt a well-to-do minority and benefit the rest of
the population, they worsened the misuses of the Pareto principle. They argued
that reforms that are not Pareto-improving but are such that the gainers could
compensate the losers were almost as good as true Pareto improvements (Hicks
1939; Kaldor 1939). But the potential Pareto improvements epitomized in their
compensation tests could not reasonably be considered as ethically significant
as actual Pareto improvements. Moreover it was shown by Tibor Scitovsky
and others that they lead to gross inconsistencies as soon as the price system is
affected by the contemplated changes (Scitovsky).> Unfortunately, this approach
has survived devastating criticism, under the guise of the surplus criteria (sum
of compensating variations and sum of equivalent variations) which are still
commonly used in some areas of economics (for a critical review, see Blackorby
and Donaldson 1990). And, contrary to the initial intention, such criteria are
usually biased in favor of the rich whenever there are income effects.

The only reasonable use of the Pareto principle consists in the identification
of inefficient situations, which call for a change. But the direction of the change
need not be dictated by the Pareto principle.®

Even under this cautious attitude, the application of the Pareto principle
may still be problematic. Its respect for individual preferences (when they are
unanimous) is appealing only when individual preferences are respectable,
which is not always the case. Antisocial and obnoxious preferences are the most
immediate example, but a more interesting problem occurs when uncertainty
taints the contemplated options. Under uncertainty, individual preferences are
based on tastes but also on beliefs about the probabilities of the states of nature,
and when beliefs are heterogeneous in the population, spurious unanimity may
come out as a result of a mixture of divergent tastes and opposite beliefs.’

3. Impartiality and the veil of ignorance
Allin all, the main limitation of the Pareto criterion is that it ignores distributional
issues, and does not discriminate between situations of immense inequalities
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and more impartial situations. Introducing a requirement of impartiality is then
a natural step at this stage. Impartiality is a concept which, like the Pareto
criterion, can also be viewed as minimalist. It may be related to an attitude
of equal respect, and does not immediately convey any strong preference
for a pattern of distribution. In its now common definition, it just means that
individuals’ identities (names) are not a relevant characteristic in the evaluation
of the distribution.®

But, once again, the temptation is to try to make the most of little, in order to
avoid difficult value judgments. John Harsanyi has made an interesting attempt
at deriving utilitarianism from impartiality. His impartial observer argument is
based on the following story.” An impartial observer should decide for society
as if she had an equal chance of becoming anyone in the considered population.
Assuming that there are n individuals, and that the von Neumann/Morgenstern
(VNM) utility for the observer to become individual i under policy x is U (x,
i), then her expected utility under policy x is computed as

zn:lU(x,i)

iz 1

The similarity with the utilitarian criterion, which seeks to maximize the sum
of individual utilities U,(x), is striking. In order to obtain a total congruence
between the two formulae, it is enough to assume that U (x, i) = U(x).

But this latter equality condition eludes any easy assessment. On the left-hand
side, one has the observer’s VNM utility, whereas the right-hand side features
the individual utility as a utilitarian would like to measure it. It is not clear how
the two concepts can be related, unless the observer is somehow supposed to be
strongly influenced by utilitarianism. In other words, it is not so easy to obtain a
thick criterion such as utilitarianism out of a thin requirement of impartiality.!0
This is hardly surprising.

Moreover, it is not even obvious that the character of the impartial observer
really captures the content of impartiality. When the impartial observer decides
that it is indifferent for her to experience one unit of VNM utility under the
identity of i or of j, which are equiprobable, does this imply that the distribution
of utility among individuals does not matter? The impartial observer is making
trade-offs between alternative selves which are (equally) improbable, but social
decisions have to do with conflicting interests of individuals who are all equally
real and alive. It would be natural to find more egalitarianism in the latter context
(see Kolm 1996, p. 191).

John Rawls has also tried to exploit the requirement of impartiality in an
ambitious way.!! He argued that the basic structure of society should be decided
by a hypothetical assembly of individuals placed under a veil of ignorance hiding



Normative economics and theories of distributive justice 137

their identities and particular characteristics and goals. Since such ignorance
deprives individuals of their personal traits, and places them all in an identical
situation, called the ‘original position’, the setting is not so different from
Harsanyi’s impartial observer. But Rawls refused to rely on decision-making
under uncertainty like Harsanyi,'? and claimed that the uncertainty under
which individuals consider their actual life in society from behind the veil of
ignorance is so radical that their criterion should be the maximin, which gives
absolute priority to the worst-off, rather than the expected utility. Moreover,
he criticized the utility approach and argued that social justice has to do with
allocating resources and rights, not utility, because individuals should at least
assume responsibility for their ends, and, on grounds of justice, can only claim
a fair share of resources. This ended in a complex architecture of principles,
featuring equality of basic rights above equality of opportunity (careers open
to talents), and the latter above the maximin applied to economic resources. It
is impossible here to adequately describe the richness of Rawls’ theory, whose
impact on political philosophy and welfare economics has been profound and
lasting. Even though many details of his theory have not survived decades of
critical scrutiny, his defense of egalitarianism (represented by the maximin
criterion) and his focus on resources rather than utility have influenced many
authors and set the stage for many later developments.

Among them, it is worthwhile mentioning an original application of the
veil of ignorance by Ronald Dworkin (1981, 2000). In order to define the fair
allocation of resources among individuals, Dworkin proposes to refer to the ideal
allocation that would result from a hypothetical insurance market, operating
under the veil of ignorance, in which individuals would have equal budgets and
would be allowed to buy insurance against unfavorable personal characteristics.
The veil of ignorance would hide personal talents, but, contrary to Rawls’
version, would let individuals remember their own goals and ambitions. As a
consequence, for instance, someone with athletic ambitions could insure against
physical disabilities, while someone with intellectual ambitions could insure
against a low IQ. Once the veil of ignorance is lifted and talents are revealed,
transfers would be operated in the form of indemnities toward those who would
have insured against their bad draw. Dworkin suggests that the welfare state
should be organized so as to mimic the result of such hypothetical indemnities
as much as possible.

In view of the Harsanyi—Rawls opposition regarding the distributional
criterion (sum or maximin), it is interesting to scrutinize Dworkin’s proposal.
If, on the hypothetical market, under the veil of ignorance, individuals maximize
their expected utility, attributing equal probability to the possibility of ending up
with any individual’s talents, the final allocation will be closer to maximizing
a sum of utilities than giving absolute priority to the worst-off. Equality of

138 The Elgar companion to economics and philosophy

initial endowments on the hypothetical insurance market does little to avoid a
utilitarian kind of outcome in the final allocation.!3

4. The freedom flag

Utilitarianism as well as Rawlsian theories of justice generally advocate
substantial redistribution, in favor of those who have greater needs (as measured
by marginal utility of income, for utilitarianism, or by an inferior share of
resources, for Rawlsian theories). In reaction to such support of the welfare
state, Robert Nozick has tried to revive the libertarian ideal by delineating the
constraints that an absolute priority of individual rights would impose on the
scope of state intervention.!#

The basic intuition on which the libertarian view is based is the following. If
able and consenting adults engage in activities (such as production, exchange)
that do not hurt third parties, there is no reason for the state to interfere and
force them to relinquish part of their surplus. Taxing transactions and income
is an intrusion into the individuals’ sphere of freedom, and is therefore not so
different from more violent kinds of oppression such as forced labor.

Now, the very protection of individual freedom, the guarantee of contracts,
and the like, may require some state monitoring. As a consequence, Nozick
allows for a minimal state with such basic functions, but other libertarians are
more radical and would trust the market even in the presence of public good
effects such as in law and order issues.

But the important conclusion derived by Nozick is that a proper respect
for freedom of contract is totally incompatible with having the state maintain
a pattern of income distribution, like those advocated by utilitarianism or
egalitarianism. If individuals freely decide to pay a small fee to see a basketball
star performing, this may create a situation in which one individual becomes
extremely rich, in contradiction to any desirable pattern, but nothing can be done
against such unintended but voluntary consequences of free exchange.

Needless to say, Nozick’s plea has aroused a vivid rejoinder from egalitarian
quarters. Nozick has been criticized in particular for his circular definition of
freedom.!> He defined freedom as the absence of any interference by others
that violates individual rights. The latter clause about rights violation is needed
because the minimal state, by protecting private property, may directly prevent
individuals from certain actions (picking the neighbor’s apples), and, in the
libertarian creed, this is not a reduction of freedom. Since I have no right to
my neighbor’s apples, my being barred from his apples is not impinging on
my freedom. But, in the libertarian approach, rights themselves are based on
the guarantee of freedom, so that such notions seem indeed to be just tailored
to defend private property. Egalitarians have rejuvenated the Marxian notion
of real freedom in order to argue that, even if the minimal libertarian state may
somehow maximize formal freedoms, what matters is the distribution of real
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freedom (see, in particular, Cohen 1995; van Parijs 1995). They have also argued
that the basic institutions, including various sorts of state intervention, define
what individuals are allowed to do in general, and that there is no prima facie
reason for granting free exchange the sacred status it has in libertarianism.'6

This latter argument is less convincing, and fails to see the attraction of the
libertarian intuition as described above. When individuals spontaneously gather
and strike a deal, it is certainly a burden for them to have to comply with a
regulation of the terms of their contract or with an imposed obligation to pay
part of their surplus to a third party. Even though this third party may happen to
be the state and this payment may contribute to a better pattern of real freedom
in society, the fact of the matter is that this is a burden they would, prima facie,
rather do without. The massive reality of tax evasion proves this beyond doubt.
A proper notion of real freedom should capture the need for minimizing state
interference in daily life, including in transactions, and this, perhaps, would
reconcile the libertarian intuition with the need for a comprehensive definition
of freedom.

Variants of libertarianism have been proposed, which go a long way toward
a wider acceptance of public assistance and redistribution. Nozick himself
acknowledged that the minimal state was an ideal solution only for a perfect
world with no anterior violations of rights. In the troubled history of mankind,
violations of human rights and property have been so massive that it is impossible
to defend the current distribution of property as an acceptable starting point for
free transactions. A principle such as the Rawlsian maximin may, as Nozick
admitted (1974, end of Ch. 7), be a better guide toward a reasonable solution
in this imperfect context.

Nozick also insisted that the freedom of association requires, by its intrinsic
logic, the acceptance of communities in which strong principles of solidarity
and redistribution are enacted. The respect for freedom and individual rights
does, however, require the possibility that any individual emigrate at little cost,
and the availability of various kinds of communities with different life-styles
and degrees of collective redistribution. In addition, Nozick also noticed that
redistributive institutions may have an important symbolic utility for individuals
who view such institutions as an expression of their own attitude and feelings
toward others (Nozick 1974, 1989).17

Other authors have exploited another loophole in the libertarian theory. Before
resources can be exploited and/or exchanged, they must be appropriated. This
first appropriation cannot be justified by freedom of transaction, and requires
a different principle. Locke himself, in the discussion of the American frontier,
requested that ‘enough and as good’ should be left for others (Locke 1690), and
Nozick transformed this proviso into the condition that no third party should be
made worse-off by a first appropriation of some resource. Steiner has argued
that the only way to implement this ideal condition is to put ‘initially unowned
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resources’ under a special status of common rights-holding, so that, even when
they are privately managed, their use can benefit all mankind.!® Concretely,
this means that the rent from the use of such resources should be used for the
general good, and distributed as equally as possible.

5. Social contract and bargaining theory

The possibility for a group of individuals of any size, including the whole society,
to decide freely on how to allocate the benefits of their mutual cooperation,
suggests an extension of the notion of free contract epitomized in libertarianism.
When the size of the group and the complexity of the matter make it impossible
to let individuals themselves strike the deal, a fallback position is to devise a
tacit agreement in the form of a ‘social contract’, that is, a contract that any
individual, under ideal conditions, should reasonably accept. This line of thought
leads back to considerations of social justice.

Brian Barry has opposed this approach, in which justice is viewed as based
on mutual agreement, in favour of an approach based on impartial normative
principles. And he has analysed in particular how Rawls’ theory ambiguously
toys with both approaches. The main difference lies in the fact that under
the mutual agreement perspective, no attempt is made at compensating for
initial inequalities that put some individuals in more favorable situations in the
bargaining process (see Barry 1989, 1995).19

After long being dominated by Edgeworth’s pessimistic conclusions about
the impossibility of predicting where on the contract curve agents would make
an agreement, the economic theory of bargaining was radically transformed by
John Nash’s introduction of the axiomatic method in order to pin down more
precise solutions (Nash 1950).20 The idea is that not all agreements are equally
satisfactory, and in particular, that a good solution must be consistent over a
whole class of conceivable bargaining problems.

In the two-agent case, Nash showed how to justify the agreement which
maximizes

(U,(x) = U (d)) (Uy(x) = Up(d)),

where x denotes the agreement, d the disagreement point to which the agents
would fall back in absence of a deal, and U, is agent i’s (i = 1 or 2) VNM
utility function over all feasible alternatives. His axioms involved in particular a
collective rationality condition (if the set of available options shrinks, no change
is needed if the original agreement remains possible) and a scale invariance
condition with respect to the choice of VNM functions (if one replaces a VNM
function by another representing the same preferences, the agreement is not
changed). But, more importantly, and questionably, he based his analysis on the
welfarist principle that the agreement should only depend on the shape of the
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utility possibility set and not at all on other features pertaining to the structure
of the alternatives or to the agents’ preferences.?!

Another prominent solution,?? in the theory of bargaining, consists in
equalizing the relative concession made by every agent:

max, U, —U, (x) max, U, -U, (x)
max, U, - U, (d) B max, U, -U,(d)’

where max . U; is the best utility agent i can reach on the set X of available
alternatives x which are at least as good as d for both agents. This solution directly
inspired David Gauthier’s theory of justice (1986), in which the disagreement
point is roughly defined as the libertarian laisser-faire situation, and in which
the surplus from cooperation on public goods and externalities is divided so
as to minimize the maximum relative concession made by individuals of the
relevant population. This theory exemplifies the peculiar feature of the ‘justice
as mutual agreement’ approach, namely, that no attempt is made to compensate
for the disadvantage of those agents who are ill-endowed at the disagreement
point and cannot offer much in the cooperation with others.>3

6. Social choice and social welfare

The mainstream of welfare economics accepted the need to develop concepts of
the social good, or social justice, which combine basic Pareto and impartiality
requirements with more explicit equity principles.

But one must first recall the alarming result which initially brought into
question the mere possibility of combining Pareto and impartiality requirements.
Kenneth Arrow, in a generalization of the problems encountered with the
compensation tests of welfare economics?* and of the paradoxes displayed by
voting rules,? claimed to have uncovered a fundamental difficulty in defining
‘social preferences’ on the basis of individual preferences (see Arrow 1951).
The object he submitted to axiomatic analysis was a function mapping the set of
profiles of population preferences over a given set of alternatives into the set of
complete preorders over that set. Such a function can be viewed as ‘aggregating’
individual preferences into a social relation of preferences.

The axioms imposed by Arrow on this function are the following. The Pareto
principle requires that if all individuals strictly prefer one alternative to another,
social preferences should exhibit the same ranking. Impartiality requires, at the
very least, that no individual should be able, like a dictator, to impose his strict
preference relation over the social preferences for all profiles of population
preferences. In addition, Arrow introduced an axiom called ‘Independence
of Irrelevant Alternatives’ (ITA), stipulating that the social ranking of two
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alternatives should only depend on individual pairwise preferences over these
two alternatives, and not on any other feature of individual preferences.

Arrow’s impossibility theorem states that there is no function satisfying these
three conditions, when there are at least three alternatives, two individuals,
and the domain of the function contains all conceivable profiles of individual
preferences (in which every individual preference is a complete preorder).

Although Arrow’s IIA axiom has been extensively commented upon and
criticized after its introduction, it slowly came to be widely accepted, so that
the theorem could be viewed as implying the devastating conclusion that
even minimal formulations of Pareto and impartiality requirements were
incompatible. At the beginning commentators actually could not agree on the
relevance of this result for welfare economics, and the discussion erred for some
time around the issue of whether one really needed to define social preferences
for several population profiles.2° It soon became clear that a similar result could
be obtained even for a single profile of population preferences,?’ and it later
also became transparent that Arrow’s theorem could be rigorously reproduced
in most economic models, which seemed to show its definite relevance (and
destructive significance) for welfare economics.?

Under the influence of Amartya Sen in particular, the focus shifted to the
limited informational basis imposed by Arrow’s formulation in terms of
individual non-comparable preferences.?” If one had more information about
individual well-being, allowing for instance the comparison of the levels of
individuals’ welfare in a particular alternative, could one escape the frightening
impossibility? This question is based on the replacement of the function mapping
population preferences into social preferences by a ‘social welfare functional’
mapping profiles of individual utility functions into social preferences (see
d’Aspremont and Gevers (1977), Roberts (1980), Sen (1986, 1999)). In this
extended setting, the Pareto and impartiality requirements can be retained
unaltered. But the IIA axiom has been weakened into the condition that the
social ranking of two alternatives should only depend on the levels of utility
attained by individuals at these two alternatives (independently of utility levels
at other alternatives). With this weakened version of IIA, the impossibility
disappears, and is replaced by a flurry of possibilities, since any social welfare
functional based on a traditional kind of social welfare function that is increasing
and symmetrical will satisfy the three axioms. More precisely, let W be such
a social welfare function, mapping any vector of utility levels (u,...,u,) for
the n individuals of the population into a real number W(u,,...,u,) measuring
social welfare. One then simply has to define social preferences by stipulating
that alternative x is weakly preferred to alternative y whenever

W (U,(0),...U,(x) = W (U,(3),....U, (),

where U,(x) denotes individual i’s utility level at alternative x.
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Although this may have looked like a return to an antediluvian state of welfare
economics, this re-introduction of social welfare functions was accompanied by
several conceptual innovations. First, the availability of the axiomatic method
made it possible to analyse with more precision the properties of the social
welfare functionals, in particular those related to the shape of function W. And in
the process it appeared that there was a relation between the degree of inequality
aversion displayed by W and the kind of information about interpersonal utility
comparisons one wants to rely upon.3? At one extreme, the utilitarian social
welfare function (with zero inequality aversion with respect to utilities)

n
W(ul,...,un)zz‘ui
i=1

is obtained if one wants to rely only on information about interpersonal
comparisons of utility differences®' whereas the maximin social welfare function
(with infinite inequality aversion)

w (ul,...,un) = minuy,

i

obtains if one relies on interpersonal comparisons of levels. In between these
two extremes, a social welfare function like the CES, with a finite degree of
aversion to inequality p,

.
W (u,,..ou,) = Zn:u,.l"’kp
i-1

is related to the use of a more extensive information about levels, differences,
and ratios of utility.32

A second difference between this approach and its pre-‘new welfare
economics’ ancestor is that the difficulty of making interpersonal utility
comparisons was now widely admitted, and was incorporated into a general
philosophical questioning about how U; should be conceived. The traditional
approach in terms of subjective utility, dubbed ‘welfarism’, was submitted to
intense criticism. The most influential criticism was probably the idea, already
mentioned above, that subjective satisfaction belongs to the individual sphere
of responsibility and that social justice has to do with the more limited issue of
offering resources or opportunities see Rawls (1971, 1982), Dworkin (1981),
Scanlon (1975) and Sen (1979, 1987).
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At any rate, it became clear that the mathematical apparatus of social welfare
functionals could be indifferently applied to any concept of individual well-
being, including an objective view for which U; is not individual i’s personal
characteristic but, rather, the ethical observer’s (or the so-called ‘social
planner’s’) evaluation of i’s value or importance for the achievement of social
goals.3? Following the line initiated by Rawls, Sen proposed defining U ;in
terms of opportunities for a comprehensive list of individual beings and doings
(including subjective and objective variables). The beings and doings he called
functionings, and the opportunities for functionings were named capabilities
(see Sen 1985, 1987).

Sen’s approach is somewhat ecumenical as he does not make a very precise
proposal about the relative importance of various functionings, though it has
become usual, and convenient, to analyse the main theories of justice in terms of
these two questions: (1) what is the shape of W (sum or maximin, most often)?
(2) what is the definition of U;? For instance, Rawls’ theory can be summarized
as being based on the maximin criterion applied to U, defined by an objective
index of the quantity of primary goods made available to the individual, where
the notion of primary goods is meant to cover basic and all-purpose resources
which are useful in any reasonable life-plan (the list of primary goods includes
basic rights in addition to more ordinary economic resources).

The welfarist line has not been totally eclipsed by the new theories, but
it is now widely accepted that individuals’ ordinary preferences cannot
be taken at face value. For many authors, anti-social preferences (sadism,
jealousy, xenophobia) should not be allowed to influence the formation of
social preferences, and it seems that even pro-social features such as altruism
are problematic when they may lead to favoring the egoist at the expense of
the altruist. Individual preferences should then be ‘laundered’ of all other-
regarding traits, in order to retain only self-centered evaluations by individuals
of their own personal situation. Impartial social preferences then have the task
of comparing individual situations on the basis of individual self-centered
preferences. Besides, individual welfare should presumably not be evaluated
through the individuals’ own immediate subjective impressions but on the basis
of the best assessment they could reach in ideal conditions of deliberation and
formation (see Harsanyi 1982; Goodin 1986).

7. Theory of fairness and equality of resources

The theory of fair allocation emerged after the development of the Arrow—
Debreu model of general equilibrium provided convenient representations of
simple exchange and production economies, and was initially focused, in the
seminal works of Serge Kolm, Hal Varian, among others, on the concept of
‘envy’, which led to the definition of a fair allocation as one in which no agent
would prefer consuming another’s bundle (Kolm 1972; Varian 1974). The object
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that such a theory then started to look for was an allocation rule, namely, a
function which selects a particular subset of feasible allocations (i.e. the subset
of fair allocations) for every economy in a relevant domain of economies. The
prominent allocation rule to which the no-envy criterion was related was the
egalitarian competitive equilibrium, namely, the Walrasian equilibrium in which
all agents have identical initial endowments.

On such a basis, the theory of fair allocation grew by borrowing the axiomatic
method from the theory of bargaining, which has a similar solution concept in
terms of a selection of a good subset of alternatives (as opposed to the theory
of social choice which has the more ambitious goal of ranking all alternatives
in a fine-grained way — on this difference, see below). The no-envy criterion
can then provide an axiom requiring that any selected allocation be envy-free.
The Pareto principle leads to an axiom requiring any selected allocation to be
Pareto-efficient, etc. It soon appeared that the no-envy criterion was not the only
notion of equity that could be formulated in this setting, and other concepts of
equity were progressively introduced.? This was motivated in particular by
difficulties with the no-envy criterion, which may lead to impossibilities, when
agents have unequal production skills for instance. Consider an agent who is
totally unproductive but has a very small labor disutility. In the presence of
another agent who is productive but also more reluctant to work, a problem
may occur because Pareto-efficiency requires that only the productive agent be
at work. The trouble is that as soon as he is given a sufficient compensation in
his own eyes, the unproductive but less labor-averse agent starts envying his
labor-consumption bundle (see Pazner and Schmeidler (1974).

This problem is now understood to be traceable to a basic incompatibility
between two requirements combined in the no-envy criterion when applied to
such a setting (see Fleurbaey 1994; Fleurbaey and Maniquet 1996a). The first
requirement is that agents who have identical preferences and differ only in
their talents should end up with bundles they deem equivalent (on the same
indifference curve). This can be motivated by the desire to neutralize the effect of
differential talents, and may be related to a comprehensive compensation principle
applied to all morally irrelevant individual characteristics (i.e. characteristics
that cannot justify a more or a less favorable fate). The second requirement is
that agents with identical talents who differ only in their preferences should not
display envy, and this can be justified on the ground that they should have equal
access to resources. Indeed, whenever agents get to choose their bundle in a
common set, the resulting allocation is envy-free, as anyone could have chosen
any other’s bundle; conversely, any envy-free allocation could be obtained by
letting every agent choose his bundle among the common set formed by the
bundles currently consumed by the whole population. Giving equal resources
to agents with identical talent can be related to a neutrality requirement of
minimal interference. When talents (and more generally morally irrelevant
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characteristics) are identical there is no need for redistribution, and equally
endowed the agents may obtain, with their morally relevant characteristics,
whatever accrues to them.3¢

An interesting alternative to no-envy is the concept of egalitarian-equivalence,
proposed by Elisha Pazner and David Schmeidler (1978), which concerns
allocations in which every agent is indifferent between her current bundle
and some reference bundle, the same for all agents. Allocation rules based
on this concept have good properties in terms of solidarity. That is, they can
guarantee that when the population size changes, for instance, all agents who
are present before and after the change are all affected in the same direction
(they all suffer or they all gain, according to their own preferences). Some
of them also guarantee a similar solidarity when resources or the technology
change and modify the set of feasible allocations. Such solidarity properties
have been shown to be largely incompatible with the no-envy requirement.
More precisely, they are not incompatible with the compensation principle; it
is only the neutrality part of no-envy which raises a problem (see Moulin 1990;
Fleurbaey and Maniquet 1996a).

There has been marked hesitation about how to relate the theory of fair
allocation to philosophical theories of justice. One temptation is to restrict its
scope to microeconomic problems with no bearing on general social justice.
But authors like Kolm (1972, 1996) and Varian (1974) tried to relate the equity
concept to Rawls’ theory. After Dworkin’s extensive use of the no-envy criterion
(in 1981, 2000) in order to assess equality of resources, it has become clear
that the main equity concepts of the theory of fair allocation are closely related
to the idea of equalizing resources, as opposed to welfare. In particular, the
informational setting that is common to all models in this theory displays only
individual non-comparable preferences, and the equity requirements are all
formulated in terms of individual preferences.

It is actually an interesting achievement of the theory of fair allocation to
have explored the many facets of the idea of an equal sharing of resources.
For instance, the requirement that every agent should be at least as well-
off, according to her own preferences, as with an equal-split of the available
resources, illustrates another possible formulation, different from no-envy. And
it can be derived from the more general principle that all agents should benefit
(or all should lose) from the fact that their preferences are heterogeneous (on
this notion, see Moulin 1991). Similarly, the solidarity requirements with respect
to population or resources also have to do with equal sharing.3’

The relation between the theory of fair allocation and the theory of social
choice also deserves some comment. There is a widespread consensus that their
objects are different, because the theory of fair allocation focuses on selections
of subsets of allocations, whereas the theory of social choice deals with social
preferences. And actually, the early literature on fairness criticized the theory of
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social choice for being too ambitious in its goal of ranking all alternatives from
the best to the worst, and the striking contrast between impossibility results in
social choice and the many positive results in fair allocation is usually ascribed
to this difference.38 Later on, however, authors from the fairness field regretted
their inability to say anything about imperfect allocations and second-best issues
like optimal taxation. But the conventional idea is that this is the price to pay
for positive results that do not involve interpersonally comparable utilities.>

It is very strange that such an explanation of the difference between the two
theories may have been so successful in spite of its being so blatantly inaccurate.
The theory of fair allocation and the theory of social choice both actually
produce complete preorders on the set of alternatives. In fair allocation, attention
is restricted to coarse preorders with only two classes, the good allocations
and the bad ones. But a coarse ranking is still a ranking. This implies that the
axioms of the theory of social choice can be directly called upon to see whether
allocation rules satisfy them or not. And most interestingly, one can examine
how allocation rules from the fairness side fare with respect to the axioms of
Arrow’s impossibility theorem. This only can provide the true explanation for
the positive results in the theory of fair allocation.

The results of this examination are rather striking. The fair allocation rules
fail to satisfy the ITA axiom, because they evaluate allocations on the basis of
the agents’ indifference curves at the allocations, whereas IIA forbids even
the use of marginal rates of substitution in the analysis of allocations.*® They
do satisfy a weakened kind of independence axiom, according to which the
social ranking of two allocations should only depend on the agents’ indifference
curves at these two allocations. For further reference, let this be called weak
independence.*!

Secondarily, the fair allocation rules also fail to satisfy the Pareto principle
of Arrow’s theorem, since they refuse to rank bad allocations, even when one
is strictly preferred to another by the whole population. The question which
arises at this stage is whether weak independence, instead of ITA, would make
it possible to obtain fine-grained (i.e. Paretian) social preferences instead of
coarse allocation rules. The answer is definitely positive. A trivial example was
proposed long ago by Paul Samuelson and later refined by Elisha Pazner, and
consists in applying a social criterion like the maximin to the fractions of total
consumption to which individuals are indifferent with their current bundles. In
other words, just ask every individual what fraction of the total consumption she
would accept in exchange for her current consumption. Then use these fractions
as numbers on which the maximin criterion can be applied (see Samuelson
1977; Pazner 1979).42

Not only is the answer positive, but the possibilities are so wide that the very
weak impartiality condition posited in Arrow’s theorem under the no-dictator
heading can be supplemented by much more demanding equity principles
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borrowed from the theory of fair allocation. Social preferences are not only
possible, they can be required to be substantially equitable.*3

In other words, the theory of fair allocation contains an interesting solution to
the problem of social choice, and the two theories can be merged to construct fair
social preferences. This has far-reaching consequences, because it means that,
without introducing interpersonally comparable utilities, it is possible to rank
all allocations in a fine-grained way, on the basis of equity principles. Analysis
of reforms in an imperfect world, cost—benefit analysis and optimal taxation are
then open to the tools of this broadened theory of fair social choice.**

Let us compare this with the theory of social welfare functionals based on
interpersonal comparisons of utility. The characteristic feature of the latter is
that it depends on interpersonally comparable utility functions that must be
provided from outside the theory, for instance by moral philosophy. In contrast,
the theory of fair social choice does not require any further information about
individuals than ordinal non-comparable preferences (and possibly other
characteristics like productive talent, but nothing about utility), and is able to
derive, on the basis of equity principles, how to evaluate a social situation. As
the Samuelson—Pazner example mentioned above shows, such social preferences
may actually rely on interpersonal comparisons*® of some index of resources
(like the fraction of total resources to which an agent is indifferent), which
means that the formal description of the social preferences may not be so
different from what is obtained in some versions of the social welfare functionals
approach. More precisely, the theory of fair social choice may supplement the
theory of social welfare functionals when the latter defines individual utility
in terms of resources, by helping to construct the relevant index of individual
resources. For instance, instead of letting Rawls’ theory be poorly defined as
the maximin applied to some unspecified index of primary goods, one can try
to make it more precise by relying on the theory of fair social choice in order to
justify, on axiomatic grounds, not only the maximin criterion, but also a precise
formulation for the index of primary goods.

8. Challenges

The theory of social welfare functionals and the theory of fair social choice,
and their connections with recent philosophical theories of justice, allow us to
be optimistic about our ever increasing ability to say more, and more relevant
things, about the evaluation of social states of affairs. But there remain important
challenges which will be briefly listed here.

A first difficulty has to do with the fact that economic models remain highly
idealised, so that it is not easy to jump to practical conclusions. For instance,
the theory of fair allocation, and by way of consequence the theory of fair social
choice, is still unable to say anything of substance about equity in a general
model with production of multiple private and public goods. The exploration
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of more concrete models seems a precondition for the ability to have more
productive exchanges with philosophers who are concerned with institutions
of the real world, and to gain more relevance in public debates. In absence
of serious concepts from sound normative theories, the playing field is left
entirely to untidy applications of dubious surplus criteria, GDP comparisons,
fancy indices of human development, or ideological dogmatism based on ill-
understood elementary economics.

Another challenge, also related to realism of the framework, has to do with
time and uncertainty. The two always go hand in hand in practice, but they
involve different conceptual difficulties. The difficulty with time is mostly about
future generations. The period in which an individual lives is a morally irrelevant
characteristic, and there is no reason to favor future generations or to impose
time preference in social preferences, but applying a rough egalitarian approach
to intergenerational allocation is likely to kill any possibility of growth, and this
is usually criticized as morally counter-intuitive. This no-growth conclusion
can however be avoided by giving some role to parental altruism, that is, by
abandoning the principle that only self-centered individual preferences should
serve for social evaluation. Uncertainty about the future may also help since
guaranteeing an equal certainty-equivalent consumption for future generations
requires granting them a growing expected consumption, since uncertainty is
larger in a more remote future. But uncertainty itself raises difficult issues,
and focusing on expected utility (or certainty-equivalent resources) leads to
neglecting ex-post inequalities that may be produced by independent risk-taking
decisions by the agents. It remains largely an open question how to consistently
take account of ex ante prospects and of ex-post inequalities.*

The issue of future generations also raises the question of optimal demography.
The size and composition of the future population is affected by our current
decisions, and this seems to require a criterion of optimal population size.
There is an opposition between criteria expressed in terms of total population
welfare, which are biased in favor of large populations, and criteria in terms
of average population welfare, which are biased in favor of small and affluent
populations. The key concept is that of a critical level, which determines the
threshold of individual welfare (or resources) such that the introduction of a new
individual below the threshold is considered socially undesirable. No theory has
yet proposed a precise way to define the level of this threshold.*’

Similar but even more difficult problems arise in respect of populations of
non-human species. Considering environmental and biodiversity issues purely in
terms of public goods for humans is offensively anthropocentric, and defenders
of animal rights and welfare have argued that impartiality requirements should
apply beyond the limited circle of human beings. The definition of a fair
adjudication of conflicting interests between humans and non-humans is for the
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moment quite out of the reach of the theory of social choice, and most theories
of justice shun the issue altogether (see, for example, Singer 1986).

On purely human matters regarding the organization of society, another
array of criticisms can be addressed at the reductionist anthropology on which
economic models and Rawlsian theories of justice alike are based. It is often said
that homo economicus is not a proper rendering of human motivations, but the
problem lies much deeper than that, and Rawlsian theories cannot be accused of
adopting such a narrow view of human activity. Moreover, it has been explained
above that, from a normative standpoint, focusing on self-centered (which does
not mean egoistic) preferences is justified in the name of impartiality. The
problem is rather that these theories largely ignore the social nature of individual
constitution. This has to do with the formation of preferences, and with the
importance of social relations for individual welfare. Both issues are usually
barely mentioned, and most of the attention is concentrated on trading-off the
supposedly well-defined interests of individuals and on sharing resources as if
every individual was afterward supposed to use such resources privately. Such
an approach therefore ignores how deeply social relations shape individuals,
their goals and the quality of their life (see, for example, Sandel 1982).48

For instance, the Marxian concept of domination has been abandoned to
sociology and is seldom used in normative economics or in theories of justice,
which are then blind to the fact that normally able adults, in particular social
conditions, may consent to social relations which deprive them of their autonomy.
The insistence on liberal neutrality, which prevents any discussion of public
policies and social institutions from being based on a particular conception of the
‘good life’, assumes that individuals are autonomous enough to always remain
the masters of their goals and views about the good life, and ignores the power
of social convention which may bias individuals’ perceptions about the goodness
of thin