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CHAPTER ONE

Culture, Entrepreneurship, and Growth

Matthias Doepke” and Fabrizio Zilibotti'

*Department of Economics, Northwestern University and NBER, 2001 Sheridan Road, Evanston, IL 60208, USA
Tl)cpartmc‘nt of Economics, University of Zurich, Muehlebachstrasse 86, Zurich, CH 8008, Switzerland

Abstract

We discuss the two-way link between culture and economic growth. We present a model of endoge-
nous technical change where growth is driven by the innovative activity of entrepreneurs. Entrepre-
neurship is risky and requires investments that affect the steepness of the lifetime consumption profile.
As a consequence, the occupational choice of entrepreneurship hinges on risk tolerance and patience.
Parents expecting their children to become entrepreneurs have an incentive to instill these two values
in their children. Cultural transmission is Beckerian, i.e. parents are driven by the desire to maximize
their children’s happiness. We also consider, in an extension, a paternalistic motive for preference
transmission. The growth rate of the economy depends on the fraction of the population choosing
an entrepreneurial career. How many entrepreneurs there are in a society hinges, in turn, on parental
investments in children’s patience and risk tolerance. There can be multiple balanced growth paths,
where in faster-growing countries more people exhibit an “entrepreneurial spirit.” We discuss applica-
tions of models of endogenous preferences to the analysis of socio-economic transformations, such
as the British Industrial Revolution. We also discuss empirical studies documenting the importance of
culture and preference heterogeneity for economic growth.
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preference transmission
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1.1. INTRODUCTION

The relationship between economic development and culture—broadly defined as
the set of preferences, values, and beliefs that are at least partially learned—has attracted
increasing attention in the economic literature over the last decade.

The notion that accounting for cultural heterogeneity is important for explaining
individual behavior and economic success was a familiar one to classical economists. For
instance, Smith (1776) described members of different social classes of his time as distinct
types of human beings driven by different motives: “A merchant is accustomed to employ his
money chiefly in profitable projects; whereas a mere country gentleman is accustomed to employ it

Handbook of Economic Growth, Volume 2A © 2014 Elsevier B.V.
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2 Matthias Doepke and Fabrizio Zilibotti

chiefly in expense. The one often sees his money go from him and return to him again with a profit:
the other, when once he parts with it, very seldom expects to see any more of it” (p. 432).

A century later, Karl Marx postulated that culture is the eftect, rather than the cause,
of the structure of production relations. In his view, culture, religion, and ideology (the
“superstructure”) are mere reflections of the material interests of the class that controls the
means of production. Marx’ materialism was disputed by Max Weber, who argued, that
cultural and spiritual factors are independent drivers of socio-economic transformations.
For Weber, the emergence of a “spirit of capitalism” with the ensuing emphasis on the
virtue of entrepreneurial success was a major engine of the industrial revolution, not
just a mere reflection of it. Weber did not fully reverse Marx’ perspective, but rather
acknowledged that the causation can run both ways.! For instance, he held the view
that Protestant Asceticism had been an engine of economic transformation, but “was in
turn influenced in its development and its character by the totality of social conditions,
especially economic” (Weber, 1905, p. 183).

In contrast to the thinking of Smith, Marx, and Weber, the marginalist revolution in
economics in the late 19th century sidelined cultural factors. According to the neoclassi-
cal paradigm, economics should focus on optimal individual choice and efficient resource
allocation, while treating preferences and technology as exogenous primitives. Consistent
with this paradigm, until recently economists have regarded preference formation, and
culture more broadly, as issues lying outside the realm of economics. Over time, how-
ever, as economic imperialism has broken into new territories, exogenous preferences
and technology have become straitjackets. The erosion of the neoclassical tenets began
from technology. It is by now widely recognized, following the intuition of Schumpeter
(1942), that technology cannot be viewed as exogenous if one wants to understand the
mechanics of the growth process of industrial as well as developing economies. Rather,
the efforts and risk-taking behavior of a particular group of individuals that aims to
change the set of technological constraints, namely inventors and entrepreneurs, are the
engines of economic growth. This observation motivated the development of the neo-
Schumpeterian endogenous technical change paradigm throughout the 1990s (see, e.g.
Aghion and Howitt, 1992).

Recently, the paradigm shift has extended to the realm of preferences. The availability
of large data sets such as the World Value Survey has revealed that there is a great deal
of heterogeneity in values and preferences across both individuals (see, e.g. Guiso and
Paiella, 2008; Beauchamp et al. 2011), and world regions (see, e.g. Inglehart et al. 2000).
Preference heterogeneity has also become a salient issue in mainstream macroeconomics.
For instance, Krusell and Smith (1998), Coen-Pirani (2004), De Nardi (2004), Guvenen
(2006), Hendricks (2007), and Cozzi (2011) have argued that individual variation in

1 “It is, of course, not my aim to substitute for a one-sided materialistic an equally one-sided spiritualistic
causal interpretation of culture and of history” (Weber, 1905, p. 183).
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preferences is necessary for calibrated macroeconomic models with incomplete markets
to reproduce the large wealth inequality observed in the data.

Preference heterogeneity as such is not in conflict with the neoclassical paradigm.
Traditionally, extra-economic factors have served as the motivations for error terms in
regressions and individual or regional fixed eftects. However, treating preferences and
culture as exogenous factors in growth and development theory is problematic if, on the
one hand, cultural factors respond to changes in the economic and institutional envi-
ronment (see Alesina and Glaeser, 2004; Alesina and Giuliano, 2009), and, on the other
hand, culture and preferences have an important feedback on institutions and economic
performance (see Greif, 1994; Grosjean, 2013; Guiso et al. 2006; Gorodnichenko and
Gerard, 2010; Tabellini, 2010).

Motivated by these observations, a growing number of studies incorporate endoge-
nous cultural change into economic models.” A particularly important link is the one
connecting preferences, culture, and innovation (see Mokyr, 2011). In many recent mod-
els of endogenous technical change, innovation and economic growth ultimately are
determined by policy and preference parameters, such as the time discount rate and risk
aversion. Yet, there is a lack of studies of the joint determination of preferences and tech-
nology. A key issue is the extent to which different societies differ in terms of the average
propensity of their citizens to carry out entrepreneurial or innovative activities. This is
the focus of the investigation of this chapter.

To this aim, we present a model of endogenous technical change where growth is
driven by the innovative activity of entrepreneurs. The focal point of the analysis is the
occupational choice between being a worker and being an entrepreneur in an economy
with capital market imperfections. Entrepreneurs face more risk and make investments
that force them to defer consumption. As a consequence, the occupational choice hinges
on patience and risk tolerance. These preference traits are distributed heterogeneously in
the population and subject to the influence of family upbringing. Cultural transmission is
driven by the desire of parents to maximize their children’s happiness, conditional on the
expectations they hold about the children’s future occupation. Parents expecting their
children to become entrepreneurs have stronger incentives to raise them to be patient
and risk tolerant.

At the aggregate level, the growth rate of the economy depends on the fraction of
entrepreneurs in the population, since this determines the rate of technological innova-
tion. The theory identifies a self-reinforcing mechanism linking preferences and growth.
In a highly entrepreneurial society, a large proportion of the population is patient and risk
tolerant. These preferences sustain high human capital investment and risky innovation,
leading to a high growth rate and incentives for entrepreneurial preferences to develop

2 The recent literature in behavioral economics has proposed a psychological foundation for endogenous
preferences. Fehr and Hoff (2011) argue that individual preferences are susceptible to institutional, familiar,
and social influences due to their intrinsic psychological properties.
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in the next generation, too. Societies with identical primitives may end up in different
balanced growth paths characterized by different degrees of entrepreneurial culture, inno-
vativeness, and growth. In addition, changes in institutions or policies can feed back into
the evolution of culture and preferences, giving rise to potentially long-lasting eftects on
economic growth and development.

This chapter is organized as follows. Section 1.2 presents a model of endogenous
technical change with an occupational choice, where entrepreneurship is the driver of
innovation. Sections 1.3 and 1.4 endogenize culture and preference transmission ana-
lyzing, respectively, the endogenous accumulation of patience and risk tolerance. While
in Sections 1.3 and 1.4 the cultural transmission of preferences hinges on an altruis-
tic Beckerian motive, Section 1.5 considers an alternative model incorporating parental
paternalism. Section 1.6 reviews the existing theoretical and empirical literature. Sec-
tion 1.7 concludes. Proofs of propositions and lemmas are deferred to the mathematical
appendix.

1.2. AFRAMEWORK FOR ANALYZING THE INTERACTION
OF CULTURAL PREFERENCES, ENTREPRENEURSHIP,
AND GROWTH

In this section, we develop a dynamic model where culture and economic growth
are jointly determined in equilibrium. The underlying process of technical change is
related to the model of Romer (1990), where growth takes the form of an expanding
variety of inputs. However, unlike Romer we assume that innovation is driven by a
specific group of people, namely entrepreneurs, whose economic lives (for example,
in terms of risk and lifetime consumption profiles) are distinct from those of ordinary
workers. Cultural preferences determine people’s propensity to entrepreneurship, and
conversely the return to entrepreneurship affects parents’ incentives for forming their
children’s preferences. In other words, there is a two-way interaction between culture
and growth. In this section, we develop the general setup, turning to specific dimensions
of endogenous preferences further below.

1.2.1 A Model of Endogenous Innovation

Consider an endogenous growth model where innovation takes the form of an increasing
variety of intermediate inputs. New inputs are created by people in a specific occupation,
namely entrepreneurs (as in Klasing, 2012). Innovative activity has two key features: it
involves investments and deferred rewards (as in Doepke and Zilibotti, 2008), and it may
also involve risk (as in Doepke and Zilibotti,2012 and Klasing, 2012). In addition, financial
markets are incomplete: agents can neither borrow to smooth consumption over the life
cycle, nor hedge the entrepreneurial risk.” Since entrepreneurs and regular workers face

3 While these assumptions are stark, models with moral hazard typically imply imperfect consumption
smoothing or risk sharing. Empirically, we observe that entrepreneurs can neither borrow without
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different consumption profiles (across both time and states of nature), the choice between
these two occupations hinges on heterogeneous cultural preferences.

The measure of the intermediate input varieties invented before the start of period  is
denoted by N;. Time is discrete. Final output at time ¢ is produced using the production
function:

1 N; Ni+1
Y, = — (/ X, (i)* di +/ x (i)* di) Q'™
o 0 N,

where Q is a fixed factor (e.g. land or unskilled labor) that will be normalized to unity;
X, (i) is the supply of intermediates i that were invented up until time ¢; and x; (i) is the
supply of new wvarieties i invented during period f. Following Matsuyama (1999), we
assume that old varieties with i € [0, N;] are sold in competitive markets, whereas new
varieties i € (N;, Nyy1] are supplied monopolistically by their inventors. Put differently,
inventors enjoy patent protection for only one period.

Innovation (i.e. the introduction of N;;; — N, new varieties) is carried out by
entrepreneurs. The return to entrepreneurial effort is assumed to be stochastic. In partic-
ular, entrepreneurs do not know in advance how successful they will be at inventing new
varieties. With probability ¥ > 0 an entrepreneur will be able to run (1 4 v) N, projects,
whereas with probability 1 —k he or she will manage only (1 — vﬁ) N; projects, where
v > 0. In the aggregate, « is the fraction of successful entrepreneurs. Intermediate-good
production is instead carried out by workers using a linear technology that is not subject
to uncertainty.

In order for the equilibrium to feature balanced growth, we assume that a knowl-
edge spillover increases the productivity of both workers and entrepreneurs as knowledge
accumulates. More precisely, productivity is indexed by N;, and thus grows at the equi-
librium rate of innovation. Given these assumptions, the labor market-clearing condition
at time f is given by:

NtXtW = Nix; + (Nip1 — Ny x;,
where the left-hand side is the labor supply by workers in efficiency units, and the right-
hand side is the labor demand given the production of intermediates X, and x,.* The
corresponding market-clearing condition for entrepreneurs is:

Ni+1 — N,
= ().

where XF is the number of entrepreneurs, and the parameter § captures the average
productivity per efficiency unit of entrepreneurial input in innovation. Hence, an effi-
ciency unit of the entrepreneurial input produces measure & of new varieties. Denoting

constraints to finance their investments, nor separate their personal economic success from the fate of
their enterprises. Thus, our stylized model captures some important features of the real world that are
well-understood outcomes of models of imperfect information.

Note that the market-clearing expression is written under the assumption that all old varieties i € [0, Ny]
are supplied at the same level, ¢, and that all new varieties i € (N, Nit1] are supplied at the same level,
x¢. We show later that this the case in equilibrium.
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the growth rate of technology by ¢, = (Ni41 — N,)/N; allows us to simplify the two
market-clearing conditions as follows:

X"V =% + g, (1.1)
&
XE = Ef (1.2)

We now turn to the goods-market equilibrium. The representative competitive final-
good producer maximizes profits by solving:

1 N Ni+1
Jmax {— < / [x: ()" — ap(D)x(D)]di + / [, (1) — Otpz(i)xz(i)]di)} )
x(i)x() | o 0 N,

where p,(i) and p,(i) are the prices of old and new intermediates, respectively.” The
first-order conditions for the maximization problem imply:

%) =p@)TT and (i) = p()F . (1.3)

Next, we consider the intermediate-goods producers. Let w/" denote the market
wage of workers, and let /" = w!" /N, denote the wage per efficiency unit of labor.
The maximization problem for the competitive producers of old intermediates with
i € [0, N;] can then be written as:

max {(1_9,(1) — a)tW) Q_Ct(l')} )

X (i)

so that we have p;(i) = /¥ and, hence:
1
x(i) = (o). (1.4)

The producers of new goods (i.e. the firms run by entrepreneurs) are monopolists
that maximize profits subject to the demand function (1.3). More formally, they solve:

max. {(pt (i) — a)tW) X/ (1)}

x¢(7),pi (i)

subject to (1.3). The solution to this problem yields:

w

() =2 =4, (1.5)
(07
W\ 1
x (i) = (4) = x, (1.6)
o

5 The fixed factor Q = 1 is owned by firms, so that profits correspond to the return to the fixed factor.
For simplicity, we assume that firms are held by “capitalist” dynasties that are distinct from the workers
and entrepreneurs, although allowing for trade in firm shares would not change our results.
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and the realized profit per variety is:

A

l—[[:(p[_th)x[:m_a)(;_W)Fa.

t

‘We can now solve for the equilibrium return to labor and entrepreneurship as functions
of the aggregate supply of regular and entrepreneurial labor. First, combining (1.1), (1.4),
and (1.6) yields:

W\ o=1
X = ()" 4 (“’7) .

Using (1.2) to eliminate g;, and rearranging terms, yields the following expression for
the workers’ normalized wage:

1\ - 1 E 1—«
w1 +gam 14+ am=EXF
C()t = T = T .

Next, denote by w” the expected profit of entrepreneurs, and let @ = wf/N,.°
Then, the following expression for the return to entrepreneurship obtains:

o
aﬁgXtW )

wf =EM, ="l —a) | ———
1+ amag Xt

Finally, let n, = wf/w/" denote the expected entrepreneurial premium. Taking the
ratio between the expressions of the two returns obtained above yields:
o
e W
(1 —-—a)a™<EX

n, = SR (1.7)
1+aTeéX;

Innovation and growth are ultimately pinned down by the share of the population
choosing entrepreneurship. The occupational choice, in turn, hinges on both techno-
logical variables and the endogenous distribution of individual preferences. We therefore
turn, next, to the structure of preferences in the economy.

1.2.2 Demographics and Structure of Preferences

The model economy is populated by overlapping generations of altruistic people who
live for two periods. Every person has one child, and a measure one of people is born
each period. The lifetime utility 1/, of a person born at time ¢ is given by:

Vi=xU(a,) + BU(2r) + 2Viga,s (1.8)

6 Recall that the entrepreneurial return is stochastic. Each entrepreneur earns (1 4 ) th with probability

k and (1 — vﬁ) w,E with probability 1 — «.
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where ¢, is consumption when young, ¢ ; is consumption when old, and 1744 is the life-
time utility of the person’s child. Preferences are pinned down by the shape of the period
utility function U(-) and by the weights x, 8, and z attached to young-age consumption,
old-age consumption, and the utility of the child, respectively. Below, we endogenize
the determination (via intergenerational transmission) of specific preference parameters.
More specifically, we assume that people can shape certain aspects of their children’s
preferences, but cannot change their own preferences. Economic decisions within a gen-
eration are taken therefore for fixed preference parameters. This feature allows us to
discuss economic choices and preference transmission separately.

People have one unit of time in each period. When young, they make a career choice
between being workers or being entrepreneurs. Workers supply one unit of labor to the
labor market in each period. Entrepreneurs supply a fraction ¥ of their time to the
labor market when young, and use the remainder 1 — ¥ for human capital investment.’
When old, entrepreneurs use all their time for innovating, with a return to innovation as
described in Section 1.2.1.

As generations overlap, at time f labor is supplied by the people born in periods f — 1
and ¢. Let A, denote the fraction of entrepreneurs in the generation born at time ¢. Then,
aggregate labor supply at time f is given by:

XV =1—=r+r0y+1—=2, (1.9)

namely, it is the sum of labor supply by young workers, young entrepreneurs, and
old workers. The supply of entrepreneurial input is given by the labor supply of old
entrepreneurs:

XF =2 (1.10)

Equations (1.2) and (1.10) imply that the growth rate of the economy is given by
g = )"t—lé .

1.2.3 Balanced Growth Path for Fixed Preferences

To establish a benchmark, we first analyze balanced growth paths for the case of fixed
preferences. That is, parents do not affect their children’s preferences, and the preference
parameters x, 8, and z, as well as the U(:) function are fixed. For simplicity, we focus
initially on the case where entrepreneurship is not risky, v = 0. In a balanced growth
path, the growth rates of output and consumption are constant, as is the fraction of
the population comprised of entrepreneurs. This balanced growth path requires that
preferences feature a constant intertemporal elasticity of substitution, so that period utility

7 Other ways of modeling the cost of becoming an entrepreneur would yield similar results as long as the
cost results in lower utility at young age, and therefore has the characteristic of an investment.
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is given by:

We restrict attention to the case 0 < o < 1, because the analysis of the economy
with endogenous preferences will require utility to be positive (although this can be
generalized, see Doepke and Zilibotti, 2008). We also impose the following restriction:

(1+&)'72 <1,

which guarantees that discounted utility is well defined.

Given that with fixed preferences everyone’s preferences are the same, the key condi-
tion for a balanced growth path with a positive growth rate is that the entrepreneurial pre-
mium, 17, makes people just indifferent between being workers and being entrepreneurs.”

The indifference condition for people born at time ¢ can be written as:
Xu (th) + Bu (wm) 4+ 2V = xu (wwtw) + Bu (wﬁH) + 2V,

where the left-hand side is the utility of workers and the right-hand side is the utility of
entrepreneurs. Note that the utility derived from children is identical for both occupa-
tions, and therefore does not feature in the indifference condition. In a balanced growth
path, wages and entrepreneurial returns are given by w/" = N" and wf = NoF,
respectively, where »'" and w” are constants and N, grows at the constant rate g. Cancel-
ing common terms allows us to rewrite the indifference condition in this form involving
only variables that are constant in the balanced growth path:

wyl—o Wyl—o Wyl—c E\l-o
S N (D N 0 L () ) Y

1—0 1—0 1—0 1—0

Condition (1.11) can be further simplified by dividing both sides of the equality by
(@")177 and rewriting it in terms of the entrepreneurial premium 1 = w® /0"

X+BA+9"77 = x(W)' 7+ B+ . (1.12)

Next, consider the expression for the entrepreneurial premium, (1.7). Plugging in the
balanced growth levels of X" and XF from (1.9) and (1.10), we can express the premium
as a function of the fraction of entrepreneurs, A:

« 2— 2=y

n=0-a)am=§ - : (1.13)
1+ aTeé)

8 The analysis here applies to interior balanced growth paths where positive proportions of agents choose
either occupation, worker, or entrepreneur. More discussion is provided below.
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Combining (1.12) and (1.13), recalling that ¢ = A&, and rearranging terms yields:

1—0o
« 2—=02—=Y)Ar
X (1 - (w)l—d) = B(1+ Ar&)'° (((1 — a)awgﬁ> — 1) . (1.14)
o 1—a

Here the left-hand side is the (normalized) cost of becoming an entrepreneur in
terms of forgone utility when young, and the right-hand side is the (normalized) benefit
in terms of higher utility when old. Equation (1.14) pins down the equilibrium fraction
of entrepreneurs, A, which in turn determines the entrepreneurial premium and the rate
of economic growth.

Depending on parameters, there can be corner solutions with A = 0 or A = 1, 1.e.
there aren’t any entrepreneurs or all old agents are entrepreneurs. In addition, the balanced
growth path need not be unique. The reason is that on the one hand an increase in the
fraction of entrepreneurs lowers the entrepreneurial premium (making entrepreneur-
ship less attractive), but on the other hand it also increases the growth rate (making
entrepreneurship, where higher rewards occur later in life, relatively more attractive).
To provide a sharp contrast with the case of endogenous preferences, we will focus on
parameter configurations where the balanced growth path for fixed preferences is both
interior and unique.

Assumption 1. The parameters o, &, and ¥ satisfy:

(1 —@aragy

21 —a)aTaé > 1> 1
1+am<&

Proposition 1. Under Assumption 1, there exists a x (¢, &,v) > 0 such that for all x <
X (o, &, ) a unique interior balanced growth equilibrium exists, i.e. there is a unique X € (0, 1)
that satisfies Equation (1.14).

1.3. ENDOGENOUS CULTURE I: WEBER AND THE TRANSMISSION
OF PATIENCE

The balanced growth analysis in the previous section shows that the growth rate
in our economy is determined by both technology parameters (such as the efficiency
of the innovation technology &) and preference parameters (such as the time discount
factor B). Despite this fact, when using similar growth models to address variations in
economic growth across time and space, the literature has typically focused on variations
in technology as the driving force. Unlike technology, preferences usually are assumed
to be exogenous. Deviating from this practice, we now endogenize preferences, and
analyze the interaction of preference formation with technology, occupational choice,
and ultimately, economic growth.
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1.3.1 Endogenizing Patience

We start by focusing on patience, parameterized by the time discount factor B. Since
risk is not important for the analysis in this section, we abstract from uncertainty and
assume that v = 0. Adult agents in period ¢ are endowed with a predetermined discount
factor, B, but they can affect the discount factor of their children, B,y;. For example,
in their children’s upbringing parents can emphasize the appreciation of future rewards.
Given that we assume o < 1, a higher 8 always yields higher utility. However, investing
in children’s patience is costly, so parents face a tradeoff. More precisely, denoting by
l; the effort a parent of generation ¢ spends on raising her child’s patience, the parent’s
discounted utility is:

1—o 1—o

Ct,l Cr,2
+ B, + 2V (B (1)),
l—o l-o

x ()

where x is a strictly decreasing, strictly concave, and differentiable function, and eftort is
bounded by 0 < [, < 1. The structure of preferences is still of the form given in (1.8),
although x and B are now endogenous variables rather than given parameters. The child’s
patience is given by:

B (l) = (1 = 8)B: 4 f (1), (1.15)

where f is an increasing, non-negative, and strictly concave function, and § satisfies 0 <
8 < 1. Notice that if § <1 there is some direct persistence in preferences across genera-
tions, which captures children’s imitation of their parents and other transmission channels
that do not require direct parental effort. In addition to this direct transmission, the func-
tion f(I;) captures the return to parental effort in terms of increasing the child’s patience.

1.3.2 Transmission of Patience in the Balanced Growth Path

We now characterize balanced growth paths with endogenous patience. People face a
twofold decision problem. First, when young they choose whether to be workers or
become entrepreneurs. This decision hinges only on returns within the person’ lifetime,
and much of the previous analysis for fixed preferences still applies. Second, people choose
the investment /; in instilling patience in their children.

We proceed by analyzing the individual decision problem under the assumption that
a balanced growth path has already been reached, so that the entrepreneurial premium is
constant, and wages and profits grow at the constant rate ¢. The decision problem can be
analyzed recursively, with the discount factor B serving as the state variable of a dynasty.
In principle, the state of technology N, is a second state variable, because growth in N,
scales up all wages and returns. However, due to the homothetic utility function, in a
balanced growth path utility at time ¢ can be expressed as:

Naul” 1o
I/t(ﬁt’Nt):< No ) v(Br),
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where v is a value function that does not depend on N, and is scaled so that it gives
utility conditional on the worker’s wage being equal to one. This value function, in turn,
satisfies the following set of Bellman equations:

v(B) = max {v" (B),v"(B)}. (1.16)

where:
v (B) = max X+ B+ +201+9"v(p)}, (1.17)
vE(B) = max {x (YT + B+ T 249" 0B} (118)

The maximization in (1.17) and (1.18) is subject to the law of motion for patience
across generations:

B =(1-8B+f(. (1.19)

The Bellman equations (1.17) and (1.18) represent the utilities conditional on choos-
ing to be a worker or an entrepreneur, respectively,and (1.16) captures the optimal choice
between these two careers.

Given our assumptions on f and /, there is a maximum level of patience, By.x, that can
be attained. The decision problem is therefore a dynamic programming problem with
a single state variable in the interval [0, B.x], and can be analyzed using standard tech-
niques. The following proposition summarizes the properties of the value function and
the associated policy functions for investing in patience and for choosing an occupation.

Proposition 2. The system of Bellman equations (1.16)—(1.18) has a unique solution. The
value function v is increasing and convex in . The optimal occupational choice is either to be a
worker for any B, or there exists a B such that impatient people with B < B strictly prefer to be
workers, patient people with B > B strictly prefer to be entrepreneurs, and people with B = B are
indifferent. The optimal investment in patience | = 1 (B) is non-decreasing in .

The proof of the proposition is contained in the mathematical appendix. The convexity
of the value function follows from two features of the decision problem: the discount
factor enters utility linearly, and there is a complementarity between being patient and
being an entrepreneur.

To gain intuition, consider the decision problem without the occupational choice, i.e.
assume that all members of a dynasty are forced to be either workers or entrepreneurs
regardless of their patience. If we vary the discount factor B of the initial generation,
while holding constant the investment choices | of all generations, the utility of the
initial generation is a linear increasing function of B. This is because initial utility is a
linear function of present and future discount factors, and the initial discount factor, in
turn, has a linear effect on future discount factors through the term 1 — § in the law of
motion (1.19). In addition, if the occupation of all generations is held constant, it is in
fact optimal to choose a constant [ for all 8, because the marginal return to investing in
patience depends only on the choice of occupation, and not on 8.
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Now consider the full model with a choice between the two occupations. The career
with the steeper income profile, namely entrepreneurship, is more attractive when B is
high. As we increase 8, each time either a current or future member of the dynasty
switches from being a worker to being an entrepreneur, the value function also becomes
steeper in B. The optimal [ increases at each step, because the cost of providing patience
declines with the steepness of the income profile, while the marginal benefit increases.
Since there are only two possible occupations, the value function is piecewise linear,
where the linear segments correspond to ranges of B for which the optimally chosen
present and future occupations are constant. At each kink of the value function, some
member of the dynasty 1s indifferent between being a worker and an entrepreneur. Since
the choice of | depends on the chosen occupation, there may be multiple optimal choices
['at a B where the value function has a kink, whereas in between kinks the optimal choice
of [ 1s unique. The following proposition summarizes our results regarding the optimal
choice of income profiles and investment in patience.

Proposition 3. The state space [0, Bmax]| can be subdivided into (at most) countably many
closed intervals [B, B] such that over the interior of any range [B, B, the occupational choice of each
member of the d;nasty (i.e. parent, child, grandchild, and so ;n) is constant and unique (though
possibly different across generations), and 1 (B) is constant and single-valued. The value function v (B)
is piecewise linear, where each interval [ B, B corresponds to a linear segment. Each kink in the value
function corresponds to a switch, from b;ing a worker to being an entrepreneur, by a present or future
member of the dynasty. At a kink, the optimal choices of occupation and | corresponding to both
adjoining intervals are optimal (thus, the optimal policy functions are not single-valued at a kink).

The proposition implies that the optimal policy correspondence [ (8) is a non-
decreasing step-function, which takes multiple values only at a step. Proposition 3 allows
us to characterize the equilibrium law of motion for patience. Since the policy corre-
spondence [ () is monotone, the dynamics of 8 are monotone as well and converge to
a steady state from any initial condition.

Proposition 4. The law of motion of B is described by the following difference equation:
B =gB)=0-8B+fU(B),

where 1 (B) is a non-decreasing step-function (as described in Proposition 3). Given an initial
condition By, patience in the dynasty converges to a constant B where parents and children choose
the same profession.

Notice that while the discount factor of a dynasty always converges, the steady state
does not have to be unique even for a given . For example, if the initial generation is
indifferent between the two occupations, the steady state can depend on which one is
chosen.

Given the optimal occupational choices of parents and children, the optimal choice
of [ has to satisty first-order conditions. This allows us to characterize more sharply the
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decisions on patience and their interaction with occupational choices. We have already
established that both patience B and occupation converge within a dynasty. Thus, the
population ultimately divides into worker dynasties and entrepreneur dynasties, and these
two types face different incentives for investing in patience. Consider the case in which
the solutions for [ are interior. For workers, the first-order condition characterizing the
optimal effort ["" for investing in patience is given by:

2(1+ > (")

— ' (") = . 1.20
X = i+ ~a—s (1.20)
The corresponding condition for entrepreneurial dynasties is given by:
1 2(1=0),,1—0 7 lE
— X’(ZE)wl—a — Z( +g) n f( ) (1.21)

1—2(1+g9)'—7(1—96)

In both equations, the left-hand side is strictly increasing in /, and the right-hand side is
strictly decreasing. Moreover, for a given [ the left-hand side is smaller for entrepreneurial
dynasties, and the right-hand side is larger. Therefore, in the balanced growth path we
must have /¥ > [": The returns to being patient are higher for entrepreneurs because of
their steeper income profile, inducing them to invest more in patience. In the balanced
growth path, we therefore also have BZ > " where:

w_ S
ﬂ - 8 )
e _ S
pr ="

These findings line up with Max Webers (1905) view of entrepreneurs as future-
oriented individuals who possess a “spirit of capitalism”. However, in our theory, differ-
ences in patience are not just a determinant of occupational choice (as in Weber), but also
a consequence of it. Entrepreneurial dynasties develop patience because of the comple-
mentarity between this preference trait and their occupation. In contrast, Weber focused
on religion as a key determinant of values and preferences across social groups.

Figure 1.1 provides an example of the characteristics of the value and policy functions
analyzed in Propositions 2 and 3.” In the example, the value function has two linear
segments. Below the threshold of B = 0.65, the optimal choice is to become a worker,
and investment in patience in this range is such that all subsequent generations are workers
too. Thus, investment in patience is constant over this range, as displayed in the lower
panel. Above the threshold, the optimal choice for both the current and future generations

9 The parametrization is as in the balanced growth computations in Section 1.3.3 with the equilibrium
fraction of entrepreneurs given by A = 0.35.
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Figure 1.1 Example of value function (upper panel) and policy function for / (lower panel).

is to become entrepreneurs. Consequently, investment in patience is constant over this
range as well, but considerably higher compared to worker dynasties. The value function
has a kink at 8 =0.65 and becomes steeper, because the return to patience is higher for
entrepreneurs given their steeper lifetime income profiles. The differential investment
results in a substantial gap in patience across occupations in the balanced growth path,
with a discount factor " = 0.55 for workers, and BZ = 0.95 for entrepreneurs.

1.3.3 Multiplicity of Balanced Growth Paths with Endogenous Patience

Given the preceding analysis, it is clear that there is no balanced growth path in which
all dynasties have identical preferences, and in which there are positive fractions of both
entrepreneurs and workers. The reason is that the entrepreneurs have a steeper income
profile, given the need to acquire skills when young and the entrepreneurial return that is
received when old. This steeper income profile implies that parents of entrepreneurs have
a higher incentive to invest in patience compared to parents of workers. Moreover, in
any given period the population will sort such that the more patient individuals become
entrepreneurs and the less patient become workers. Finally, because of persistence of
patience within dynasties, occupations also will be persistent within dynasties.

Hence, a balanced growth path has the property that the two groups are characterized
by different preferences, patient entrepreneurs and impatient workers. Given the patience
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gap between these groups, at least one of them will strictly prefer their own occupation
over the alternative, both for themselves and for their children. In fact, generically there
exists a continuum of balanced growth path where both workers and entrepreneurs strictly
prefer their own occupation, and where the fraction of entrepreneurs, the entrepreneurial
premium,and the equilibrium growth rate vary across growth paths. For given parameters,
the balanced growth path that is reached depends on initial conditions. More generally,
the multiplicity of balanced growth paths opens up the possibility of history dependence
and a persistent impact of policies or institutions on the performance of an economy.

To illustrate these results, we focus on the case where preferences are not persistent,
6 = 1. We would like to characterize the set of balanced growth paths in terms of the
growth rate g, the entrepreneurial premium 7, and the patience levels " and BF of
workers and entrepreneurs. From (1.20) and (1.21), we know that the investments in
patience [ and I¥ by workers and entrepreneurs have to satisfy:

—x'(I") = 21+ 7™,
=X YT =21+ 9",
and we have 8" = f(I") and BY = f(IF). Here, focusing on the § = 1 case implies
that the choice of future patience depends only on today’s occupational choice, but not

directly on the current patience.
The balanced growth values of the value functions (1.17) and (1.18) are:

v XU+ B0 +9"°

1—2(1+g'°
JE XU +B(1+9n)' 7
a l—z(14g9"° '

In the balanced growth path, each group has to prefer their own occupation over the
alternative, for the present generation and future descendants. In particular, there are four
constraints to consider. The first is that a person with patience B prefers entrepreneurship
for all members of the dynasty over everyone being a worker:

VE> (MY +BE1 49" + 21 + 9. (1.22)

The right-hand side has two components, because the first generation still has patience
BE, with all following generations in the deviation would have patience 8". The second
constraint is that entrepreneurship for all generations is preferred to the first generation
being an entrepreneur, but all following generations switching to being workers. This
constraint can be written as:

vE= (P T+ B+ T+ 21+ 9" (x (M) + B 1+ 9'7)
+ 22(1 + g2, (1.23)
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Here " and BE" are the investment and patience level that are optimal given that
path of occupational choices, characterized by:

_X/(IEW)wl_U — Z(l +g)2(1—(7)f~/(lEW)'

and BEW = f(IF"). The parallel constraints for worker dynasties with patience " are
given by:
XU T+ B+ gm)' 7 + 21+ 7 <o (1.24)

and:

X"+ BT A+ + 2149 (x YT+ BT (L +9n)' )
F22(1 4 92000E < )W (1.25)

where ["F and B"F are characterized by:

=X'U") = 21+ AN,

and B"E = f(I"F). It can now be shown that a continuum of balanced growth paths
exists. Because of the gap in balanced growth preferences, when one occupational group
is just indifferent between their occupation and the alternative, the other group strictly
prefers their own occupation. It is therefore possible to raise the return of the indifferent
group in some range so that both groups strictly prefer to stay in their own occupation.
The potentially binding constraints are given by (1.23) and (1.25). The following lemma

contains the main result underlying the multiplicity of balanced growth paths.

Lemma 1. When the entrepreneurial premium n in the balanced growth path is such that
(1.23) holds as an equality, then (1.22), (1.24), and (1.25) hold as strict inequalities.

Building on this lemma, we can now establish the main result:

Proposition 5. If there exists a balanced growth with path a fraction of entrepreneurs A such that
0 <A <1, there exists a continuum of additional balanced growth paths with different fractions of
entrepreneurs and thus different growth rates.

That is, there are multiple balanced growth paths unless the only feasible balanced
growth path features a corner solution with all agents choosing the same profession.

We have focused on the § = 1 case for analytical convenience. When there is
direct persistence in patience across generations (6 < 1), the forces generating multi-
ple balanced growth paths are strengthened even more, and generally a wider range of
rates of entrepreneurship and economic growth can be long-run outcomes. Figure 1.2
illustrates this with a computed example. The parameter values used are as follows:
z=0.5,0 =05, =3,0 =0.3,¢ = 0.5. The cost function for investing in patience
is given by x (I) = 1 — [, and the law of motion for patience is parameterized as:

B =(1—8p+5B+06i1",



18 Matthias Doepke and Fabrizio Zilibotti

)

Figure 1.2 Range of balanced growth paths for different 6.

where we set B = 0.5 and 6, = 0.8. We computed outcomes for a variety of values of
the persistence parameter 8. For § = 1, we set 6; = 1, and for lower & the value of 6; is
adjusted, to hold the impact of investing in patience on utility constant in the balanced
growth path (so that changing § does not lead to a level shift in patience).

For these parameters, Figure 1.2 plots the range for A (the fraction of entrepreneurs
in the population) that can be supported as a balanced growth path. At § = 1 (no direct
persistence in patience across generations), the balanced growth level of A varies between
0.29 and 0.39, which corresponds to growth rates (per generation) between ¢ = 0.87
and ¢ = 1.27, or, if a generation is interpreted to last 25 years, between 2.5 and 3.3% per
year. As we lower § and make patience more persistent, the range of balanced growth
paths widens. At § = 0.5, A can vary between 0.15 and 0.51 in the balanced growth path,
which corresponds to annual growth rates between 1.5 and 3.8% per year.

Figure 1.3 demonstrates what the law of motion for patience looks like in the balanced
growth path for different values of A. In all panels, the persistence of patience is set to
6 = 0.8. In the top panel, we set A = 0.26, which is close to the lowest fraction of
entrepreneurs that can be sustained in a balanced growth path. In this growth path, the
return to entrepreneurship is high. The law of motion for patience intersects the 45-
degree line twice, where the lower intersection corresponds to the long-run patience of
workers, and the higher intersection corresponds to entrepreneurs. Given high returns
to entrepreneurship, dynasties that start out with patience that is only a little higher
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Figure 1.3 Laws of motion for 8 in balanced growth paths for § = 0.8 and different values of .

than the long-run patience of workers, ultimately converge to entrepreneurship. The
law of motion has three linear segments, where the bottom one corresponds to worker
dynasties and the top one to entrepreneur dynasties. The (small) middle segment pertains
to dynasties where the current generation consists of workers who invest sufficiently
in patience for all following generations to switch to entrepreneurship. In the middle
panel, we set A = 0.35. Here the law of motion has only two segments. All dynasties are
either workers or entrepreneurs forever; there are no transitions between the occupations.
The bottom panel for A = 0.43 corresponds to a low return to entrepreneurship. The
law of motion is a mirror image of the top panel. There are three segments, where the
middle segment now corresponds to dynasties where the current generation consists of
entrepreneurs, but all subsequent ones will be workers. Comparing across the levels of A,
it is apparent that as we move to higher levels of A the long-run levels of patience (i.e. the
intersections with the 45-degree line) increase both for workers and for entrepreneurs.
This is because a higher A implies a higher growth rate, which results in steeper income
profiles for both professions, and thus more investment in patience.

1.3.4 Implications of Multiplicity of Balanced Growth Paths

Taken at face value, our finding of multiplicity of balanced growth paths implies that
different economies, although characterized by identical technological parameters, can
experience permanently different growth rates, driven by cultural differences across their
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populations. Of course, cultural differences themselves are endogenous in our theory.
From this perspective, the theory suggests the possibility of path dependence, that is, a
country’s success at entrepreneurship and innovation may depend on the cultural and
economic makeup of the country at the onset of modern economic growth. This theme
is explored in more detail in Doepke and Zilibotti (2008), where we explicitly model the
transition of an economy with endogenous preferences from a stagnant, pre-industrial
economy to capital-driven growth. In that paper, the distribution of preferences at the
onset of modern growth depends on the nature of pre-industrial occupations in terms of
lifetime income profiles and the distribution of land ownership. Combining the approach
of Doepke and Zilibotti (2008) with the theory outlined here would lead to the predic-
tion that the nature of the pre-industrial economy can have long-term repercussions for
economic development.

Another implication of multiplicity of balanced growth paths is that policies or institu-
tions that affect preferences can have a long-term impact on economic growth. Consider
a country that imposes high taxes on entrepreneurs or discourages entrepreneurship
through other means, as in the centrally planned economies of Eastern Europe dur-
ing the 20th century. Over time, such policies would shift the culture of the population
toward being less future-oriented with a lower propensity for entrepreneurship. Consider
now the transition of the economy when the political constraints on entrepreneurship are
removed. We would expect to observe a small class of entrepreneurs gaining high returns,
but lower rates of entrepreneurship and a lower rate of economic growth compared to a
country undergoing a similar transition from more favorable initial cultural conditions.

The model can also be extended to allow for open economies. The simplest case is
that of a world economy in which trade across borders is frictionless, so that all goods
are traded at the same price, and workers and entrepreneurs get the same returns regard-
less of where they live. In such an environment, initial cross-country differences would
manifest themselves in permanent differences in rates of entrepreneurship and innovation
across countries, even though ultimately all countries would benefit from innovation (and
experience the same growth rates) because of integrated markets.

1.3.5 The Model with Financial Markets

In the sections above, we showed that workers and entrepreneurs face different incentives
for investing in patience, because entrepreneurs face a steeper income profile. However,
the difference in the income profile would not matter if people could use financial
markets to smooth consumption. A steep income profile directly translates into a steep
utility profile only if financial markets are absent or incomplete.

To illustrate this point, consider the opposite extreme of perfect financial markets,
i.e. people can borrow and lend at a fixed interest rate R subject to a lifetime budget
constraint. For simplicity, we abstract from financial bequests. The only occupations that
are chosen in equilibrium are now those that maximize the present value of income,
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y1 + y2/R. Therefore, the lifetime returns of being a worker and being an entrepreneur
have to be equalized:
w (1 +g>wW w (1 +g)wE
0 +—=v0" +—
R 4 R

k]

which implies that:

(1-9R_,  (1-9R

=14 =
1+g 1+ 1€

The equilibrium condition (1.13) continues to hold, hence:

L 2— 2=y

n=(0—-a)aT£& — .
14+ at<&Ar
Combining these equations yields a relationship between the proportion of
entrepreneurs, A(or, alternatively, the growth rate), and the market interest rate:

L S e 0')

1 (1.26)
1+g¢ 1+amag
Since workers and entrepreneurs have the same lifetime income, it is sufficient to

consider the individual saving decision of one group, e.g. the workers:

(@7 =97 B(Rs+o" (1+g) "
max + — .
s 1—0‘ X 1—0'

The solution yields a standard Euler equation:

Rs+ " (1 +yg) _ <ER>3‘

oW — s X
Hence, denoting by ¢ and ¢© the consumption of the young and the old, respectively,
Y= oW I+g+R
B
R+ (RE)
1
7w 1+g+R
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X R+ (Rg) ’
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Given this solution to the saving problem, the optimal investment in patience is

given by:
1—o
5 1+¢+R
[(B,¢) = argmax (a)W)1 g—l
0<I<1 B \°
R+ (Rm)

1-o

x () + B (iR) ") 29w
X 0

The policy function, [(B, ¢) determines the equilibrium law of motion of B, and hence
the steady-state value of B. This is a function of ¢ and R.

So far we have found two equilibrium conditions for three endogenous variables, g, B,
and R. The model is closed by an asset market-clearing condition that pins down the
interest rate. We assume that the young cannot borrow from the old, since the latter cannot
obtain repayment within their lifetime. Hence, all borrowing and lending takes place
between workers and entrepreneurs of a given cohort. The market-clearing condition
then yields s + & = 0, or:

(Rﬁ>“ —U+ 9+ (Ré)’ —n(+9 =0
X X

(Rg) (4+9) = (1 +9 1 +7).

This is the third of the conditions that jointly pin down ¢, 8, and R in the balanced
growth path.

The next proposition summarizes our main findings for the model with a perfect
market for borrowing and lending.

Proposition 6. When a perfect market exists for borrowing and lending within generations,
the only occupations that are chosen in equilibrium are those that maximize the present value of
income. The set of optimal occupations is independent of patience . If both occupations yield the
same present value of income, investment in patience | is independent of which occupation is chosen.

The intuition for this result is simple: with perfect borrowing and lending, every
adult will choose the income profile that yields the highest present value of income,
regardless of patience.'” The proposition shows that at least some degree of financial
market imperfection is necessary for occupational choice and investments in patience to
be interlinked.

19" In the model of the previous section, general equilibrium forces ensure that there exist equilibria with
positive growth where both occupations yield the same present value of income.
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A positive implication of this finding is that the degree of discount-factor heterogene-
ity in a population depends on the development of financial markets. In an economy
where financial markets are absent, workers and entrepreneurs face very different incen-
tives for investing in patience, and consequently the gap in patience across occupations is
large in the balanced growth path. In contrast,in a modern economy with deeper financial
markets we would expect to observe smaller cultural differences across occupations.

1.4. ENDOGENOUS CULTURE II: KNIGHT AND THE TRANSMISSION
OF RISK TOLERANCE

In our economic environment, entrepreneurs face not only a steeper income pro-
file than workers; they also face risk, provided that v > 0. As a result, risk preferences too
should be relevant for explaining entrepreneurship, in line with Frank Knight’s charac-
terization of risk-taking entrepreneurs (see Knight, 1921, and more recently Kihlstrom
and Laffont, 1979; Vereshchagina and Hopenhayn, 2009). In this section, we provide a
formal analysis of this possibility.

1.4.1 Endogenizing Risk Preferences

To facilitate our analysis of endogenous risk preferences, we focus on a period utility
function with mean-variance preferences. That is, the period utility function evaluating
(potentially stochastic) consumption ¢ is given by:

U(c) = E(c) — o/ Tar(o), (1.27)

where E(c) is expected consumption and Var(c) is the variance of consumption, and o is
a measure of risk aversion. The specific functional form is chosen to be consistent with
balanced growth.'! The utility function implies that people are always better off with a
lower risk aversion, i.e. a higher risk tolerance. However, as in our analysis of patience,
there is a cost of investing in children’s preferences. The effort that a parent of generation
t spends on raising the child’s risk tolerance is denoted by /. Total utility is then given by:

1) (E) = on/Varta) + B (E(2) — o/ Var(e) ) + 2 Vs (0141 (1),

where x is a strictly decreasing, strictly concave, and differentiable function, and eftfort is
bounded by 0 < [, < 1. The child’s risk preferences are given by:

o1(l) = (1 =8)o, + 80max — f (), (1.28)

where f is an increasing and strictly concave function with f(0) = 0, and § satisfies
0 <& < 1. Here, 0, denotes the level of risk aversion exhibited by a dynasty that never

" While this utility function is not of the expected-utility form, the main results carry over to expected
utility as well. For an analysis of the usual CRRA case see Doepke and Zilibotti (2012).
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invests in risk tolerance. If § < 1 there is some direct persistence in preferences across
generations.

Let w"" denote the workers’ wage, and 7 the ratio of the expected return of entrepre-
neurs to this wage. To simplify the analysis, we assume that the risk of entrepreneurship
takes the form that with probability «, the entrepreneur is successful and earns a positive
return, whereas with probability 1 — « the entrepreneur fails and earns zero. That is, in
the notation of Section 1.2.1 we have:

11—«

Vv =

>

K
so that if successtul, the earnings are:
w
w
1+ v = L ,
K

whereas with probability 1 — k entrepreneurial output is zero. The mean return is then
nw', and the variance of the return is given by:

w 2
I/er(cE)=K<n%—r]wW> + (1 =) (™)
. 1—« w2
= —— ()"

Thus, the old-age felicity of an entrepreneur is given by:

1—x
E(") — o/ Var(E) =quw' [1 -0

K

1.4.2 Transmission of Risk Preferences in the Balanced Growth Path

We now consider balanced growth paths. People choose both a career, and whether and
how much to invest in their child’s risk tolerance. We analyze the individual decision
problem under the assumption that the economy is in a balanced growth path, so the
entrepreneurial premium is constant, and wages and profits grow at the constant rate g.
The decision problem admits a recursive representation with the risk aversion parameter,
0, serving as the state variable of the dynasty. As in our analysis of endogenous patience,
the state of technology N; is in principle a second state variable. However, the linear
homogeneity of utility in expected consumption allows us to express the value function
at time f in a multiplicatively separable form:
N,w(g/V

Vi(ow, N;) = N v(0y),
0

where v(o,) = V(0y, 1) satisfies the following set of Bellman equations:

v(o) = max {v"" (0),v"(0)}, (1.29)
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v"(o) = max {x() + B (1 +9 + 21+ v}, (1.30)

Vo) = max {xO¥ +pU+gn(1-0 ; +z(+gue)}, (1.31)
the maximizations in (1.30) and (1.31) being subject to:

o' =1 —=28)0 + 80mw —f(I). (1.32)

Here, " and v¥ are the present-value utilities conditional on choosing to be a worker
or an entrepreneur, respectively, and v yields the optimal occupational choice.

Since [ 1s bounded and § > 0, there is a lower bound o,,;, for feasible levels of risk
aversion. Note that, depending on f and 8, 0y, could be negative, corresponding to
risk-loving individuals who would choose a risky lottery over a safe one with the same
expected return. For a given growth rate ¢ and average return to entrepreneurship 7, the
decision problem is a standard dynamic programming problem with a single state variable
in the interval [Oynin, Omax |- The following propositions summarize the properties of the
value function and the associated optimal policy functions.

Proposition 7. The system of Bellman equations (1.29)—(1.31) has a unique solution. The
value function v is decreasing and convex in o . The optimal occupational choice is either to be a
worker for any o, or to be an entrepreneur for any o, or there exists a & such that people with high
risk aversion, ¢ > &, strictly prefer to be workers; people with low risk aversion, o < &, strictly
prefer to be entrepreneurs; and people with o = o are indifferent. The optimal investment in risk
tolerance | = | (o) is non-increasing in o .

Proposition 8. The state space [Opmin, Omax| can be subdivided into (at most) countably many
closed intervals |0, 0| such that over the interior of any range |0, | the occupational choice of each
member of the dynasty (i.e. parent, child, grandchild, and so on) is constant and unique (though
possibly different across generations), and 1 (o) is constant and single-valued. The value function
v (07) is piecewise linear, where each interval [0, | corresponds to a linear segment. Each kink in
the value function corresponds to a switch from being a worker to being an entrepreneur by a present
or future member of the dynasty. At a kink, the optimal choices of occupation and 1 corresponding
to both adjoining intervals are optimal (thus, the optimal policy functions are not single-valued at
a kink). If there is an interval [0, 0| such that over this interval all present and future members
of the dynasty are workers, the value function v (o) is constant over this interval, and there is no
investment in risk tolerance: [(o) = 0.

The proofs of the propositions (omitted) are analogous to the proofs of Propositions 2
and 3. The final part of Proposition 8 arises because workers do not face any risk, so
that in all-worker dynasties utility is independent of risk preferences, and the return on
investing in risk tolerance is zero.

The next proposition characterizes the dynamics of risk aversion within dynasties.
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Proposition 9. The law of motion of o is described by the following difference equation:
OJ =g(0') = (1 - 5)0— + 801nax _f (l (0)) >

where 1 (o) is a non-increasing step-function (as described in Proposition 8). Given an initial
condition 0y, risk aversion in the dynasty converges to a constant o where parents and children
choose the same profession. If the dynasty ends up as a worker dynasty, the limit for risk aversion is
given by 0 = 0.

The proof (omitted) is analogous to the proof of Proposition 4.

We have already established that in worker dynasties the return to investing in risk
tolerance is zero, so that these dynasties do not invest in risk tolerance and hence we
have I = 0 and 0"V = 0,,,¢. For entrepreneurs, in contrast, the return to investing in
risk tolerance is positive. If their choice of investment is interior, the investment [* is
characterized by a first-order condition:

2(1+ 9B/ S5f(1F)

1—2(1+9(1—96)

—x' ") = (1.33)

Here, the left-hand side is strictly increasing in [, and the right-hand side is strictly
decreasing. The optimal parental investment in risk tolerance is increasing in the entrepre-
neurial premium 7, the growth rate g, and the entrepreneurial risk 1 — k.

Parallel to our analysis of endogenous patience, the gap in risk preferences between
workers and entrepreneurs leads to a multiplicity of balanced growth paths. There can be
long-run differences in growth rates across countries, where faster-growing countries are
characterized by a larger group of entrepreneurial individuals with low risk aversion. As in
the discussion of Section 1.3.4, the multiplicity of balanced growth paths can give rise to
path dependence, to persistent effects of institutions and policies that affect risk-taking,and
(in an open-economy context) to specialization of certain groups or countries in innova-
tive and risk-taking activities. Also, the development of financial markets once again inter-
acts with endogenous culture and growth, as discussed in Section 1.3.5 for the patience
case. For example, for a given distribution of preferences, better risk-sharing institutions
(e.g. through insurance markets or tax and transfer policies) can make entrepreneurship
more attractive to individuals with high risk aversion, and thereby lead to faster economic
growth. However, there is also a downside to the provision of more insurance. In the
limit with perfect risk sharing there would be no incentive to invest in risk tolerance, and
consequently over time the population would end up more risk averse compared to a
country where less insurance is available. Consider now the arrival of a new technology
that involves some uninsurable idiosyncratic risk. The population in the well-insured
country would be less likely to pick up such new opportunities, and thus might fall back
over time compared to a less well-insured, but more risk tolerant and innovative country.
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1.5. PATERNALISTIC MOTIVES FOR PREFERENCE TRANSMISSION

Up to this point, in our model of preference transmission parents are motivated
solely by altruism, i.e. they evaluate the welfare of the children using the same utility
function that drives the children’s choices. However, preference transmission could be
driven also by paternalistic motives. This is the case when there are potential disagree-
ments between parents and children about optimal choices, and parents use preference
transmission as a tool to influence their children’s choices.

The paternalistic motive is especially salient in the relationship between parents and
adolescent children. It is common for parents to desire to control the tendency of ado-
lescents to take risks parents disapprove of, such as reckless driving, the use of drugs or
alcohol, or risky sexual behavior.'”

1.5.1 Allowing for Conflict Between Parents and Children

To analyze how paternalistic motives affect preference transmission, we extend the model
by allowing children to make an additional choice at a young age, denoted by x, that
depends on risk preferences. For simplicity, we assume this choice to be orthogonal to the
adult occupational choice, i.e. x does not affect the relative return of the adult occupations
or the child’s ability to enter either occupation. The environment is a simplified version
of Doepke and Zilibotti (2012), where we propose a general theory of parenting style
related to paternalism.

Children choose from a set of feasible lotteries so as to maximize the felicity function
U,(x,0), whereas their parents evaluate the choice with a different felicity function,
U(x,0), where o denotes the adult’s risk aversion parameter. As a concrete example, let
the choice of the lottery x result in a random consumption process ¢(x), and consider
parental preferences given by:

U (x,0) = E(c(x)) — o/ Var(c(x)),

as in (1.27), whereas the child’s preferences are given by:

Uy (x,0) = E(c(x)) — (0 — &)/ Var(c(x)).

That is, children have intrinsically lower risk aversion (which is consistent with empir-
ical evidence), where & > 0 captures the gap in risk aversion between the young and
the old. For a given o, children would choose riskier lotteries x than what their parents
would prefer.

12 There is well-documented evidence that children are especially prone to risk-taking. For instance, in
a series of laboratory experiments carried out in New Mexico, Harbaugh et al. (2002) it was found
that 70-75% of children in the 5-8 year age group chose fair gambles with varying odds over a certain
outcome, while only 43-53% of the adults did.
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We denote by x (o) optimal choice from the children’s standpoint. This choice is
given by:
x (0) = argmax {U), (x, 0)} .

This choice is static, because the choice of x does not have dynamic consequences.
Assuming the choice set to be continuous and differentiable implies:

U, (x(0),0) /x = 0.

We now turn to the parents’ decision problem. The utility of adult workers and
entrepreneurs can be written as:

vWie)y=max {x() +B(1+9+z(1+g W' o)},

0<i<1
1—«

uﬁ(g) = max {X(l)x//—i—,B(l +0)n (1 —0 T) +z(1+y9 W(g/’o)],

0<i<1

where W (o', 0) captures the utility that the parents derive from their children. This
function is given by':

w (0/, o) =U (x(a'),a) + B max {VW (0/) ,vE (O'/)} .

Notice that x(o') is written as a function of ¢’. This is because the parent cannot
control x directly, but must take as given the child’s decision based on the child’s preference
parameter ¢’. The choice ¢ is constrained by the law of motion:

o' =(1—=8)0 4 80, —f(I).

1.5.2 Optimal Preference Transmission with Paternalistic Motives
Consider a parent who anticipates her child to become an entrepreneur, and assume, for

simplicity, 8 = 1. If the optimal [ is interior, the following first-order condition obtains:

U (x(0'),0) dx kN
L W0, 0) 9% g0V ) pr(gEy
ox do’ +p ( )

do
paternalistic motive

x’(lE)lleZ(lJrg)(

Relative to the model of Section 1.4, a new term appears in the first-order condi-
tion which captures the paternalistic motive. This terms vanishes whenever there is no
disagreement between parents and children, i.e. when U = U, and 0 = ¢’, because in

13 In Doepke and Zilibotti (2012), we consider a formulation with partial paternalism, where the W
function takes the form:

W(o',0) = qUy(x(0").0") + (1 = 9U(x(c"), o) + B max {v' ("), v" (c")}.
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this case we have:
U (x(0"),0)

dx

i.e. the envelope theorem applies. Likewise, the paternalistic motive would also be mute if

=0,

a fixed choice of x were imposed on the child, because this would imply dx/do” = 0. In
contrast, paternalism does affect the parent’s decision problem whenever three conditions
are all satisfied: There is disagreement between parent and child regarding the choice of x;
the child is free to choose x;and the child’s choice depends on the endogenous preference
parameter o”. In this case, it is valuable for the parent to distort the child’s preferences in
order to induce the child to choose an x that is more to the parent’s liking. Alternatively, if
the option were available, the parent would impose restrictions on the ability of the child
to choose freely. When forming a child’s preferences, parents realize that reducing the
child’s risk tolerance comes at the expense of the child’s future utility, implying a tradeoff
for the altruistic parents. Thus, in general the parent will strike a compromise, and accept
that the child chooses an x that is different from the parents’ most preferred option.

The discussion above assumes that the parental choice of ¢’ (via [) does not affect the
child’s occupational choice. However, if the paternalistic motive is sufficiently strong, the
occupational choice of the child may be affected. More formally, if 6 denotes the risk
aversion parameter such that v'V(6) = v¥(6), it is possible that absent the paternalistic
motive the parent would choose 6’ < &, inducing the child to become an entrepreneur,
whereas the paternalistic motive induces a choice ¢’ > &, implying that the child will
choose to be a worker. This scenario is more likely if & (i.e. the child’s intrinsic risk-loving
bias) is large, and if the set of feasible lotteries x among which the child can choose includes
choices the parent would strongly disapprove of. In practice, this choice set would depend
on various features of the environment in which the adolescent grows up. For instance,
adolescents living in areas infested by juvenile gangs are more exposed to risky choices
than are children in safe middle-class neighborhoods, where risky choices are limited
to more innocuous transgressions. An implication of this analysis, which we explore in
more detail in Doepke and Zilibotti (2012), is that families living in areas exposed to
acute juvenile risk will emphasize values that are less conducive to an entrepreneurial
spirit. When integrated into the general equilibrium model of Section 1.2.1, the theory
bears the prediction that countries where juvenile risk is more severe will have a smaller
equilibrium proportion of entrepreneurs as well as larger risk premia.

1.6. LITERATURE REVIEW

1.6.1 Cultural Transmission, Human Capital, and Non-cognitive
Skills

The theory presented in the previous sections provides a two-way link between the
economic environment and preferences. A pioneering contribution to this literature
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is Becker and Mulligan (1997), which formalizes a model where people choose their
own preferences rather than those of their children. In Mulligan (1997), parents choose
their own level of altruism toward their children. Along similar lines, in Haaparanta and
Puhakka (2004), agents invest in their own patience and in health. Doepke and Zilibotti
(2008) (discussed in more detail below) provide the first theory where altruistic parents
shape their children’s preferences in order to “best prepare” them for the economic
environment in which they will operate.

In these studies, as in our model above (except in the extension of Section 1.5), parents
evaluate their children’s wellbeing using their children’s preferences. Namely, parents
choose their investments in preference optimally by maximizing their children’s utility.
There is no explicit desire of parents to preserve their own culture or to instill values that
they regard as intrinsically good or moral. In particular, parents may choose to teach their
children preferences that difter from their own. In contrast, a number of recent studies
postulate that cultural transmission hinges on a form of “imperfect empathy” (see Bisin
andVerdier, 2001; Hauk and Saez-Marti, 2002; Gradstein, 2007; Klasing, 2012; Saez-Marti
and Sjoegren, 2008; Tabellini, 2008; and Saez-Marti and Zenou, 2011). According to this
approach, parents use their own preferences to evaluate the children’s utility and are driven
by a desire to make the children’s values similar to their own. The two approaches and
their differences are reviewed in more detail by Saez-Marti and Zilibotti (2008)."

In the Beckerian approach, parents transmit traits to their children that are supposed to
make them fit for success. Thus,investment in preference transmission resembles a standard
human capital investment. From this perspective, preferences are closely related to what
the recent labor literature has labeled “non-cognitive skills.” These skills determine how
well people can focus on long-term tasks, behave in social interactions, and exert self-
restraint, and include patience, perseverance, and self-discipline, among others. Recent
empirical studies emphasize the importance of such human assets for economic success
(see Heckman et al. 2006; Segal, 2013).

Within the realm of non-cognitive skills, we emphasize the role of patience and of
the propensity to take risks. The importance of patience for economic success has been
documented by experimental studies. A longitudinal study by Mischel et al. (1992) tinds
that individuals who were more patient as children were subsequently more likely to
acquire formal education, to choose market-oriented occupations, and to earn higher
income. More recently, Sutter et al. (2013) found that measures of time preferences of
young people aged 10-18 elicited through experiments predict saving behavior, smoking
and alcohol abuse, BMI, and conduct at school. Reyes-Garcia et al. (2007) study the effect
of patience on economic outcomes among the Tsimanes, an Amazonian tribal society
that only recently transitioned from self-sufficiency to a market economy. They found

14 Our analysis in Section 1.5.2 and in Doepke and Zilibotti (2012) provides a bridge between these two
approaches. Our analysis proposes an explicit microfoundation of the child-adult preference conflict,
whereas in the existing literature imperfect empathy is postulated as a primitive.
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that individuals who were already more patient in the pre-market environment (when
patience was a latent attribute with no effect on individual success) acquired on average
more education and engaged more often in entrepreneurial activity when the society
introduced markets."”

The importance of the propensity to take risk for entrepreneurship has been empha-
sized, among others, by Kihlstrom and Laftont (1979). Several studies point to robust
evidence that risk tolerant people are more likely to become entrepreneurs; see, e.g. Van
Praag and Cramer (2001), Cramer et al. (2002), and Kan and Tsai (2006).

The evidence discussed above leaves open the extent to which patience and risk tol-
erance hinge on parental effort or on the influence of the environment, as opposed to
being genetically inherited. The long-standing debate among anthropologists and popu-
lation geneticists on the role of nature versus nurture has reached no clear conclusion.'®
Both genes and culture appear to be important, likely in a non-linear interactive fashion.
The recent economic literature has explored, in different contexts, both the evolutionary
selection and the cultural transmission mechanisms. For instance, recent studies focus-
ing on economic development from a very long-run perspective have emphasized the
importance of Darwinian evolution of preferences and of genetic diversity for the process
of development (see, e.g. Galor and Michalopoulos, 2012; Ashraf and Galor, 2013). We
view the selection and investment in preference approaches to endogenous preference
formation as complementary, because they operate on different time horizons.'’

There is direct evidence that non-cognitive skills are influenced by social factors and
family upbringing at a shorter time horizon. Heckman (2000) and Carneiro and Heck-
man (2003) review the evidence from a large number of programs targeting disadvantaged
children. They show that most programs were successful in permanently raising the treated
children’s non-cognitive skills. These children were more motivated to learn, less likely
to engage in crime, and altogether more future-oriented than children of non-treated
families. Similar conclusions are reached by studies in child development psychology such
as Shonkoft and Philips (2000) and Taylor et al. (2000).

Some studies focus explicitly on preference parameters of economic models. For
example, Knowles and Postlewaite (2004) provide evidence of cultural transmission of
patience. Using the PSID, they find that parental savings behavior is highly correlated
with the education and savings choices of their children’s households, after controlling for
standard individual characteristics. Moreover, the correlation is stronger between mothers
and children than between fathers and children. Since mothers tend to be more actively
involved than fathers in the child-rearing process, this observation suggests that there is

15 These results are consistent with other studies on developing countries.

16 See, e.g. Cavalli-Sforza and Feldman (1981), Bowles and Gintis (2002), and Richerson and Boyd (2005).

17 Earlier articles emphasizing the evolutionary selection of preferences include Galor and Moav (2002) and
Clark and Hamilton (20006). A recent paper by Baudin (2010) incorporates the interaction of evolutionary
forces and cultural transmission in a Beckerian model of endogenous fertility. The interplay between
cultural diversity and economic growth is analyzed in Ashrat and Galor (2012).
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cultural transmission in patience and propensities to save. In the same vein, Dohmen et al.
(2012) document that trust and risk attitudes are strongly correlated between parents and
children in the German Socio-Economic Panel. Using the same data set, Zumbuehl et al.
(2013) find that parents who invest more in child-rearing eftorts are more similar to their
children in terms of attitudes toward risk. All these studies concur on the importance of
the transmission of non-cognitive skills within families.

1.6.2 Investments in Patience and the Spirit of Capitalism

Doepke and Zilibotti (2008) are closely related to the model discussed in this chapter.
The authors propose a dynamic dynastic model rooted in the Beckerian tradition where
parents invest in their children’s patience and work ethic (modeled as the inverse of the
marginal utility of leisure).'® Preferences are treated as a human-capital-like state variable:
parents take their own preferences as given, but can invest in those of their children. The
focus of the theory is on the interaction of this accumulation process with the choice of
an occupation and savings.

The authors show that the endogenous accumulation of “patience capital” can lead
to the stratification of a society into social classes, characterized by different preferences
and occupational choices. This occurs even if all individuals initially are identical. In the
presence of such endogenous differences in preferences, episodes of technological change
can trigger drastic changes in the income distribution, including the leapfrogging of a
lower class over the existing elite. The theory is applied to the changes in the distribution
of income and wealth that occurred during and after the Industrial R evolution in Britain.
Before the onset of industrialization, wealth and political power were associated with the
possession of land. Over the 19th century, a new class of entrepreneurs and businessmen
and women emerged as the economic elite, replacing the landed elite.

From a theoretical standpoint, the focal point of Doepke and Zilibotti (2008) is an
association between occupations and consumption profiles,similar to the model presented
in this chapter. In some professions, lifetime earnings are relatively flat, while in others,
in particular those requiring the acquisition of skills, high returns are achieved only late
in life. These differences affect the incentive of altruistic parents for investing in their
children’s patience capital: the steeper the consumption profile faced by their children,
the stronger the incentive for parents to teach them to be patient. The converse is also
true: patient agents have a higher propensity to choose professions entailing steep earnings
and consumption profiles.

In the historical application they consider, the pre-industrial middle class had accumu-
lated patience capital, and consequently was better prepared to exploit the new economic
opportunities than was the existing elite. The differences in patience, in turn, had their
roots in the nature of pre-industrial professions. For centuries, artisans, craftsmen, and

18 Doepke and Zilibotti (2005) developed a simplified model that focuses only on patience.



Culture, Entrepreneurship, and Growth 33

merchants were used to sacrificing consumption and leisure in their youth to acquire skills.
Consequently, middle-class parents had the strongest incentive to instill into their children
a patience and work ethic, that is, a “spirit of capitalism” in Weberian terms. In contrast,
the landed elite had accumulated little patience, but a strong appreciation for leisure. The
preference profile of the elite arises because the traditional aristocratic sources of income
were mostly rents, which neither grew steeply over time, nor hinged on labor effort.

Doepke and Zilibotti (2008) difter from the model presented in this chapter insofar
as it abstracts from innovation. In that model, cultural differences that were formed
in pre-industrial times explain why difterent classes responded differently to the new
technological opportunities arising at the outset of the Industrial Revolution. However,
technology is exogenous, whereas in this chapter cultural transmission is linked explicitly
to a theory of endogenous technical change.'” The theory discussed in this chapter
rationalizes why some individuals become entrepreneurs and innovators, and how this
affects the speed of technical change and long-run growth.”

An implication shared by both Doepke and Zilibotti (2008) and the model presented
in this chapter is that cultural transmission makes dynasties facing steeper income profiles
more patient. This prediction is consistent with the evidence from a field experiment
conducted on Danish households by Harrison et al. (2002). Using monetary rewards, they
show that highly educated adults have time discount rates (which are inversely related to
the discount factor) as low as two-thirds of those of less educated agents. Since spending
time on education typically steepens people’s income profile, this finding is in line with
the prediction of the theory. A positive correlation between steep income profiles and
patience has also been documented at the macro level (see Carroll and Summers, 1991;
Becker and Mulligan, 1997). The former documents that in both Japan and the United
States consumption-age profiles are steeper when economic growth is high. The latter
paper shows that consumption grows faster for richer families and adult consumption
grows faster for children of the rich.

1.6.3 Religious Beliefs and Human Capital

Another set of papers studies culture as a system of beliefs affecting people’s choices, and
ultimately economic development. Significant attention has been paid to religion. Barro
and McCleary (2003) show that economic growth is higher in countries with a more
widespread belief in hell and heaven. Guiso et al. (2003) come to similar conclusions.
Cavalcanti et al. (2007) develop a theoretical model with the possibility of beliefs in

19" In addition, the model discussed here considers the cultural transmission of risk aversion as well as the pos-
sibility of paternalism. Neither feature is covered in Doepke and Zilibotti (2008). Conversely, in that paper
we consider the interaction between patience and work ethic, a dimension from which we abstract here.

20" In this regard, our analysis is related to Klasing (2012) and Klasing and Milionis (2013). However, these
papers use a different growth model (related to Acemoglu et al. 2006) and a different cultural transmission
mechanism (related to Bisin and Verdier, 2001).
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rewards in afterlife. They argue that the model can quantitatively explain cross-country
differences in the takeoff from pre-industrial stagnation to growth.

Some influential recent studies point to a close connection between the transmission
of religious beliefs and human capital investment. In particular, Botticini and Eckstein
(2005, 2006, 2007) examine the cultural roots of the economic success of the Jewish
population through a theory of specialization in trade-related activities. They conclude
that the key factor was not the system of beliefs of the Jewish religion per se. Rather, it is
the extent to which religious beliefs led to human capital accumulation. They document
that a religious reform introduced in the second century B.C. caused an increase in
literacy rates among Jewish farmers, which, in turn, led to increasing specialization in
occupations with a high return to literacy, such as artisanship, trade, and finance. High
literacy also led to increased migration into towns, where occupations that reward literacy
are concentrated. In a similar vein, Becker and Woessmann (2009) documented that in
19th century Prussia, Protestant counties were more prosperous than Catholic ones, but
the effect was entirely due to differences in literacy and education. They conclude that
the main channel of the effect of religion on economic performance is human capital.”!

In the literature discussed so far, religious beliefs are exogenous. In contrast, in Fer-
nandez-Villaverde et al. (2010) social norms and beliefs mediated by religious institutions
are instead endogenous. They construct a theory where altruistic parents socialize chil-
dren about sex, instilling a stigma against pre-marital sex in order to reduce the risk of
out-of-wedlock births. Religious beliefs and institutions operate as enforcement mecha-
nisms. Similar to Doepke and Zilibotti (2008), cultural transmission responds to changes
in the underlying environment. In particular, when modern contraceptives reduce the
risk associated with pre-marital sex, they reduce the need for altruistic parents and reli-
gious authorities to inculcate sexual mores. The equilibrium effect of technology on
culture yields the surprising implication that the number of out-of-wedlock births ini-
tially grows significantly in response to new contraceptive technology, due to the higher
cultural tolerance for pre-marital sex.

While Doepke and Zilibotti (2008) and Fernandez-Villaverde et al. (2010) emphasize
the process of cultural transmission, Fernandez (2013) and Fogli and Veldkamp (2011)
describe culture as a process of Bayesian learning from public and private signals. Those

21 The finding that the main channel through which Protestantism led to higher economic prosperity was
higher literacy and human capital is interpreted by Becker and Woessmann (2009) as evidence against Max
Weber’s hypothesis that Protestant work ethic had a causal effect of economic success. The distinction is,
to some extent, semantic. Their findings are consistent with the broader interpretation of Weber provided
by Doepke and Zilibotti (2008) who abstract from religion, but argue that the cultural transmission of
patience induces the middle class to undertake human capital investments. In this perspective, one can
interpret religious beliefs (e.g. Protestantism) as a complementary driver of patience and work ethic.
To the extent to which patience is a constituent of the spirit of capitalism, the evidence of Becker and
Woessmann (2009) would be actually consistent with a broad interpretation of Max Weber’s theory.
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papers explain the sharp increase in female labor supply during the 20th century.”
Doepke and Tertilt (2009) focus on an earlier period and provide a theory of the expan-
sion of women’s rights in the 19th century. The authors argue that rising demand for
human capital changed cultural attitudes regarding the proper role of women in society,

and ultimately triggered political reform.”’

1.6.4 Beliefs and Social Norms

Many recent studies link culture and beliefs with the process of development through
the effects these have on institutions. For instance, Aghion et al. (2010) and Aghion
et al. (2011) argue that trust determines the demand for regulation, especially in labor
markets.”* Heterogeneous beliefs about the effect of redistributive policies are the focus of
Piketty (1995). A number of papers also consider the feedback effect from institutions to
culture. For instance, Hassler et al. (2005) argue that a generous unemployment benefits
system induces low geographic mobility of workers in response to labor market shocks.
Low mobility, in turn, increases over time the attachment of workers to their location
(modeled as a preference trait), sustaining a high demand of social insurance. A similar
argument is developed by Michau (2013), who incorporates his theory in a model of
cultural transmission. Lindbeck and Nyberg (2006) argue that public transfers weaken
parents’ incentives to instill a work ethic in their children. The relationship between trust,
efficiency, and size of the welfare state is emphasized by Algan et al. (2013).%

Culture, trust, and beliefs have also been argued to have first-order effects on insti-
tutional stability and on the ability of societies to foster economic cooperation among
its citizens. Rohner et al. (2013) construct a theory where persistent civil conflicts are
driven by the endogenous dynamics of inter-ethnic trade and inter-ethnic beliefs about
the nature and intentions of other ethnic groups. Inter-ethnic trade hinges on reciprocal
trust. The theory predicts that civil wars are persistent (as in Acemoglu et al. 2010), and
that societies can plunge into a vicious cycle of recurrent conflicts, low trust, and scant

22 The learning process can be related to the observation of different family models. Fernindez ct al. (2004)
show that the increase in female labor force participation over time was associated with a growing share
of men who grew up in families where mothers worked. They test their hypothesis using differences in
mobilization rates of men across states during World War II as a source of variation in female labor supply.
They show that higher male mobilization rates led to a higher fraction of women working not only for
the generation directly affected by the war, but also for the next generation.

23 Doepke et al. (2012) provide a more extensive discussion of the relationship between cultural and

economic explanations for the historical expansion of women’s rights.

24 For a recent survey of the relationship between trust and economic performance, see Algan and Cahuc

(2013).

A related argument is provided by the politico-economic theory of Song et al. (2012) arguing that in

countries characterized by inefficient public provision voters are more prone to support high public

debt. Although debt crowds out future public expenditure, this is a smaller concern to (young) voters in

25

countries whose governments are inefficient.
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inter-ethnic trade (a “war trap”) even though there are no fundamental reasons for the
lack of cooperation. Long-run outcomes are path dependent: economies with identical
fundamentals may end up in either good or bad equilibria depending on the realization
of stochastic shocks that cement or undermine cohesion and inter-group cooperation.”
Rohner et al. (2013) also provide evidence that the onset and incidence of civil wars are
affected significantly by a lagged measure of trust from the World Values Survey. There
is also evidence of the opposite channel, i.e. exposure to civil conflict affecting prefer-
ences and trust. Using data from a field experiment in rural Burundi,Voors et al. (2012)
document that exposure to violence encourages risk-taking but reduces patience, hence
depressing saving and investments. Rohner et al. (2012) document survey evidence from
the civil conflicts in Uganda that war destroys trust, strengthens ethnic identity, and harms
future growth in ethnically divided communities.

In the empirical literature, beliefs and social norms are often difficult to disentan-
gle from the effects of the local economic and institutional environment. Studying the
behavior of immigrants and expatriates has proven useful to achieve identification. A
noteworthy example is Giuliano (2007), which shows that second-generation southern
European male immigrants in the United States behave similarly to their counterparts in
their country of origin,and live with their parents much longer than young Americans do.
Similarly, Fernandez and Fogli (2006,2009) document that the country of origin explains
fertility and work behavior of second-generation American women. Fisman and Miguel
(2007) finds that diplomats from more corrupted countries tend to incur significantly
more parking violations in the United States (diplomats are generally immune, so fines are
not enforced). Bruegger et al. (2009) compare unemployment across Swiss communities
with different languages (French versus German). The language border separates cultural
groups, but not labor markets or political jurisdictions. They find that cultural differences
(identified by language differences) can explain differences in unemployment duration
of about 20%.

A number of papers have emphasized the persistence of cultural factors. Culture may
respond to changes in the institutional environment, but cultural shifts may take time.
This is consistent with the view that adults’ preferences are by and large fixed, as opposed
to those of children, whose beliefs, non-cognitive skills, and preferences can be shaped
by cultural transmission and the surrounding environment. Even with these influences,
cultural changes can take several generations to reach a new steady state after institutions
have changed. Alesina and Fuchs-Schuendeln (2007) focus on the fall of the Berlin Wall.
After the end of communism, East Germans became subject to the same institutions as
West Germans, but carried with them the cultural heritage of the communist experience.
Their study documents that several years after unification, East Germans (compared to

26 n a related paper, Acemoglu and Wolitzky (2012) propose a theory where mistaken signals can trigger
belief-driven conflict between two groups.
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West Germans) are more supportive of redistribution and believe that social conditions
are a more important determinant of individual success. Voigtlaender and Voth (2012)
go much further and document evidence that a particular form of cultural trait, namely
anti-Semitism in German local communities, has persisted for more than 600 years.”’
Finally, exogenous sources of variation for culture can be found in historical data.
Using data for European regions, Tabellini (2010) finds evidence that culture has a signif-
icant causal effect on economic development. The identification relies on two historical

variables, the literacy rate and past political institutions.

1.7. OUTLOOK AND CONCLUSIONS

Explaining the vast variation in rates of economic growth and living standards
around the world remains one of the main challenges in economics. Growth-theoretic
explanations for these observations have focused on variation in factor endowments,
technology, or institutions as explanatory variables, while abstracting from the potential
role of difterences in culture, values, and preferences. In contrast, in this chapter we have
developed a theory in which culture (modeled as endogenous preferences) and economic
growth are endogenous and affect each other. Economic growth feeds back into the
preference formation and transmission process of families, and conversely the existing
distribution of preferences in the population determines the potential for economic
growth. The theory predicts that countries can reach different balanced growth paths,
in which some countries grow fast and others more slowly. Fast-growing countries are
the ones with larger shares of the population exhibiting a “spirit of capitalism” (i.e.
preferences conducive to innovative activities). Institutions, the development of financial
markets, and government policies affecting risk sharing all feed back into preferences and
culture, giving rise to long-term changes in economic development that can long outlast
the underlying institutions and policies.

In the past, economists generally have shied away from explaining economic phenom-
ena with variation in culture or preferences. A common concern is that such explanations
put little discipline on the data. However, this criticism does not apply to explicit models
of intergenerational preference transmission that generate specific testable implications,
which is the route that we have taken here. In this sense, this chapter is in the spirit of
Stigler and Becker (1977), who also analyzed phenomena that at first sight suggest an
important role for variation in preferences (such as addiction; customs and tradition; and
fashion and advertising).

Of course, for testable implications to be meaningful, researchers need data allowing
them to evaluate the restrictions imposed by the theory in practice. From this perspective,
an important change in recent years is the increased availability of data sets that permit

27 They document that cities where Jews were victims of medieval pogroms during the plague era were
also very likely to experience anti-Semitic violence in the 20th century, before and during the Nazi rule.
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empirical analyses of the transmission of preference traits from parents to children as well
as the mutual interaction between cultural preferences and the economic environment
(we review a number of such studies in Section 1.6). We expect that combining these new
empirical insights with theoretical analyses of the interaction of culture, entrepreneurship,
and growth of the kind developed in this chapter will, over time, greatly enhance our
understanding of the development process.

A PROOFS OF PROPOSITIONS AND LEMMAS

Proof of Proposition 1. Given Equation (1.14), the zero growth (A = 0) steady state
exists, if and only if:

X (1 - (I/f)1_6) > p ((2 (1— a)aﬁg)lig — 1) )

Conversely, the balanced growth path features A = 1, if and only if:

o 1—0o
1 — T—a
x(1—@)'7)<Bl+8&'"7 ((M) - 1) :

14+ ot

An interior balanced growth path with positive fractions of workers and entrepreneurs
exists if (1.14) is satisfied as an equality for some A with 0 < A < 1. A steady state has
to exist (either corner or interior) because (1.14) is continuous in A. The first inequality
in Assumption 1 guarantees that the right-hand side of (1.14) is positive for A = 0. The
second inequality guarantees that the right-hand side of (1.14) reaches zero for a A with
0 < A < 1.This also implies that the rlght hand side of (1.14) is strictly decreasing in
A for A < X sufficiently close to A. Let % denote the lower bound of the monotonic
region. The right-hand side of (1.14) is bounded strictly away from zero for 0 < A < A
By choosing x sufficiently small, we can guarantee that (1.14) is not satisfied for a A in
this region. This implies that (1.14) is satistied for a A that lies in this monotonic region,
which then has to be unique, resulting in a unique, interior balanced growth path. [

Proof of Proposition 2. The system of Bellman equations (1.16)—(1.18) defines a
mapping T on the space of bounded continuous functions on the interval [0, B.x],
endowed with the sup norm, where the mapping is given by:

Tv)= max {(1-D[xO+B01+9"]

1€{0,1},0<I<1
HI[xDY' T+ B+ ] +2(1+9 v}, (1.34)

where the maximization is subject to:

B=010-8B+f0)
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I is an indicator variable for the occupational choice, and B, = f(1)/6. Since we
imposed assumptions that guarantee 0 < z(1 + ¢)'™7 < 1, this mapping is a contraction
by Blackwell’s sufficient conditions, and it therefore has a unique fixed point by the
Contraction Mapping Theorem. This proves the first part of the proposition.

The proof that the value function is increasing and convex is an application of Corol-
lary 1 to Theorem 3.2 in Stokey and Lucas (1989). Using this result, we can establish
the result by establishing that the operator T preserves these properties. To establish that
the value function is increasing, let v be a non-decreasing bounded continuous function.
We need to show that Tv is a strictly increasing function. To do this, choose f > B
We now need to establish that Tv(B) > Tv(B). Since the right-hand side of (1.34) is the
maximization of a continuous function over a compact set, the maximum is attained. Let
[ and I be choices attaining the maximum for B. We then have:

Tv(B) > (1 — )[x(l) B+9"]
H[XOY' T+ B +9n)' 7]+ 21 +9" 7 v((1 -8B
+ (1) L[ +ﬁ1+g>“’]
+1[xd

+8 (1 +9) n)lff’} +2(14977 (1= 9B +1 () = Tv(B).

which is the desired result. Here the weak inequality follows because the choices [, I
may not be maximizing at 8, and the strict inequality follows because v is assumed to be
increasing, and we have that § > g and n > 0.

To establish convexity of the value function, let v be a (weakly) convex bounded
continuous function. We need to establish that Tv is also a convex function. To show this,
choose a number 6 such that 0 <6 < 1,let > B,and let B = 68 + (1 — 0)B. We now

need to show that  Tv(B) + (1 — 0)Tv(B) = Tv(B). Let | and I be choices attaining the

maximum for f. Since these are feasible, but not necessarily optimal choices at 8 and 8,
we have:

Tv(B)= (1 —D[x()+B(1+9" ]
IxOy'" " +B(1+9n) ]+201+9" vl =8B+,
() = (1 =D | x()+B (1 +9'™"|

T[T + B +QW' ™|+ 2 (14977 v((1 = 9B + ()
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Working toward the desired condition, we therefore have:

0 To(B) + (1 — ) Tu(p)
> =DxO+BA+" ] +I[x0y¥" " +B(1+2n' ]
F2(1+9) ”[61}((1—8,34-]‘ )+ (1= 0)u((1 — 8B+ (D ]

>A-D[xO+BA+" 7 |+I[xO¥" "+ B((1+gn" 7]
+2 (1497 v(1 = 8)B+f() = /3)

which is the required condition. Here, the last inequality follows from the assumed
convexity of v. The operator T therefore preserves convexity, and thus the fixed point
must also be convex. Notice that linearity is key to this result: the discount factor enters
utility linearly, and the parental discount factor has a linear eftect on the discount factor
of the child.

Regarding the optimal occupational choice, the difference between the utility of
being a worker and an entrepreneur for given 8 and [ is given by:

xO(1 =y ) =B+ (n' " -1),

where the first term is always positive, and the second term is negative as long as n > 1.
Given that the second term is weighted by f, it follows that being a worker is always
optimal for 8 sufficiently close to zero. Since the utility derived from entrepreneurship
relative to being a worker is strictly increasing in B, there is either a cutoff B such that
entrepreneurship is chosen for B > B, or being a worker is always the preferred choice
(when the required cutoft would be larger than f,,.x).

As the last step, we would like to show that the optimal investment in patience | = [ (f)
1s non-decreasing in B. Fix two discount factors B < B. Let u; = 1 it at B the optimal
choice is to be a worker, and u; = %' otherwise. Similarly, for the second period we
define u, = (14 9)' ™ for workers and u, = ((1 4+ g) )"~ for entrepreneurs. #; and 7
are defined in the same way. Now let [ and [ denote the optimal investments in patience
at B and B. The optimal choice of  the implies the following inequalities:

XDy + Bus + 2(1+9)""7v((1 = 8)B + £ (D)
> x(Duy + Bu, + 2(1+9)"7v((1 = 8)B + £ (D)
x (D + By + (1 +9)'7v((1 = 8)B + £ (D)
< x (i + Biia + 2(1 +9)'~7v((1 = 8)B + £ (D)
Subtracting the two inequalities yields:
X0 (1 = 70) + 201 +9'~ (v((1 = OB +£D) = v((1 = 9B +(D)

> 1) (= ) + 21 +9' " (v((1 = OB +£1) = v((1 = ) +D))
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Now there are two possibilities. If the optimal occupational choices at f and B are
the same, we have u; = #; and the inequality reads:

(1 —8)B + () —v1—8ﬂ+f
> v((1 =8B +f() —v((1 -8B +f(l)

Since we have already shown that v is convex, this implies [ > [. The second possibility
is that at B it is optimal to be a worker, and at § it is optimal to be an entrepreneur, so
that we have u; — ; > 0. Rearranging the expression gives:

(X0 = x D) (= ) = 2(1+9'™ [o((1 = 9B + 1) = v((1 = B +f (V)
— (o1 = 9B +70) — v((1 = B +/ D)) .

Due to the convexity of v, if we have [ > I, the left-hand side would be negative
and the right-hand side positive; we therefore must have [ < [, which completes the

proof. (]

Proof of Proposition 3. In Proposition 2, we can subdivide the state space [0, Buax]
into (at most) two closed intervals (they are closed because of our continuity assump-
tions), where each interval corresponds to the choice of a given occupation (worker
or entrepreneur). The agent is just indifferent between the occupations at the bound-
ary between the intervals, and strictly prefers a given occupation in the interior of an
interval. The intervals can be further subdivided according to the occupational choice
of the child. Since I(B) may not be single-valued, there may be multiple optimal g’
corresponding to a given B today. Nevertheless, since the B’ are strictly increasing in 8
(because of Proposition 3 and § < 1) and given that there are only two occupations, we
can once again subdivide today’s state space into at most two closed intervals, each one
corresponding to a specific occupational choice of the child. Continuing this way, the
state space [0, Bnax] can be divided into a countable number of closed intervals (there are
two possible occupations in each of the countably many future generations), where each
interval corresponds to a specific occupational choice of each generation. Let [8, B8] be
such an interval. We want to establish that the value function is linear over this i_nterval,
and that the optimal choice of patience /() is single-valued and constant over the interior
of this interval.

It is useful to consider the sequential formulation of the decision problem. Taking
the present and future occupational choices as given and writing the resulting first and
second period utilities net of cost of investing in patience as 1y, and uz, we can substitute
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for B, and write the remaining decision problem over the /; on the interval [8, B] as:

v(B) = max {X(l())“l,() + Buay

00 t—1
+) 2 [x (I + ((1 — 8B+ (1— 8)"“%(@)) 2} } (1.35)
=1 s=0

For given current and future occupations, (1.35) is strictly concave in /; for all ¢, since
X 1s concave and f 1s strictly concave. Moreover, the discount factor B and all expressions
involving I, appear in separate terms in the sum. Therefore, it follows that, given the
optimal income profiles, for all ¢ the optimal [, is unique, and independent of f. Since
on the interior of [B, B], the current and future optimal occupations are unique, the
optimal policy corres_pondence I(B) is single-valued. By construction of the intervals, at
the boundary between the two intervals both occupations are optimal choices for at least
one generation, hence /() may take on more than one optimal value, one corresponding
to each optimal set of income profiles.

The optimal value function v over the interval [B, 8] is given by (1.35) with occupa-
tions and investment in patience I, fixed at their optimal (and constant) values. Equation
(1.35) 1s linear in B; it therefore follows that the value function is piecewise linear, with

each kink corresponding to the boundary between two of the intervals. u

Proof of Proposition 4. Since f is an increasing function and we assume that 6 <1,
the law of motion is strictly increasing in 8. Notice that /() may not be single-valued for
all B. Strictly increasing here means that f < B implies E/ < ﬁ/ for all optimal B/ € o(B)
and B’ € g(B), even if g(B) or g(B) is a set. For a given By, the law of motion ¢ defines
(pote_ntiallyglultiple) optimal seqaences of discount factors {,}7°. Any such sequence is
a monotone sequence on the compact set [0, B.x ], and must therefore converge. Notice,
however, that since /(f) is not single-valued everywhere, different steady states can be

reached even from the same initial fy. O

Proof of Lemma 1. Assume that (1.23) holds with equality:

vE=x (P T+ B+ T 21+ (x (™) + B (149 77)
+2%(1 4 )=, (1.36)

Now replacing [F" and BE" on the right-hand side with [ and B lowers utility,
because these are not the optimal choices given the chosen occupations. We therefore
have:

XU+ BE A+ 7+ 21+ 90"
>+ B+ T+ 2149 (x () + B (1 +9'77)
+ 22(1 +g)2(1—J)VW7
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where we also rewrote the left-hand side to explicitly show the first-generation utility.
Now subtracting the (identical) first-generation terms on both sides and dividing by
2(14+¢)'7 we get:

> (™) + 51 +9" ) + 21+ 90",

which is (1.22) as a strict inequality.

Moving on, replacing the B of the initial generation on both sides of (1.36) with
B" leaves the equality intact, because the discount factor enters both sides in the same
way:

XUHY' T+ BT (1 +9m)' ™ + 2(1+g) ' 70"
= x"MY T+ BT (49 T  + 21+ (x()+ BT 1+ 97
+2%(1 4 )=, (1.37)

Now switching the first-generation occupational choice from entrepreneurship to
work yields the following strict inequality:

XA+ BT A+ "+ 21+ (x ()Y + BT (1 +9m)' )
+22(1+g)2(1—0)1/15 < W

The strict inequality arises because [¥" < [ implying that the increase in the first-
period utility from being a worker is larger on the right-hand side. This still applies after
investment in patience is reoptimized (to ["* on the left-hand side and ["" on the right-
hand side) due to the envelope theorem. The resulting inequality is a strict version of
(1.25).

Finally, again starting with (1.37), replacing the initial investment in patience with

[EW (and plugging in the corresponding discount factor in the next generation) lowers

utility on the left-hand side, so that we have:

XY T+ BT A+ T+ 21+ (x B TT+BET (M + 9 m)' )
+22(1 +g)2(1—J)VE

<xUWITT BT (M) T+ 21+ (x (™) + B 1+ 9" 0)
+22(1 +g)2(1—J)VW'

Subtracting the identical first-generation terms and dividing by z(1 + ¢)' ™ yields:

XU+ B+ n)' T+ (1 4+ 97"
<xU"M+BMU+9' "+ 21+ 9"
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Now changing the initial discount factor from BE" to B < BEW lowers the left-
hand side yet again more than the right-hand side (because > 1), so that the inequality
stays intact:

XU+ B+ 9m)' 7 + 2(1+ 9! " <o

which is a strict version of (1.24). O

Proof of Proposition 5. The fraction of entrepreneurs A in the balanced growth path
can be mapped into an entrepreneurial premium 7 and a growth rate ¢ given the analysis
in Section 1.2.3 above. The entrepreneurial premium is continuous in A. Hence, if there
exists a fraction of entrepreneurs A that satisties 0 < A < 1 and such that conditions
(1.22)—(1.25) hold as strict inequalities, there has to be a range of A and associated 1 and
¢ such that the conditions continue to hold. If at the initial A condition (1.23) holds
with equality, then given Lemma 1 we know that the remaining constraints hold as strict
inequalities. Given continuity it is then possible to raise 1 (by changing A) within some
range and have all conditions hold as strict inequalities, implying that a continuum of
balanced growth paths exists. The same argument can be applied reversely to the point
where (1.25) holds as an equality. The highest entrepreneurial return that is consistent
with balanced growth is characterized by (1.25) holding as an equality. U

Proof of Proposition 6. Since the financial market allows for an arbitrary allocation
of consumption across the two periods, an occupation that is dominated in terms of
the present value of income is also dominated in terms of consumption, and therefore
is never chosen. Hence, the set of optimal occupations is independent of patience f3,
because the present value of income in the two occupations does not depend on f.
When both occupations yield the same present value of income, they also lead to the
same consumption profile. The cost of investing in patience depends only on first-period
consumption, which therefore does not depend on the chosen occupation. Likewise, the
return to investing in patience is independent of the occupation of the current generation.
Investment in patience therefore does not depend on which occupation is chosen. [
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This survey reviews the recent research on trust, institutions, and economic development. It discusses
the various measures of trust and documents the substantial heterogeneity of trust across space and
time. The conceptual mechanisms that explain the influence of trust on economic performance and
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There are countries in Europe ... where the most serious impediment to conducting
business concerns on a large scale, is the rarity of persons who are supposed fit to be
trusted with the receipt and expenditure of large sums of money.

(Mill, 1848, p. 132)

2.1. INTRODUCTION

The debate about the roots of economic development and the origins of income
inequality across the globe has deeply evolved over time. Early researches focused on
the proximate factors of growth, stressing the role of technological progress and the
accumulation of human and physical capital. A decade ago, the focus shifted to the
role of formal institutions, considered as the endogenous incentives to accumulate and
innovate (Acemoglu et al. 2001); and to what extent those institutions could be distin-
guished from factors like human capital (Glaeser et al. 2004). More recently, the attention
has been gradually evolving toward deeper factors, ingrained in culture or long-term
history.
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This survey reviews some strands of the recent research on the role of cultural values
in economic development (see Nunn, 2009; Spolaore and Wacziarg, 2013 for surveys on
long-term history). In particular, we investigate the role of one of the most fundamental
cultural values that could explain economic development: trust. Since the path breaking
work of Banfield (1958), Coleman (1990), and Putnam (2000), trust, broadly defined
as cooperative attitude outside the family circle, was considered as a key element of
many economic and social outcomes by social scientists. Yet, while praised in other social
sciences, the role of trust in the mainstream economic literature has long been disputed.

The potential role of trust in economic development had naturally attracted some
interest decades ago, no doubt for the reason stated by Arrow (1972): “virtually every
commercial transaction has within itself an element of trust, certainly any transaction
conducted over a period of time. It can be plausibly argued that much of the economic
backwardness in the world can be explained by the lack of mutual confidence.” Arrow’s
intuition was straightforward. In a complex society, it is impossible to write down and
enforce detailed contracts that encompass all the states of nature for economic exchanges.
Ultimately, in the absence of informal rules like trusting behavior, markets are missing,
gains from economic exchanges are forgone, and resources are misallocated. To that
respect, trust and the informal rules shaping cooperation could explain differences in
economic development.

But the theoretical and empirical foundations of the relationship between trust and
growth have long been considered as weak, at best. A good illustration of the state of the
art one decade ago is given by the former issue of the Handbook of Economic Growth
in 2005. In the chapter devoted to social capital, Durlauf and Fafchamps (2005) outlined
powerfully all the conceptual and statistical flaws raised by the notion of trust in the
economic literature. The concept of social capital, a buzzword according to Solow, raised
a lot of ambiguity by encompassing vague concepts as norms, networks, or cooperation.
Besides, the authors documented forcefully the identification issued raised by the few
cross-country or cross-regional correlations between social capital and growth (see also
Durlauf for a critical assessment of the empirical literature on social capital, 2002).

In this chapter, we show that decisive and substantial progress has been made on
the different dimensions that give trust a central role in mainstream economics, and
more importantly, for explaining economic development. This chapter has five main
goals. First, we outline a unified conceptual framework for thinking about how trust and
cooperation can increase economic efficiency. We distinguish the specific role of trust,
relative to reputation incentives, to overcome market failures. Second, we review the
various methods to measure trust and cooperation empirically. The recent development
of experimental economics, combined with an increasing number of social surveys, has
helped to clarify what trust is and how it differs from other beliefs and preferences.
Third, we document the empirical relationship between trust, income per capita, and
growth. We review the recent advances to identify a causal impact of trust on economic
outcomes. Recent empirical work confirms what Arrow posited: trust does indeed appear
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to constitute a decisive determinant of growth. This observation is buttressed at present
by a range of contributions that not only have shed light on the correlations between
these two variables, but have also elaborated strategies for detecting the ways in which
trust may aftect growth. Fourth, we review the burgeoning literature that focuses on the
channels of influence of trust: from financial, product, and labor markets to innovation
and the organization of firms. Finally, we document more recent research looking at how
institutions and trust co-evolve, and how public policy could boost pro-social behaviors.

Several surveys to date have analyzed the role of social capital and trust in economics
(see Guiso et al. 2008b, 2011; Tabellini, 2008a; Fehr, 2009; Bowles and Polania-Reyes,
2012, among others). The present addition to the literature is specific in three ways.
First, we focus on the relations between trust, growth, and institutions and we utilize the
most recent assemblages of data on values, which allow us to cover more than 90% of
the world population. Second, we take full account of the progress made during the last
decade in identifying the impact of trust, or inherited trust, by deploying as instruments,
events of an essentially historical kind. Recent research allows us to pinpoint more closely
the mechanisms by which transmission of trust affects the economy, and to distinguish its
various channels. Lastly, we present a synthesis of research on how political and economic
institutions interact with trust. We also review the various factors and policies that have
been found to affect trust, such as the transparency of institutions, the extent of inequality
or education, and early childhood intervention.

The remainder of the chapter is organized as follows. The first part outlines the
theoretical mechanisms that explain the influence of trust on economic performance.
The second part discusses the various measures of trust and documents the international
and interregional heterogeneity of trust, using surveys that furnish rich sets of data going
back to the start of the 1980s. The third part is a presentation of the dynamics of trust,
stressing that in general it evolves slowly from one generation to the next. This inertia,
which may nevertheless be perturbed by major historical events such as wars, is observable
both at the individual level and at the macro-social level. Part four presents the methods
employed to identify the causal impact of trust and provides an empirical illustration of the
relation between trust and economic development. Part five describes the mechanisms by
which trust has an impact on growth. Part six analyzes the interaction of trust with formal
institutions and policies and discusses how trust can be built. And, part seven concludes
this chapter by discussing the new perspectives provided by recent research showing that
well-being depends not only on income but also, and foremost, on the quality of social
relationships.

2.2. THEORETICAL FOUNDATIONS

We begin by providing a conceptual framework that rationalizes the relationship
between trust and economic performance. We then document the theoretical channels
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through which trust interacts with the institutional environment and can emerge as a
stable equilibrium.

For trust to have an economic impact and to improve efficiency, one has first to
consider the reasons why the economy would depart from the first-best allocation in
absence of trust. In his analysis of the limits of organization, Arrow (1972) considers trust
as co-substantial to economic exchange in the presence of transaction costs that impede
information and contracts. Fundamentally, the economic efficiency of trust lows from
the fact that it favors cooperative behavior and thus facilitates mutually advantageous
exchanges in presence of incomplete contracts and imperfect information. In Arrow’s
terms, trust would act as a lubricant to economic exchange in a second-best allocation.

This remark raises various questions. How can we rationalize the impact of trust on
economic exchange? How can trust emerge and be sustained in economic exchanges?
Why should we expect trust rather than institutions to overcome these market
imperfections?

To address those issues, we start from a simple example inspired from the trust game
of Berg et al. (1995), where each participant is an investor. We show that cooperation
cannot emerge in absence of reputation, which is at odds with the insights of behavioral
economics, which documents that individuals do often cooperate with anonymous others
in a one-shot exchange. It is thus necessary to include trust as an additional characteristic
to rationalize cooperation. We then discuss how trust evolves and is transmitted to become
a stable equilibrium. We also document the interaction between trust and institutions to
explain economic exchanges.

2.2.1 Cooperation and Reputation

Let us consider two individuals, both of whom are free to invest—or not—an irrecoverable
sum [ > 0 that will enable them to produce jointly. Only by mutual agreement do they
invest. Once they do, the incompleteness of contracts, arising out of the complexity of the
association which makes it impossible for a third party to verify that everything promised
is performed, gives each player the chance to profit from the association at the expense
of the other. Hence, each player has the option of investing or not at the outset, and of
cooperating or defecting subsequently. Production is positive only if the two individuals
invest. If the two players cooperate, their investment yields production amounting to
2(Y + I) > 0, divided into equal shares such that each obtains a gain, net of the cost of
the investment, amounting to Y > 0. If neither cooperates, production is zero and the
sum each invested is entirely forfeited. Finally, if one cooperates while the other defects,
the one who defects preempts the production to his advantage and obtains a net gain of
2Y + 1, while the one who cooperated forfeits his initial investment entirely. The gains are
represented in Table 2.1. The Nash equilibrium of this game is an absence of cooperation
entailing that the players have no interest in participating, since the anticipated gains are
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Table 2.1 Payoff matrix

P1/P2 Cooperation Defection
Cooperation (Y,Y) (=1,2Y 4+ 1)
Defection Y +1,—-I) (—1I,-1)

Notes: This table shows the payoff matrix of the prisoner’s dilemma
game. Player 1 chooses row strategies, Player 2 plays columns.

systematically negative. This model illustrates the fact that the absence of cooperation
may prevent mutually advantageous exchanges from coming about.

The possibilities of cooperation arising between individuals interacting in this type
of game have been explored through random matching games based on purely rational
individuals encountering one another at random (Kandori, 1992; Ellison, 1994). The
horizon of these random matching games is infinite: in each interval each player takes part
in a prisoner’s dilemma game with a fresh partner drawn at random from the population.
Anonymity is retained to the horizon of the game. It is demonstrable that cooperative
solutions can emerge as subgame perfect equilibria if the population and the players’
preferences for the present are sufficiently small. Equilibrium strategies consist of no
longer cooperating, or of cooperating less often, in all future encounters, once a player
has participated in a game in which cooperation was chosen by neither partner. It is
the threat of a future surge of non-cooperative behavior that may act as an incentive
to cooperation at each interval. These results tell us that the spontaneous emergence of
cooperative behavior in populations of large size is improbable if each individual is a pure
homo economicus and they all interact anonymously.

In this setting, cooperation can only emerge as a reputation device and in the presence
of punishment. Greif (1993, 1994), in his analysis of the Maghribi and Geneose traders,
has shown that the transmission of information, and the coordinated implementation
of strategies intended to punish those caught defecting, might facilitate cooperation.
Cooperation may exist in the absence of any formal institution defining legal rules if the
size of the population and the preference for the present are sufficiently small. If these
conditions are unmet, however, formal institutions explicitly laying down legal rules and
sanctions are needed in order to sustain cooperation.

The value of such analyses is that they illuminate the role of coordination and of formal
institutions. But they cannot account for the cooperative behavior often experimentally
observed to arise in anonymous, non-repetitive games. In particular, Henrich et al. (2001)
showed that individuals from various societies display cooperation in games absent of any
reputational considerations (see the synthesis of Fehr, 2009; Bowles and Gintis, 2007).

2.2.2 Cooperation and Other-Regarding Preferences

To rationalize the existence of cooperation in absence of reputation, the economic lit-
erature has incorporated the insights from research in psychology, social science, and
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behavioral economics, showing the existence of an intrinsic motivation linked to coop-
eration (see the synthesis by Bowles and Polania-Reyes, 2012; Kahneman and Tversky,
2000). Individuals are motivated by more than material payofts and value the act of coop-
erating per se. They have “warm glow preferences” or concerns for reciprocity that favor
cooperation.

To modelize this behavior, Francois and Zabojnik (2005), Tabellini (2008b), Algan
and Cahuc (2009), Bidner and Francois (2011), Michau (2012), and others, suppose
that from non-cooperation there may flow psychological costs. A variant consists of
supposing a preference for reciprocity: individuals are altruistic with others who display
cooperative behavior, but may sanction those who do not respect cooperative norms
(Fehr and Schimdt, 1999; Fehr and Gatcher, 2000; Gintis et al. 2005; Hoft et al. 2011).
In all these settings, individuals are assumed to have other-regarding preferences and not
just self-regarding preferences, which allow cooperation to emerge in large, anonymous
groups.

On the assumption that psychological costs from non cooperation exist, we can
modify the payoffs of the trust game described above by adding a cost for non cooperation.
In this setting, cooperation becomes a Nash equilibrium, in the previous game described
by the payoff matrix above, if the costs from non cooperating, denoted C, are superior
to the net individual gain from non cooperation Y + I. The term C may be influenced
by social and cultural norms, by education, or by the social distance between individuals.
For example, Tabellini (2008b) assumes that the psychological costs from non coopera-
tion decrease with social distance: all those sufficiently close cooperate among themselves,
but they adopt non-cooperative strategies with those more distant. This assumption is
consistent with evidence that individuals tend to distrust more those who are dissimilar
to themselves (see Alesina and La Ferrara, 2002).

In this setting, to trust another individual at any one iteration is to embrace the belief
that the others taking part in the game are choosing cooperation; that they are, in other
words, trustworthy. It is possible to analyze the role of trust in a random matching game
where a portion of the population is trustworthy. The trustworthy persons cooperate
systematically. Each person knows whether he himself is trustworthy or untrustworthy,
but this private information is not available to the others. When two persons meet up,
they may decide to go ahead and invest, or pass on the opportunity, in which case they
get a payoff equal to zero. If they do go ahead, the trustworthy partners systematically
cooperate since not to do so is too costly for them. Conversely, the untrustworthy and
purely opportunistic persons always choose to defect.

This modified game can rationalize the existence of cooperation, that is trust, as a
Nash-equilibrium. To demonstrate, let us denote by s the portion of trustworthy persons
in the population. The expected gain of a trustworthy person who invests amounts to
sY — (1 — )1, which implies that such persons invest if the trustworthy portion of the
population is superior to s > I /(Y 4 I). If this condition is unmet, no one has a reason to
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invest, as all persons who do want to go ahead and invest are necessarily untrustworthy.
There are in consequence two possible equilibria depending on the values of s. Either
no one invests, if s < I /(Y 4 I), or in the other eventuality, everyone does. Investment,
production, and exchange thus increase with the portion of trustworthy persons in the
population, and consequently with trust in others.

Assuming that trust emerges because certain persons are spontaneously cooperative
has the advantage of explaining with simplicity why it is that cooperation may arise out
of anonymous, non-repetitive interactions. This explanation provides a simple framework
to analyze the determinants of trust and its role in the functioning of the economy.

2.2.3 Dynamics of Cooperation

How does cooperation evolve over time? How can cooperative values persist in certain
environments and disappear in others? To address this issue, recent works endogenize the
transmission of values, along with the seminal work of Bisin and Verdier (2001) stressing
the role of family transmission. Parents may inculcate moral values into their children,
but these child-rearing choices pose coordination problems, for being honest only pays
if others are being honest too. The more other parents are inculcating moral values into
their children that will render them trustworthy as adults, the better an option it becomes
to raise your children that way too. Building on Hauk and Saez-Marti (2002), Francois
and Zabojnik (2005), Tabellini (2008b), Aghion et al. (2010), and Bidner and Francois
(2011), we show how such a mechanism might work by introducing education into our
model.

Let us assume that the parents get psychological gains,denoted by G > 0,an expression
of utility, for inculcating honesty-based values into their children and thus ensuring that,
as adults, they will systematically be cooperative. In this context, trustworthy adults bear,
as before, a psychological cost C > Y + I, when they behave dishonestly. Parents get the
psychological gain only if their children do behave cooperatively, i.e. do invest. When
children do not invest, or in other words, do not display their cooperative behavior, parents
do not derive any gain from the values that have been inculcated.

Parents opt for values that maximize the expected utility of their oftspring plus their
utility gains obtained from inculcating honesty-based values, in the knowledge that each
of those children will in turn be randomly encountering others and having to decide
whether to go ahead and invest with them or not. The parents’ payoff to inculcate honesty-
based value equals G4sY —(1—s)1,ifs > I /(Y +1I) and zero otherwise, since their children
invest when adults only if s > I /(Y + I). Parents who do not inculcate such values get
sRY+I)— (1 —s)lifs > I/(Y + 1) and zero otherwise. The expected gains of education
depend on the proportion of trustworthy persons in the generation of the children. It
is optimal to bring your children up honestly if the offsetting gains are expected to be
equal to or greater,i.e. it G > (Y +1I) and s > I/(Y +1I). If this condition is not fulfilled,
parents have no incentives to inculcate honesty-based values into children. There will
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thus be no investment: an economy populated with persons rendered untrustworthy by
their upbringing will arrive at a “bad” and feebly productive equilibrium. On the other
hand, if one is convinced that the upbringing the other children are receiving from their
parents is honesty-based, there may be utility in bringing one’s own up the same way.
In this case, the economy arrives at a “good” equilibrium, with trustworthy persons and
augmented investment and production.

The array of equilibria arrived at in the models of Francois and Zabojnik (2005),
Tabellini (2008b), Aghion et al. (2010), and Bidner and Francois (2011) highlights the
fragility of the mutual confidence that flows from settling at a good equilibrium. This
approach also brings into focus the interaction between moral values and institutions.
For example, Aghion et al. (2010) assume that a government elected by majority vote
may lay down regulations meant to facilitate mutually advantageous exchange, for the
purpose of countering the low levels of spontaneous cooperation that are a concomitant
of populations with a relatively small proportion of trustworthy persons in their midst. But
these regulations give rise to significant corruption precisely because the proportion of
trustworthy persons is small, which keeps distrust alive. Distrust and corruption nourish
each other and lead to bad equilibria characterized by weak production and highly
burdensome regulation.

Let us enrich this perspective by introducing a dynamic dimension. Let us assume that
the gains from inculcating honesty-based values increase as the proportion of trustworthy
parents rises. This might be because children are influenced not only by the upbring-
ing they received from their parents, but also by that received from others encountered
outside the family circle. Cavalli-Sforza and Feldman (1981) distinguish three modes
in which values may be imparted: vertical, oblique, and horizontal. The vertical mode
corresponds to transmission from parents to children. The transmission is oblique when
the influence comes from adults other than the parents. Horizontal transmission is what
those of the same generation have in common. Guiso et al. (2008b) set forth a model
that represents several simultaneous modes of transmission, assuming that parents impart
beliefs to their children as to the trustworthiness of others, and that children revise this
belief set as a function of those whom they encounter. The economy may then be
stuck in a bad equilibrium without production, if the beliefs imparted by the parents
are too pessimistic, for mutual distrust may impede all exchange (in the game above:
everyone passes on the opportunity to invest), and thus stifle all possibility of testing
and revising inherited beliefs. Such dynamic sequences have the merit of accounting for
the intergenerational transmission of trust empirically observed (Dohmen et al. 2012).
They may also explain not only the persistent effect of trust-destroying shocks like the
onset of the slave trade in west Africa (Nunn and Wantchekon, 2011), bad colonial
institutions (Acemoglu et al. 2001), and legal origins (La Porta et al. 2008), but also
the persistent effects of positive shocks like the presence of participatory institutions
in the free communes of the Italian Middle Ages (Putnam et al. 1993; Guiso et al.
2008a).
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2.3. EMPIRICAL MEASURES OF TRUST

To measure the impact of cooperative values on economic development and insti-
tutions, one has to define the empirical counterpart of the trusting behavior at play in
the previous theoretical games.

2.3.1 Definition of Trust

Research on the relationship between trust and growth focuses essentially on generalized
trust, in other words, on relations among individuals who are not bound by the kind of
personal ties that bind members of the same family, or fellow workers. In this context,
the generally used definition of trust is taken from Coleman (1990), according to whom
“an individual trusts if he or she voluntary places resources at the disposal of another
party without any legal commitment from the latter, but with the expectation that the
act of trust will pay off.” One of the advantages of this approach is to define trust as
a behavior that can be directly measured with experimental games, as shown by Fehr
(2009). Defined this way, trust is also linked to the notion of social capital utilized by
Fukuyama (1995), Putnam (2000), and Guiso et al. (2011), for whom social capital is the
ensemble of “those persistent and shared beliefs and values that help a group overcome
the free rider problem in the pursuit of socially valuable activities.”

2.3.2 Measures of Trust

Trust can be measured by using surveys and laboratory experiments. Empirical research
investigating the link between growth and trust usually draws on answers from survey
questions. The reason for this is the availability of surveys, which cover a large number of
countries since the beginning of the 1980s. Nevertheless, these surveys evoke difficulties
in interpretation. Besides the polysemy of questions and responses, it is not sure that
the individuals who declare to have strong trust in others actually behave in a more
cooperative way. For that reason, researchers have undertaken laboratory experiments as
well as field experiment paired with surveys, in order to better capture their scope.

2.3.2.1 Surveys

In surveys, the measure of trust is most often measured with the “generalized trust ques-
tion” first introduced by Almond and Verba (1963) in their study of civil society in
post-war Europe. This question runs as follows: “Generally speaking, would you say that
most people can be trusted, or that you can’t be too careful when dealing with oth-
ers?” Possible answers are “Most people can be trusted” or “Need to be very careful.”
The same question is used in the European Social Survey, the General Social Survey, the
World Values Survey, Latinobarémetro, and the Australian Community Survey. Surveys
generally include other questions related to trust. For instance, the WVS asks the “fair
question”: “Do you think most people would try to take advantage of you if they got
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the chance, or would they try to be fair?” The GSS includes the trust question, the fair
question, and adds the “help question”: Would you say that most of the time people try
to be helpful, or that they are mostly just looking out for themselves? These different
questions are sometimes used to build indexes that intend to provide alternative measures
of trust or get an average indicator of moral values or civic capital (Tabellini, 2010; Guiso
et al. 2011).

The resulting survey data supply us with subjective information that certainly demands
cautious interpretation. These questions raise concerns about interpretation. In particular,
individuals who respond that you need to be very careful to the trust question could be
motivated by a strong aversion against risk (see for these topics, Fehr, 2009; Bohnet and
Zeckhauser, 2004). However, most important for investigating empirically the relation
between growth and trust is to know whether the responses to the trust question are
linked to actual cooperative behavior.

2.3.2.2 Experimental Games in the Lab

Contributions have analyzed the relationship between responses to the trust questions or
to connected questions and the behavior in experimental games. In general, these works
use variants of the “investment game,” known also as the “trust game,” of Berg et al.
(1995) presented above. In laboratory experiments, this game is played as follows. In
stage 1, the subjects in rooms A and B are each given 10 dollars as a show-up fee. While
subjects in room B pocket their show-up fee, subjects in room A must decide how much
of their 10 dollars to send to an anonymous counterpart in room B. The amount sent,
denoted by M, is tripled resulting in a total return 3M. In stage 2, a counterpart in room
B is given the tripled money and must decide how much to return. One measures “trust
in others”, as defined by Coleman (1990), by the amount sent initially by the sender.
Trustworthiness is measured by the amount sent back by the player in room B.

The first contributions that analyzed the relationship between survey-answer from the
generalized trust question and the amount sent in the trust game found mixed results.
Glaeser et al. (2000) measured the relation between questions related to trust in surveys
and the behavior of participants in trust games. This study was carried out at Harvard
University, where 274 students were asked the trust question before they played the trust
game either in the role of sender or receiver. The authors find that although questions
about trusting attitudes do not predict trusting behavior, such questions do appear to
predict trustworthiness. Holm and Danielson (2005) find a positive correlation between
behavior in games and answers to the trust question in Sweden, but not in Tanzania.
Lazzarini et al. (2005) find a correlation in face-to-face, non-anonymous trust games in
Brazil. Other experiments have been run on representative surveys, with also contrasting
results. While Fehr et al. (2002) find that the trust question does predict trusting behavior
but not trustworthiness, Ermisch et al. (2009) find exactly the opposite on a representative
sample of the British population.

These results are difficult to compare, as the designs of the games are not perfectly
identical between the different experiments. While in the game organized by Glaeser et al.
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the second movers do not receive any initial payment, in the game of Berg et al. all
participants get a show-up fee. This could explain, why a great fraction (70%) of first
movers send all their initial endowment to the second movers, in the experiment of
Glaeser et al. To measure the level of trust, it is therefore necessary to distinguish this
component from other attitudes, such as risk aversion, altruism, and reciprocal behavior.
In addition, does trusting behavior measured during those different experiments really
capture deep-seated preferences? Or do they just relate to beliefs about the level of civility
of others, which can be quickly revised?

This kind of behavior observed in experiments might be as much motivated by altru-
ism as by trust, in the sense of the definition by Coleman. With regard to the positive
correlation between the responses to the trust questions and the amounts sent back by the
second mover, this correlation could be the consequence of a concern about reciprocity,
characterizing the individuals who declare themselves to trust strongly. Thus, the absence
of a correlation between the responses to the trust question and the amounts sent by
the first movers in the study of Glaeser et al. does not necessarily imply that the trust
questions are not correlated with trust in the sense of Coleman, because the amounts
sent by the senders are probably strongly influenced by motivations of altruism.

Cox (2004) has proposed an experimental design with the goal of identifying the
relative contributions of trust and altruism to the amounts sent in the first stage of the
trust game. To achieve this, he compares the results of a trust game, as described above, with
those of a dictator game, in which the only difference to the trust game is the absence of a
decision by the second movers: thus, they do not have an opportunity to return any money
that they receive. The dictator game serves to measure altruism, whereas trust is measured
by the difference between the amount sent during the first stage of the trust game and
the amount sent in the dictator game. The experiments conducted by Cox show that the
trust motive in fact exists, in addition to altruism. The experimental design created by
Cox also allows us to identify motives of reciprocity, by comparing the amounts returned
in the second stage of the trust game with those sent in a game which differs from the
trust game. Here too, the experiments realized by Cox shows the existence of reciprocity.

Cox’s design allows us to distinguish between motives of altruism, trust,and reciprocity.
Capra et al. (2008) used this design to analyze the relationship between those motives
as defined above and attitudes gained from answers to survey questions, by conducting
experiments with students from Emory University. They find the same results as Glaeser
et al. concerning the trust question, that is, that the responses are not correlated with the
amounts sent by the first movers, but with the amounts sent back by the second movers,
who sent back more depending on how trusting in others they declared themselves to
be in the survey.

However, this correlation disappears as soon as the level of altruism is controlled for.
Besides, the amounts sent by the first movers are well correlated with the responses to
the “help question” or the “fair question” when altruism is controlled for. Responses
to the trust question are not correlated significantly with the amounts sent by the first
movers, but the sign of the coefficient indicates an increasing relation between declared
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trust and the amounts sent. It is possible that the absence of a significant relation results
from the low number of observations (62), which is especially problematic for the trust
question, whose wording is particularly vague. In short, this contribution suggests an
experimental design which distinguishes the motives of trust, altruism, and reciprocity,
allowing to identity coherent relations between attitudes declared in answers to survey
questions and actual behavior in trust games.

Other studies have also made use of neurobiological methods to measure, with greater
precision, the role of trust in comparison with other individual characteristics in the
behavior of participants of the trust game. It is known that oxytocin, a hormone released
especially during breast-feeding and delivery, is associated with sentiments of affinity and
socialization. In particular, research in neurobiology has shown that this hormone plays a
central role in behavior related to social connectivity,such as parental and couple relations.
Additionally, this hormone significantly reduces stress and anxiety in situations of social
interaction. It is known for deactivating the transmission of feelings of anxiety related
to the belief of being betrayed. Kosfeld et al. (2005) had the ingenious idea to evaluate
the effect of oxytocin on pro-social behavior of individuals participating in trust games.
The authors also proposed additional experimental designs to distinguish the pro-social
preferences from risk-taking behavior and from beliefs like the level of optimism of the
participants. The participants in this study were randomly allocated into two groups. The
first group inhaled oxytocin through a spray, the second inhaled a placebo and served
as the control group. The results of this experiment are illuminating. Those individuals
who received oxytocin tended to display stronger trust behavior. What is even more
remarkable, is that those individuals continued to behave trustingly in the exchange
with the others, even if the latter didn’t reciprocate. By contrast, other attitudes, such
as prudence and risk-aversion, or even other beliefs such as optimism in the actions of
the others, are not affected. Kosfeld et al. (2005) conclude that the trust game measures
veritable preferences for cooperation, and not risk-aversion or anticipation of the others’
actions (see Fehr, 2009, for a survey on experimental measures of trust).

2.3.2.3 Experimental Games in the Field
Obviously, the presence of a relationship between survey answers and behavior in trust
games does not imply that answers to survey questions allow us to predict daily behav-
ioral patterns, insofar as the latter can be different from those observed in laboratory
experiments. We still know very little, however, about whether, and to what extent, the
experimental results established in the laboratory carry over to field situations. At this
stage, it thus seems key to investigate the relationship between the experimental measures
usually elicited in the laboratory and the field outcomes of interest, if we are to rely on
the experimental method to make inferences about the real world.

In his pioneering work, Karlan (2005) uses the trust game to obtain individual mea-
sures of taste for reciprocity, and shows that it can be used to predict loan repayment
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among participants, up to one year later, in a Peruvian microcredit program. Oliveira
et al. (2009) elicited subjects’ taste for cooperation in the laboratory using a traditional
public goods game. They show that the results are correlated with subjects’ contributions
to local charities in a donation experiment and with whether they self-report contribut-
ing time and/or money to local charitable causes. Similarly, Laury and Taylor (2008)
use public goods games to elicit their subjects’ taste for cooperation and show that it is
associated with the probability to contribute to a field public good in a donation experi-
ment. One prominent limitation of these two studies is that they both obtain information
about “field” behavior in the laboratory itself, either through contextualized experiments
or self-reports. In this case, one might worry about possible spurious correlations caused
by demand eftects and/or individuals’ willingness to remain self-consistent. Still relying
on highly contextualized donation experiments, Benz and Meier (2008) address part of
this concern by collecting field data about their subjects’ behavior in a charitable giving
situation prior to conducting a charitable giving experiment in the classroom, and obtain
a significant correlation between both measures.

A promising avenue of research is to extend experimental games to online economics
or wikinomics. In particular, the emergence of large organizations based on coopera-
tion and non-monetary incentives, such as Wikipedia and open software, provide a per-
fect field experiment to test the relationship between experimental measures and field
behavior.

In a recent contribution, Algan et al. (2012a) explore this question in one of the most
successful contemporary instances of massive voluntary contributions to a public good:
the online encyclopedia Wikipedia. Using an Internet-based experimental economics
platform, the author elicited preferences for cooperation, altruism, and reciprocity among
a sample of 850 Wikipedians directly in the field (i.e. online, in interaction with other
Internet users who are not Wikipedia contributors) and related those measures to their
real-world contribution records. They find that contributions to Wikipedia—as measured
by subjects’ number of edits to the encyclopedia—are related to their propensity to
cooperate in a traditional public good game and to the level of reciprocity that they exhibit
both in a conditional public good game and in a trust game. Moving from the position of a
non-contributor with a registered Wikipedia account to that of an experienced Wikipedia
contributor is associated with a 10—13% rise in public good contribution levels and with
a 7-10% rise in reciprocity levels.

2.3.3 Correlation Between Generalized Trust and Limited Trust

We stressed that most of the research about the economic consequences of trust deals
with generalized trust. But what is the relationship between the various forms of trust?
Since the seminal work of Banfield (1958) and Coleman (1990), social scientists make a
distinction between limited versus generalized morality. Societies with limited morality
only promote codes of good conduct within small circles of related persons (kin), whereas
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selfish behavior is regarded as morally acceptable outside the small network. This behavior
was famously described as “amoral familism” by Banfield (1958) in his ethnographic
description of a rural village. Societies with generalized morality promote good conduct
outside the small family/kin network, offering the possibility to identify oneself with a
society of abstract individuals or abstract institutions. Coleman (1990) proposes a similar
distinction between strong ties, defined as the quality of the relationship among family
members, and weak ties, defined as the strength of social relationships outside the family
circle.

Ermisch and Gambetta (2010), using trust games with a representative sample of the
British population, find that people with strong family ties have a lower level of trust in
strangers than people with weak family ties, and argue that this association is causal. They
show that the explanation for this opposition comes from the level of outward exposure:
factors that limit exposure, limit subjects’ experience, as well as motivation to deal with
strangers.

Greif and Tabellini (2010) provide an historical analysis of this opposition by com-
paring the bifurcation of societal organization between pre-modern China and medieval
Europe. Pre-modern China sustained cooperation within the clan, e.g. a kinship-based
hierarchical organization in which strong moral ties and reputation among clan members
played the key role. By contrast, in medieval Europe, the main example of a cooperative
organization is the city, whereby cooperation is across kinship lines with weak ties, and
external enforcement played a bigger role.

2.3.4 Heterogeneity of Trust Across Space

As early as the 18th century,Adam Smith (1997 [1766]) was already alluding to substantial
differences across nations in what he called the “probity” and “punctuality” of their
populations. For example, the Dutch “are the most faithful to their word.” Similarly
John Stuart Mill observed: “There are countries in Europe ... where the most serious
impediment to conducting business concerns on a large scale, is the rarity of persons
who are supposed fit to be trusted with the receipt and expenditure of large sums of
money” (Mill, 1848, p. 132).

Recent advances in international social survey technique have yielded further evi-
dence of the enormous differences in trust level that may exist across countries. In social
survey data there is to be observed a sizable variation in the extent to which people trust
others across countries as well as within countries.

Figure 2.1a and 2.1b show average levels of generalized trust for 111 countries, gen-
erated from responses to the World Values Survey, the European Values Survey, and the
Afrobarometer.! These surveys ask the trust question, and the trust variable takes on the

! The data set is constructed by combining the five waves of the WVS (1981-2008) with the four waves
of the EVS (1981-2008), and adding the third wave of the Afrobarometer (2005).
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Figure 2.1a World distribution of trust. Sources: Trust is computed as the country average from
responses to the trust question in the five waves of the World Values Survey (1981-2008), the four waves
of the European Values Survey (1981-2008), and the third wave of the Afrobarometer (2005). The trust
question asks “Generally speaking, would you say that most people can be trusted or that you need to
be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be
trusted” and 0 otherwise.

value 1 if the respondent answers that “Most people can be trusted” and O if he or she
thinks that one “Needs to be very careful.” Trust levels vary very considerably from one
country to another. In Norway, the country with the highest level of trust in the sample,
more than 68% of the population trusts others. At the opposite end of the ranking lies
Trinidad and Tobago, where only 3.8% of the population exhibits interpersonal trust. The
United States ranks in the top quarter, with an average trust level of more than 40%.
In general, northern European countries lead the ranking with high average levels of
interpersonal trust, while populations in African and South American countries seem not
to trust others very much.

The extent to which people trust other, however, varies not only across countries, but
also across regions belonging to the same country. Figure 2.2 shows average trust levels
for 69 European regions used in Tabellini (2010); the source is the World Values Survey
(1990-1997). As we see from the figure, trust levels vary remarkably between regions
lying not very far apart. While in the Dutch region of Oost Nederland more than 64.1%
trust is shown, in the French Bassin Parisien region this figure is only 14.2%. There is
wide divergence between regions within European countries. In Italy, the trust level is
almost twice as high in Trento (49%) as it is in Sicilia (26%). In France, trust is 13% points
higher in the Sud Ouest region compared to the Nord region. Finally, a divergence in
trust levels is also observable in federations. Figure 2.3 displays mean trust levels for 49
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Figure 2.1b Average trust levels in 111 countries. Sources: Trust is computed as the country average
from responses to the trust question in the five waves of the World Values Survey (1981-2008), the four
waves of the European Values Survey (1981-2008) and the third wave of the Afrobarometer (2005). The
question asks “Generally speaking, would you say that most people can be trusted or that you need to be
very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be

trusted” and 0 otherwise.
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Figure 2.2 Average trust levels in 69 European regions. Source: The proportion of people that trust is
taken from Tabellini (2010). The trust measure is computed as the regional average from responses to the
question “Generally speaking, would you say that most people can be trusted or that you need to be very
careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be trusted”

and 0 otherwise.
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North Dakota 620
New Hampshire 573
Montana 572
Wyoming 554
Minnesota 550
Kansas 53.1
Maine 528

District of Columbia 279
Alaska 277
Delaware 25.1
Arkansas 242
West Virginia 240
New Mexico 28
Algbama 213
Mississippi 179
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Figure 2.3 Average trust levels in 49 US states. Sources: The proportion of people that trust is taken from
the General Social Survey (1973-2006). The trust measure is computed as the state average from responses
to the question “Generally speaking, would you say that most people can be trusted or that you need to
be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be
trusted” and 0 otherwise.

US states, computed by averaging individual responses from the General Social Survey
(GSS, 1973-2006) of the United States. We note wide differences in the degree of trust
the citizens of these States have in others. While in North Dakota more than 60% of the
respondents trust others, in California less than 40%, and in Mississippi not even 20%, of
the respondents think that they can trust people in general.
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2.3.5 An Heterogeneity Linked to National Specificities

What are the reasons for the divergence in trust levels across countries? Besides indi-
vidual characteristics (e.g. age, social status, gender, education, income, and religion),
time-invariant country characteristics can account for a large share of the disparity of
trust levels around the world.

Table 2.2 reports a micro-regression of individual trust on age, age squared, gender,
education,income level,and various types of religious affiliation. Some of these individual
characteristics are highly correlated with individual trust. Maleness correlates positively
with trust, and age displays a hump-shaped relationship with trust. More educated indi-
viduals have significantly higher trust, a relationship documented at length by Helliwell
and Putnam (2007). A one standard deviation increase in education (roughly 2.2 years)
increases trust by 11% of its sample mean. Trust also correlates positively with income:
a one standard deviation increase in income (roughly 0.79) increases trust by 6% of its
sample mean. In a seminal paper on the determinants of trust, Alesina and La Ferrara
(2002) document the role of additional characteristics negatively correlated with trust,
such as a recent history of traumatic experiences or belonging to a group that historically
felt discriminated against, such as women or ethnic minorities.

But the feature that especially stands out in Table 2.2 is the very weak predictive power
of individual characteristics for explaining cross-country heterogeneity in trust compared
to country fixed eftects. Including country fixed effects in this regression increases the
coefticient of determination, R sq. by about 10% from 0.027 to 0.12. Furthermore, the
correlation between average country trust levels and the predicted mean trust is of a
magnitude 0.52 without fixed effects, and rises to an almost perfect correlation of 0.99
when country fixed effects are included in the micro-regression.

Figure 2.4 displays country fixed effects in relation to Norway, the country with the
highest mean trust in the sample, taken from the above-described micro-regression. The
figure thus documents the % point reduction in trust flowing from the fact of living in
a country other than Norway, with all individual characteristics (age, gender, education,
income, and religion) held constant. In comparison to Norway, trust would be reduced
by more than 60 pp (percentage points) in Uganda, Peru, Kosovo, or Algeria; by more
than 50 pp in Greece or France; and by around 40 pp in Italy, Germany, or the United
States. The country fixed eftects thus differ by an order of magnitude from the effects
of individual characteristics. This result suggests that it is necessary to look at national
characteristics (institutions, history, geography, public policy...) in order to understand
how trust is built.

2.4. THE DYNAMICS OF TRUST

International surveys underline how important the heterogeneity of average levels
of trust across countries is, for identical characteristics of the inhabitants, such as age,
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Table 2.2 Determinants of trust: micro estimates

Trust
(1) (2)
Age 0.003%** 0.001***
(.000) (.000)
Age sq. —0.000** —0.000
(.000) (.000)
Gender 0.009** 0.004
(.003) (.003)
Education 0.019%** 0.015%**
(.004) (.003)
Protestant 0.165%** 0.013
(.051) (.009)
Catholic —0.011 —0.004
(:200) (.006)
Hindu 0.107** 0.023
(.053) (.023)
Buddhist 0.057 0.010
(.042) (013)
Muslim 0.034 0.021*
(.047) (011)
Jew —0.030 0.045
(.018) (0.032)
Income level 0.020%** 0.023%**
(.004) (.003)
Country FE No Yes
Observations 136105 136105
R? 0.027 0.123

Notes: The dependent variable is Trust. It is calculated from answers to the question “Generally speaking, would you
say that most people can be trusted, or that you need to be very careful in dealing with people?”. Trust is equal to 1 if the
respondent answers “Most people can be trusted” and 0 otherwise.

Control variables include age in years, Gender (1 = Male), Education (from 1 = No elementary school to
7 = Graduate studies), Income (1 = Below national average, 2 = Average, 3 = Above national average), and dummy
variables indicating the religious denomination of the respondent.

Column (2) includes country fixed effects. OLS regressions with robust standard errors clustered at the country
level in parentheses.

Sample (79 countries): Albania, Algeria, Argentina, Armenia, Austria, Azerbaijan, Bangladesh, Belarus,
Belgium, Bosnia and Herzegovina, Bulgaria, Canada, Chile, China, Croatia, Cyprus, Czech Republic, Denmark,
Egypt, Estonia, Finland, France, Georgia, Germany, Great Britain, Greece, Hungary, Iceland, India, Indonesia, Iran,
Iraq, Ireland, Israel, Italy, Japan, Jordan, Kosovo, Kyrgyzstan, Latvia, Lithuania, Luxembourg, Macedonia, Malta,
Mexico, Moldova, Montenegro, Morocco, Netherlands, Nigeria, Northern Cyprus, Northern Ireland, Norway,
Pakistan, Peru, Philippines, Poland, Portugal, Puerto Rico, Romania, Russian Federation, Saudi Arabia, Serbia,
Singapore, Slovakia, Slovenia, South Africa, South Korea, Spain, Sweden, Switzerland, Tanzania, Turkey, Uganda,
Ukraine, United States, Venezuela,Vietnam, Zimbabwe.

Sources:World Values Survey (1981-2008) and European Values Survey (1981-2008).
*Coefficient is statistically different from 0 at the .10 levels.

**Coefficient is statistically different from 0 at the .05 levels.

**¥ Coefficient is statistically different from 0 at the .01 levels.
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Figure 2.4 Country fixed effects relative to Norway (%). Interpretation: Holding individual characteris-
tics constant, living in Uganda rather than in Norway reduces trust by 64%. Additional controls: Age, age
(squared), gender, education, income, and religion. Sources: Trust is computed as the country average
from responses to the trust question in the five waves of the World Values Survey (1981-2008), the four
waves of the European Values Survey (1981-2008), and the third wave of the Afrobarometer (2005). The
question asks “Generally speaking, would you say that most people can be trusted or that you need to be
very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be
trusted” and 0 otherwise.

income, education, and religion. These surveys also show that average trust changes little
over the course of time: the countries with the weakest levels of trust at present also had
weak trust at the beginning of the 1980s. This observation, though, tells us little. For one
thing, it is confined to the relatively short period for which survey data are available. For
another, it says nothing about the causal factors that may explain the persistence or the
evolution of trust. A cluster of recent studies make it their goal to seck these out.
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2.4.1 Climate

Four centuries before our era, Aristotle underlined the influence of climate on attitudes:
“The nations that live in cold regions and those of Europe are full of spirit, but somewhat
lacking in skill and intellect; for this reason, while remaining relatively free, they lack
political cohesion and the ability to rule over their neighbors. On the other hand the
Asiatic nations have in their souls both intellect and skill, but are lacking in spirit; so they
remain enslaved and subject. The Hellenic race, occupying a mid-position geographically,
has a measure of both, being both spirited and intelligent” (Politics 7.7,1327b18-1328a21,
trans. Sinclair and Saunders).

‘When Aristotle wrote the above, sampling was unknown, and there was no way to
establish a statistical relationship between climate and attitudes; today it is at least feasible
to contemplate doing so. Durante (2010) posits that the inhabitants of Europe’s regions
are today more trusting to the extent that they were subjected to significant climatic
variations between 1500 and 1750. The explanation advanced by Durante is that greater
climatic variability, which heightens the undependability of harvests, makes it necessary
to stock larger reserves, manage them collectively, and develop trade between regions
affected by differing and therefore offsetting climatic shocks. All this favors cooperation
and leaves an imprint on the overall social structure. Family bonds are less binding in
regions where the amplitude of climatic variation is greater. Young people leave the
family nest earlier, since they cannot count on family solidarity to meet their needs when
harvests are poor, as they frequently are. Experiments in cooperation induced by climatic
harshness may thus have effects persisting across a span of centuries, even as societies are
profoundly transformed by the passage from the agricultural stage to the industrial stage.

In a similarly oriented contribution Ostrom (1990) found that trust is high in upland
regions where farmers must cultivate scattered plots irrigated by communally maintained
ditches. In such regions, mutual trust and cooperation in all facets of life are more frequent
than on flatland that can be farmed with much less coordination.

Natural catastrophes can also influence trust, sometimes in unforeseen ways. A portion
of those who survive experience a post-traumatic phase during which they turn to others,
show altruistic behavior, and invest in communal action. This “catastrophe syndrome”
(Valent, 2000; Wallace, 1956) may last a long time and have a durable effect. Castillo and
Carter (2011) and Zylberberg (2011) have shown that destructive hurricanes may favor
cooperation and trust over a period of years.

2.4.2 The Weight of History

The traffic in slave labor to work plantations in the Americas began in the 16th century,
when West African men and women were captured and enslaved during raids led from the
coast by Europeans, or sold as slaves to the Europeans after being captured in the course
of military conflicts among African belligerents. But the system underwent evolution, for
some inhabitants of West Africa found they could survive and even thrive by capturing and
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selling other humans—passing travelers, neighbors, even members of their own families—
to the slave merchants. It may be surmised that these practices, widespread at the time,
instilled profound mistrust in the population. Nunn and Wantchekon (2011) have shown
that it is still present three centuries later. The inhabitants of these regions still reveal
greater mistrust of others, including their neighbors, the members of their ethnic group,
and even their own families, than the inhabitants of neighboring regions. The slaves may
of course have been captured and sold primarily in areas of conflict, where distrust would
have been higher to start with, and the task of the slave merchant correspondingly easier.
Nunn and Wantchekon have shown, however, that dwellers in regions more remote from
the Atlantic coast, whose ancestors were relatively more sheltered from the slave trade, are
less distrustful than those who dwell nearer the coast. They also show that this pattern
of diminishing distrust with increasing distance from the coast is not observed in other
regions of the globe. This would tend to show that the regions where the slave trade
flourished are the ones with distrustful inhabitants, not the converse.

Thus, even across a span of many generations, history may have the eftect of shaping
trust in ways that we can still perceive. Rohner et al. (2013) provide a theory for the
long-run impact of war and conflicts on distrust. Accidental conflicts, e.g. conflicts that
do not represent economic fundamentals, might still lead to a permanent breakdown of
trust, since agents observe the history of conflicts to update their beliefs and to transmit
them over generations. Becker et al. (2011) have studied the imprint left by the Habsburg
Empire, which dominated much of central Europe from the 18th century to the beginning
of the 20th, and employed administrators who, with respect to the norms of the age,
were better educated and less corrupt. The borders of the countries that have come
into existence since the collapse of the Empire at the end of World War One may have
altered more than once in the interval, as a result of conflicts and political events. Yet
in regions that once lay within the boundaries of the Empire, the administration is
still more transparent, less corrupt, and better trusted by the population. The improved
administrative practices of the Habsburgs left traces that have survived well beyond the
dissolution of their Empire.

The weight of this example is more than anecdotal. Numerous circumstances of
European history reveal that political decisions can affect trust over the course of many
centuries. Today the inhabitants of Italian cities that in the Middle Ages achieved a form
of participatory self-government, the communal regime, comparable to that of the city-
states of antiquity, and whose ancestors were thus deeply engaged in civic/political life,
participate more in elections, give more blood, and are more likely to join associations than
the inhabitants of other Italian cities (Guiso et al. 2008a). Regions of Europe endowed
with higher levels of education and a more democratic or participatory state form at the
end of the eighteenth century today have more trusting and civic-minded inhabitants
(Tabellini, 2010). This line of research suggests that education and democracy shape civic
behavior in ways that last for centuries.
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In the same vein, Jacob and Tyrell (2010) have shown that the activities of the Stasi,
the state security agency of the former DDR or East Germany as it was known, which
by 1989 employed more than 90,000 permanent members and had more than 170,000
informers, have left a durable mark on the civic attitudes of the inhabitants of East
Germany. Everyone knew that, in every building and factory, they were being watched
by informers among them, and that electronic eavesdropping was in widespread use.
Anything one said about the regime might be reported, and twisted in such a way as
to ruin one’s life. Jacob and Tyrell show that this climate of delation shredded the social
fabric. Two decades after the wall came down, the inhabitants of regions in which the Stasi
were once particularly active are less inclined to do their civic duty: their rate of voter
turnout, their rate of participation in voluntary associations, and their rate of voluntary
organ donation are all measurably lower than those in the rest of the Bundesrepublik.

More generally, Aghion et al. (2010) highlight a steep decline of trust in the for-
mer Soviet bloc countries at the time of their conversion to capitalism. The market
liberalization at the turn of the 1990s, with its attendant corruption, in this Eastern bloc
setting of pervasive distrust and minimal transparency, seems to have degraded any trust
the citizens might have had in their state, their justice system, or their fellow citizens,
even further. The effect was most detectable in regions where trust was already low at
the time the wall came down.

Another potential long-term cause of trust is related to genetic diversity. In a fascinat-
ing recent contribution, Ashraf and Galor (2013) show that distance from the cradle of
humankind in East Africa is associated with lower genetic diversity within ancient indige-
nous settlements across the globe. As subgroups of the populations of parental colonies left
to establish new settlements, they carried with them only a subset of the overall genetic
diversity of their parental colonies. As a result, the migratory distance from East Africa has
an adverse effect on genetic diversity in the different ethnic groups populating the globe.
Ashraf and Galor then show that genetic diversity affects significantly trust and cooper-
ation, leading to an optimal level of diversity for economic development. On one hand,
genetic heterogeneity increases the likelihood of mis-coordination and distrust, reducing
cooperation and lowering total factor productivity. On the other hand, diversity has a
beneficial effect on the expansion of society’s production possibility frontier by widening
the spectrum of complementary traits.

2.4.3 Inherited Trust

Studies of how immigrant attitudes evolve as a function of their country of origin and
country of arrival shed an interesting light on the malleability of trust. They show that
the beliefs and behaviors of immigrants are influenced by their countries of origin;
that football players who grew up in countries undergoing civil war are more violent
than other players, that they get yellow-flagged or red-flagged more often (Miguel et al.
2011). Fisman and Miguel (2007) observed that UN diplomats from countries with low
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levels of trust and civic spirit frequently violate the New York City parking laws, from
which diplomats are legally immune, whereas those from Scandinavian and Anglophone
countries make it a point not to, although they enjoy the same immunity.

Still, the attitudes and beliefs of immigrants are not carved in stone but are influenced
by their countries of residence. As a general rule, trust rises among immigrants right
from the first generation, if they have moved from a low-trust country to a high-trust
one. The converse holds true as well. This phenomenon has been observed in both the
US and Europe (Algan and Cahuc, 2010; Dinesen, 2012; Dinesen and Hooghe, 2010).
In fact, it is detectable in cases of internal migration too: the civic spirit of Italians who
move from southern Italy to the north tends to ameliorate and converge gradually on
the prevailing local norm. Conversely, the civic spirit of Italians who move from the
north to the south shows some signs of degrading (Ichino and Maggi, 2000; Guiso
et al. 2004). Algan et al. (2011) illustrate this pattern with the evolution of trust among
the first and second generation of immigrants in European countries. In the European
Social Survey, the level of trust of first generation immigrants correlates significantly with
the level of trust in their country of origin. By contrast, the level of trust of second
generation immigrants is more correlated with the average level of generalized trust and
trust in institutions in their new country of residence than with trust in their home
country.

Individual distrust, therefore, is not something poured and set for eternity. The envi-
ronment can modify it. But it is something systematically characterized by the kind of
inertia that can leave its mark on at least one and perhaps more generations.

2.5. TRUST, INCOME PER CAPITA, AND GROWTH

To what extent can the above-mentioned cross-sectional heterogeneity in trust level
account for cross-sectional differences in income per capita? To what extent can a boost
in trust explain economic success within a country? This section first documents the
evidence on the strong correlation observed between trust and economic outcome. We
then document the main issues raised by the identification of the causal impact of trust,
and the recent attempts in the literature to address them.

2.5.1 Cross-Section Correlation

The interest of the economic literature in social capital is fueled by the strong positive
correlation between income per capita and average trust levels across countries or regions,
first illustrated by the seminal work of Knack and Keefer (1997). The classic book by
Putnam et al. (1993) also suggested the existence of such a relationship across regions in
Italy by arguing that the northern regions developed faster than the southern ones because
the former had a higher stock of social capital measured by association membership.
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Figure 2.5 Cross-country correlation between average (In)-income per capita and trust. Sources: Aver-
age income per capita (1980-2009) has been obtained from the Penn World Tables 7.0. Trust is computed
as the country average from responses to the trust question in the five waves of the World Values Survey
(1981-2008), the four waves of the European Values Survey (1981-2008), and the third wave of the Afro-
barometer (2005). The question asks “Generally speaking, would you say that most people can be trusted
or that you need to be very careful in dealing with people?” Trust is equal to 1 if the respondent answers
“Most people can be trusted” and 0 otherwise.

Figure 2.5 plots the average (In) income per capita between 1980 and 2009 against
average trust between 1981 and 2008 for a sample of 106 countries. Countries with higher
levels of trust also display higher income levels. The correlation is steady; one fifth of the
cross-country variation in income per capita is related to diftferences in generalized trust.

Table 2.3 shows the regressions of income per capita (In) on trust. A one standard
deviation increase in trust, about 0.14, increases (In) income per capita by 0.59, or 6.8%
of its sample mean. When additional controls for education, ethnic fractionalization,
and population are included (column 2), the coefficient for trust remains significant
but decreases in magnitude. Increasing trust by one standard deviation leads to a rise
in income per capita of 0.18, or 2% of the sample mean. As a comparison, increasing
fractionalization by one standard deviation (2.5) decreases income by 0.225 or 2.5% of
the mean. We additionally control for several institutional measures, such as legal origins
(column 3) and political institutions (column 4). Trust remains significant at the 5 or 10%
level, while the institutional variables are insignificant.
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Table 2.3 Trust and income: cross-country correlation
Ln GDP per capita (1980-2009)

(m (2) (3) 4 (5 (6) (7

Generalized trust 42317 1.308** 1.526* 1.407**
(.718) (.617) (.849) (.669)
Trust in family 418
(.485)
Trust in neighbors 295
(.311)
Trust “people we know” 176
(.179)
Education 0.294%** 0.302%%*  (.249*** 0.307*** 0.348*** 0.359%**
(.034) (.040) (.047) (.034) (.034) (.033)
Ethnic segmentation —0.911*  —0.802*  —0.908**  —1.03***  —0.824**  —0.786*
(.360) (.404) (.368) (.351) (.387) (.396)
Population (In) —0.015 —0.024 0.037 0.018 0.060 0.057
(.051) (.506) (.058) (.046) (.056) (.054)
French LO 0.275
(.233)
German LO 0.100
(.224)
Scandinavian LO 0.007
(.367)
Political institutions 0.0377
(.029)
Observations 106 93 93 89 61 56 56
R2 0.218 0.642 0.651 0.653 0.692 0.782 0.782

Notes: The dependent variable is income per capita (In),averaged over the years 1980-2009, taken from the Penn World Tables.
Generalized Tiust is calculated from answers to the question “Generally speaking, would you say that most people can be trusted,
or that you need to be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be trusted”
and 0 otherwise. Average trust in family, neighbors, and people you know; is calculated from the question “Could you tell
me _for each whether you trust people from this group completely, somewhat, not very much or not at all?” and the variable takes on
the value 4, if the respondent answers “Trust completely”, 3 for “Somewhat”, 2 for “Not very much,” and 1 for “No trust at all.”
Sample (106 countries): Albania, Algeria, Argentina, Armenia, Australia, Austria, Azerbaijan, Bangladesh, Belarus,
Belgium, Benin, Bosnia and Herzegovina, Botswana, Brazil, Bulgaria, Burkina Faso, Canada, Cape Verde, Chile, China,
Colombia, Croatia, Cyprus, Czech Republic, Denmark, Dominican Republic, Egypt, El Salvador, Estonia, Ethiopia,
Finland, France, Georgia, Germany, Ghana, Great Britain, Greece, Guatemala, Hong Kong, Hungary, Iceland, India,
Indonesia, Iran, Iraq, Ireland, Israel, Italy, Japan, Jordan, Kenya, Kyrgyzstan, Latvia, Lesotho, Liberia, Lithuania,
Luxembourg, Macedonia, Madagascar, Malawi, Malaysia, Mali, Malta, Mexico, Moldova, Montenegro, Morocco,
Mozambique, Namibia, Netherlands, New Zealand, Nigeria, Norway, Pakistan, Peru, Philippines, Poland, Portugal, Puerto
Rico, Romania, Russian Federation, Rwanda, Saudi Arabia, Senegal, Serbia, Singapore, Slovakia, Slovenia, South Africa,
South Korea, Spain, Sweden, Switzerland, Taiwan, Tanzania, Thailand, Trinidad and Tobago, Turkey, Uganda, Ukraine,
United States, Uruguay, Venezuela, Vietnam, Zambia, Zimbabwe.
Sources: The trust data comes from the five waves of the World Values Survey (1981-2008), the four waves of the Euro-
pean Values Survey (1981-2008), and the third wave of the Afrobarometer (2005). Education measures average years of
schooling between 1950 and 2010 and is taken from Barro and Lee (2010). Ethnic fractionalization measures the degree
of ethnic fractionalization and is taken from Alesina et al. (2003). Population is the average population (In) between 1980
and 2009, taken from the Penn World Tables 7.0. Legal Origins are taken from La Porta et al. (2007). Political Institutions
are measured by the Polity2 index averaged over 2000-2010, taken from the Polity IV database. OLS regressions with
robust standard errors in parentheses.
*Coefficients are statistically different from 0 at the 10% level.
**Coefficients are statistically different from 0 at the 5% level.
¥ Coefficients are statistically different from 0 at the 1% level.
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To compare the importance of generalized trust for income relative to other measures
of trust, we run regressions replacing the measure of generalized trust by measures of lim-
ited trust, controlling for education, ethnic fractionalization, and population. As Table 2.3
makes clear, only generalized trust is significantly associated to income per capita. Lim-
ited trust (such as trust in family, neighbors, people one knows personally) is positively
associated to income levels, but not significantly (columns 5-7). This result suggests that
it is only the ability to cooperate outside the inner circle of family and relatives that is
associated to economic performance, and is consistent with Banfield’s analysis of the poor
performance of Italian villages characterized by amoral familism. This result explains why
the economic literature has made generalized trust the primary focus of analysis.

The same steady positive correlation between generalized trust and income per capita
holds when we look at more local variations across regions in Europe or across states in the
US. Figure 2.6 shows the correlation between generalized trust and average income per
capita (In) in 69 European regions using data taken from Tabellini (2010). Some European
countries show a high degree of regional variation both in generalized trust and income
per capita. In particular, northern Italy and northern Spain are high-trust regions and
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Figure 2.6 Income per capita (In) and generalized trust in 69 European regions. Source: Tabellini (2010).
The trust measure is computed as the regional average from responses to the question “Generally speaking,
would you say that most people can be trusted or that you need to be very careful in dealing with people?”
Trust is equal to 1 if the respondent answers “Most people can be trusted” and 0 otherwise.
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have high income per capita while southern Spain and southern Italy fare much worse
on both dimensions. Figure 2.7 shows that the same positive correlation between trust
and income per capita holds across US states. The southern states, in particular the former
French colonies, have weak levels of trust and are also outperformed economically by the
states of the north-eastern US.

Finally, using novel income data for more than 800 regions around the world collected
by Gennaioli et al. (2013), we can observe that trust correlates with GDP at the region
level around the world. Figure 2.8 displays the cross correlation of (In) GDP per capita
and trust for three different samples. Table 2.4 gives the associated regression output. Trust
correlates positively with per capita income in 771 regions around the world, even stronger
when the sample is restricted to regions belonging to groups of high income countries
such as the EU27 (including Norway, but excluding Cyprus, Malta, and Luxembourg)
and the OECD. Table 2.4 also displays regression results, when additionally education
is controlled for. Since the number of individuals polled varies greatly between region,
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Figure 2.7 Income per capita (In) and generalized trust in 49 US states. Sources: Income data is taken
from the US Census Bureau and averaged for the years 1972-2011. The proportion of people that trust is
taken from the General Social Survey (1973-2006). The trust measure is computed as the state average
from responses to the question “Generally speaking, would you say that most people can be trusted or that
you need to be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most
people can be trusted” and 0 otherwise.
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Figure 2.8 Regional income per capita (In) and trust in 829 regions around the world. Sources: Income
data is taken from the US Census Bureau and averaged for the years 1972-2011. The proportion of people
that trust is taken from the General Social Survey (1973-2006). The trust measure is computed as the
state average from responses to the question “Generally speaking, would you say that most people can be
trusted or that you need to be very careful in dealing with people?” Trust is equal to 1 if the respondent
answers “Most people can be trusted” and 0 otherwise.
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Figure 2.8 (Continued).

we account for this by running weighted regressions using precisely this number as our
weight. No matter which sample is used, trust is positively and significantly associated
with a higher regional per capita income across regions. However, as soon as we introduce
country fixed effects, we do not observe any significant correlation between trust and
GDP. This result shows that the cross-country heterogeneity in trust and income per
capita is much more substantial than the within country variation, and drives the result.

Not only is trust positively correlated with income per capita, but also with growth.
This point was first documented by Knack and Keefer (1997, 1999). Their study is based
on 29 countries, mostly western European countries, between 1980 and 1992. Table 2.5
enlarges their result on the relation between trust and economic growth to cover 52
countries, regressing average annual growth between 1990 and 2009 on average trust
between 1981 and 1990. We control for initial income and initial education. Trust is
positively associated with economic growth. The correlation between trust and growth
is statistically significant at the 10% level. A one standard deviation increase in trust, about
0.14, increases growth by 0.5% points or 20% of its sample mean. Column 2 controls for
the initial level of investment and the correlation becomes statistically significant at the
5% level. Column 3 includes an interaction term between trust and initial income per
capita. This interaction term captures the fact that trust should have a stronger effect on
growth in poor countries that lack credit markets and appropriate rule of law. Both trust
and trust interacted with initial income are statistically significant. The interaction term
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Table 2.4 Trust and regional GDP per capita

Ln GDP per capita
Full sample EU OECD

(1) (2) (3) (4) (5) (6)
Trust 1.134** 0.313 1.345%** 0.616 1.180*** 0.867

(0.497) (0.211) (0.369) (0.719) (0.341) (0.625)
Education 0.306™** (0.342%** 0.113%* 0.327%** 0.080** 0.277**

(0.030) (0.031) (0.053) (0.106) (0.033) (0.110)
Country FE No Yes No Yes No Yes
Observations 771 771 278 278 350 350
R? 0.603 0.964 0.321 0.834 0.298 0.755

Notes: The dependent variable is In GDP per capita, which measures the log of regional income per capita, taken from
Gennaioli et al. (2013).

Tiust is calculated from answers to the question “Generally speaking, would you say that most people can be trusted or that you
need to be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be trusted” and 0
otherwise.

Sample: Columns (1) and (2) use the full sample of regions, as in Gennaioli et al. (2013). Columns (3) and (4) restrict the
sample to regions belonging to a country being a member of the EU27 (including Norway, but excluding Malta, Cyprus,
and Luxembourg). Columns (5) and (6) restrict the sample to regions belonging to a country being a member of the OECD.

OLS regressions with robust standard errors, clustered at the country level, in parentheses. All regressions are weighted
by the number of individuals polled in each region.

Sources: The trust data comes from the five waves of the World Values Survey (1981-2008), the four waves of the European
Values Survey (1981-2008), and all waves of the US GSS (1973-2006). Education measures the average years of schooling.
*Coefficients are statistically different from 0 at the 10% level.

**Coefficients are statistically different from 0 at the 5% level.

¥ Coefficients are statistically different from 0 at the 1% level.

is strongly negative, which provides support for the view that trust is more important
when enforcement of formal institutions is weak.

2.5.2 Identification Issues

The previous section documents a strong correlation between trust and economic out-
comes across countries or regions. However, how can we identify the causal impact of
trust on economic performance? To answer this question, we must confront the various
identification issues raised by the estimation of the following equation:

Y, =a+a T, + &X, + e, 2.1)

where Y, denotes economic performance in the geographic location ¢ (country or
region); T, denotes trust; X, is a vector of characteristics of the location, including the
educational level of the population, current and past institutions, and past economic
development in the locality; and e, is an unobserved error term.
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Table 2.5 Trust and growth: cross-country correlation
Growth 1990-2009

(1) (2) (3)
Trust 1980—-1990 0.0396* 0.0273** 0.480***
(0.021) (0.010) (0.078)
Income p.c. 1990 —0.014*** —0.012%** 0.002
(0.003) (0.002) (0.002)
Education 1990 0.002** 0.001* 0.002%**
(0.001) (0.001) (0.001)
Investment 0.0071%***
(0.000)
Trust X Income p.c. 1990 —0.048™**
(0.008)
Observations 52 52 52
R 0.491 0.658 0.706

Notes: The dependent variable measures average GDP per capita growth between 1990 and 2009, computed from Penn
‘World Tables 7.0.

Tiust is calculated from answers to the question “Generally speaking, would you say that most people can be trusted or that you need
to be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be trusted” and 0 otherwise.

OLS regressions with robust standard errors in parentheses.

Sample (52 countries): Albania, Argentina, Australia, Austria, Bangladesh, Belgium, Brazil, Bulgaria, Canada, Chile,
China, Colombia, Croatia, Czech Republic, Denmark, Dominican Republic, El Salvador, Estonia, Finland, France,
Germany, Great Britain, Hungary, Iceland, India, Ireland, Italy, Japan, Malta, Mexico, Netherlands, New Zealand, Norway,
Pakistan, Peru, Philippines, Poland, Portugal, R omania, Russian Federation, Slovakia, Slovenia, South Africa, South Korea,
Spain, Sweden, Switzerland, Taiwan, Turkey, United States, Uruguay, Venezuela.

Sources: The trust data comes from the waves 1-3 of the World Values Survey (1981-1995). Additional Controls: Income
p.c. 1990 measures income per capita in 1990 (In), Penn World Tables 7.0. Education 1990 measures average years of
schooling in 1990, taken from Barro and Lee (2010).

*Coeflicients are statistically different from 0 at the 1% level.

**Coefficients are statistically different from 0 at the 5% level.

¥ Coefficients are statistically different from 0 at the 10% level.

The identification of Equation (2.1) raises two main issues. The first is reverse causal-
ity: contemporaneous trust is likely to be influenced by the current state of economic
development in locality ¢. The second issue is that of omitted variables that might co-
determine both trust and economic performance. Specifically, institutions (Hall and Jones,
1999; Acemoglu et al. 2001; Rodrik, 1999), geography (Sachs, 2003), and more recently
deep historical events (Nunn, 2009) and biology (Ashraf and Galor, 2013; Spolaore and
Wacziarg, 2013), have been found to affect economic performance. However, as pointed
out above, those factors also shape trust. In principle it might be possible to control for
institutional quality, but such variables are well known to present difficulties of mea-
surement, and in any case cannot capture informal norms. Worse, if Equation (2.1) is
estimated in cross-section, it is impossible to include in the regression a fixed effect at
the geographic location level ¢. This implies that trust and the unobserved error term
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can be correlated: cov (T, ¢) is different from zero and the OLS estimates of Equation
(2.1) lead to biased estimates of the effect of trust. This opens up the possibility of a
confounding factor: it is impossible to isolate the impact of trust from other time invari-
ant characteristics of location ¢, such as other cultural values or local institutions. The
most recent research in economic development precisely tries to find good strategies to
control for any time invariant features at the local level. For instance, to measure the role
of institutions in Africa, Michalopoulos and Papaioannou (2013) look at within-ethnic
variation in economic development by controlling for ethnicity-fixed effects. They show
that a very same ethnic group that belongs to different countries turns out to have similar
contemporary income per capita, despite the institutional heterogeneity across countries.
This result suggests that inherited traits specific to each ethnic group would explain much
better economic development than institutions do.

In the following, we discuss the two main strategies proposed so far in the literature
to address these identification issues to single out the causal impact of trust on economic
development.

2.5.3 Identification Using Historical Events

A first strategy is to search for historical events as an exogenous variation in trust that
could be used as instruments. To rationalize the use of historical events, the literature
draws on the theory of the transmission of values. Studies by Bisin and Verdier (2001),
Guiso et al. (2008b), and Tabellini (2010) stress the role of two main forces. A portion of
current values is shaped by the contemporaneous environment (horizontal transmission
of values), and another portion is shaped by beliefs inherited from earlier generations
(vertical transmission of values). These theories suggest estimating the following equation
for the formation of trust:

T'[t = bO + bl Tctfl + bZXct + G{ + Gt + Vet s (22)

where contemporaneous trust T, in locality ¢ is explained by the initial trust present in
the previous generation T, , initial economic performance, and the initial and current
other characteristics of the locality X.. r, is a random residual.

The two-step estimation of Equations (2.1) and (2.2) raises two main concerns. First,
we do not have any information on initial trust T, since standardized cross-country
databases on the level of trust present in earlier generations are not available. At best, it
is possible to go back only to the 1980s to get a measure of trust in a cross-section of
countries using the World Values Survey. Second, even if we could get a good proxy for
initial trust T, the correlation between initial trust and contemporaneous economic
outcomes may be interpreted as a causal effect from initial trust to contemporaneous
outcomes only if these two variables are not codetermined by common factors.

Tabellini (2010) addresses these two issues in the following way. He estimates the causal
impact of culture on regional economic development in Europe, where culture is broadly
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defined as moral values of good conduct, including trust. Importantly, Tabellini estimates
the impact of trust within European countries, across regions. This means that it is possible
to include country fixed effects in the vector X, and control for national specificities.
Tabellini uses two historical variables as an instrument for contemporaneous trust: past
education and past political institutions. The political and social history of Europe ensures
that these do vary widely at the regional level. He measures past education by the literacy
rate around 1880, and early political institutions by constraints on executive power in
the years 1600-1850. Tabellini shows in first-step estimates that contemporaneous trust
is strongly correlated with these two instruments. Historically more backward regions,
with higher illiteracy rates and worse political institutions, tend to have less generalized
trust today. In the second step estimate, Tabellini shows that this historical variation
in trust is strongly correlated with current regional development: regions with lower
trust also have lower income per capita and lower growth rates, after controlling for
country fixed effects, contemporaneous regional education, and past urbanization rates.
The relationship is substantial: variation in trust could explain half of the observed income
difference between Lombardy and southern Italy.

Tabellini’s strategy is very insightful but raises two main concerns. The first one is
how validly the instrument satisfies the exclusion restriction. The key assumption is that
education and political institutions from the distant past do not directly affect contempo-
raneous output, after controlling for contemporaneous education and institutions. This
assumption is likely to be violated. The literacy rate in the past is likely to have persistent
effects on the formation of human capital, a key determinant of output. Similarly, there is
much evidence that past institutions do have long-term effects on economic performance
(Acemoglu et al. 2001). The second issue is linked to omitted variables. Since the author
estimates cross-regional income per capita, he can control for country fixed effects. Thus,
he can exclude that trust picks up time invariant characteristics at the country level.
However, since the estimates draw on cross-sectional regressions at the regional level, it
is impossible to include regional fixed eftect in Equation (2.1). Thus, trust can pick up
any other time invariant regional characteristics such as local geography or local formal
and informal institutions.

Guiso et al. (2008a) follow a similar strategy to identify the impact of trust on income
per capita in Italy. However, they look at more disaggregated historical variation in
trust across cities within the same regions to exclude the influence of regional invariant
characteristics. To estimate Equation (2.2) with historical variables, Guiso et al. revisit
Putnam’s conjecture that today’s difference in trust between the north and the south of
Italy is due to the history of independence that certain cities experienced in the north
after the turn of the second millennium. They thus instrument today’s trust (and more
generally civic capital) with the past history of independence of certain cities. Additionally,
they can exploit historical variation in the degree of independence of cities belonging
to the same region: the communally governed cities were clustered in north central Italy,
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but not every city between the Apennine and the Alps experienced that form of regime.
This strategy has one main advantage compared to Tabellini. Guiso et al. can estimate the
impact of trust on output within the same region, across cities. This approach alleviates part
of the concern that regional-invariant characteristics could determine both today’s trust
and income per capita. Guiso et al. find striking results. Northern cities that experienced
independence and self-government in the Middle Ages now have 17% more non-profit
associations than similar northern cities that never shared that experience. This higher
level of social capital is associated with higher contemporaneous output: a one standard
deviation increase in social capital increases income per capita by around 20%.

Still, as Guiso et al. stressed, their strategy cannot fully alleviate the identification con-
cerns faced by Tabellini. First, the concern about the validity of the exclusion restriction
for the instrument used for trust remains. One cannot exclude the possibility, that the
historical shocks that affected cities at the turn of the millennium have a direct impact on
income today. Having been a free city in the 13th century could have shaped other values
or factors that exert long-lasting effects on economic outcomes. For example, free cities
might have bred the spirit of entrepreneurship, or enhanced human capital. Second, trust
can still pick up the effect of invariant local characteristics. Even if Guiso et al. identify
the effect of trust within regions, they cannot control for geographic fixed effect at the
city level.

This concern applies generally to all the literature that looks at the historical deter-
minants of trust. As documented in Section 2.4, a burgeoning literature shows that trust
is affected in the long-run by climate shocks, natural catastrophes, or history like the
slave trade. But using those shocks as an instrument for trust in a growth equation is
questionable. In particular, it is likely that climate shock or the slave trade affects growth
by other channels than social capital, making the exclusion restriction disputable.

2.5.4 Time Varying Instruments: Inherited Trust and Growth

The historical approach leaves open the question of whether the level of trust does matter
per se in explaining economic development, or whether it is not rather picking up the
deeper influence of time invariant features such as legal origins, the quality of institutions,
initial education, the extent of ethnic segmentation, and geography. What is needed is to
find a measure for trust with time variation, allowing the investigator to control for time
invariant specific factors. The difficulty in performing such an exercise is that there is no
extended-time series on the evolution of trust.

Algan and Cahuc (2010) propose to use this time variation in inherited trust in
the growth Equation (2.2). Since it is already well established that the parents’ social
capital is a good predictor of the social capital of children, they use the trust that US
descendants have inherited from their forebears who immigrated from different countries
at different dates to detect changes in inherited trust in the countries of origin (see
Fernandez for a synthesis on the impact of culture on economic performance by using
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this epidemiological approach, 2011). For instance, by comparing Americans of Italian
and German origin whose forebears migrated between 1950 and 1980, they can detect
differences in trust inherited from these two source countries between 1950 and 1980.
They can get time varying measures of trust inherited from these two countries by running
the same exercise for forebears who immigrated in other periods, for instance between
1920 and 1950. With time varying measures of inherited trust, they can estimate the
impact of changes in inherited trust on changes in income per capita in the countries of
origin. This method allows us to address the main challenges mentioned above that arise
in identifying the effect of trust on economic development. By focusing on the inherited
component of trust, the authors avoid reverse causality. By providing a time varying
measure of trust over long periods, they can control for both omitted time invariant
factors and other observed time varying factors such as changes in the economic, political,
cultural, and social environments.

More specifically, Algan and Cahuc re-estimate Equations (2.1) and (2.2) by allowing
time variation in trust and economic performance, and including local fixed effects. We
can rewrite the system of equations in the following way:

Yv[t = do + ai Ta + a2Xct + F( + Ft + s (21/)

Tct = b() + b1 Tft71 + b2Xa + Gc + Gr + Tets (22/)

where f1is an index of the time period,and (F,, G;) and (F,, G,) denote country fixed effect
and time effect, respectively. The authors thus estimate the impact of the variation in trust
on the variation in income per capita within countries. In the benchmark estimation of
the model, data availability led them to consider two periods: 1935-1938 and 2000-2003.
More distant periods are also considered, but with fewer observations. The estimates
are based on 24 countries from all over the world, including Anglophone countries,
Continental European countries, Mediterranean European countries, Nordic countries,
Eastern European countries, India, Mexico, and Africa.

To cope with the lack of information on trust of the previous generations in
Equation (2.2), the authors proxy the inherited trust of people living in country ¢ by the
trust that the descendants of US immigrants have inherited from their ancestors coming
from country c. This yields an estimate of the term by T;_; in Equation (2.2"), which can
be used as a proxy for inherited trust. This strategy leads to estimating a single equation
of the form (2.1"), where T} is replaced by the proxy of inherited attitudes.

This strategy can address part of the identification issues discussed above. First, by using
the trust US immigrants inherited from the home country instead of the average trust
of the residents, we can exclude reverse causality. While trust in the home country has
evolved according to what happened in that country, the inherited trust of US immigrants
is only affected by shocks to the US economy. Besides, since we can have a direct measure
ofinherited trust, we do not have to worry about instruments that are unlikely to satisty the
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exclusion restriction. Second, by looking at different waves of immigration, one can get
time variation in inherited trust and thus include country fixed effects in Equation (2.1").

The authors estimate the trust inherited by US immigrants from their home countries
by using the General Social Survey. Inherited trust is measured as the country of origin
fixed effect on individual regression of the generalized trust question, controlling for
individual characteristics. The authors focus on inherited trust in the two periods 1935—
1938 and 2000-2003 (1935 and 2000 henceforth) and impose a lag of 25 years between
inherited trust and income per capita at time t. Therefore, inherited trust in 1935-1938
1s that of second-generation Americans born before 1910 (i.e. whose parents certainly
arrived one generation before 1935, a generation being defined as a 25-year period), of
third-generation Americans born before 1935, and of fourth-generation Americans born
before 1960. In the same way, the level of inherited trust in 2000-2003 corresponds
to the trust inherited by: second-generation Americans born between 1910 and 1975;
third-generation Americans born after 1935; and fourth-generation Americans born after
1960. This decomposition excludes any overlap in the inherited trust of the two groups.

The authors show that inherited trust for the period 2000 strongly correlates with
trust in the home country during the same period, measured from the WVS. Addi-
tionally, the authors document substantial variation in inherited trust between 1935 and
2000. Swedish Americans have inherited higher trust in 2000 relative to the period
1935. Inherited trust from continental European countries, and to a lesser extent from
the United Kingdom, has deteriorated over the period. Trust inherited in 2000 from
French ancestors is 4.7% points lower relative to trust inherited from Sweden in 1935.
Inherited trust has decreased even more among the immigrants from Eastern European
countries and Mediterranean countries. The authors do not address the explanation for
such variations—but there is a rich set of candidates. The ancestors of the current US
respondents are likely to have undergone very different national crises. The ancestors
who transmitted their trust for the period 1935 mainly migrated before World Wars One
and Two. The level of trust of immigrants from countries deeply aftected by these crises,
like France, Germany, and Eastern European countries, might have deteriorated over the
intervening period compared to descendants from Sweden, since this latter country is
one of the European countries least affected by these traumatic mid-century events.

Algan and Cahuc (2010) then estimate the impact of change in inherited trust on
changes in income per capita within country between 1935 and 2000. The estimates also
control for changes in lagged income, political institutions, education, and other values
(like work ethic or family values) over the period to isolate the specific eftect of trust.
The impact of inherited trust is substantial.

Figure 2.9 displays the change in income per capita in period 2000-2003 that coun-
tries would have experienced if the level of inherited trust in a given country had been
the same as the trust inherited by Swedes. Income per capita in 2000 would have been
increased by 546% in Africa (not reported) if the level of inherited trust had been the
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Figure 2.9 Predicted variation in GDP p.c. relative to Sweden. Interpretation: The figure shows the

predicted variations in GDP per capita over the period 2000-2003 in a given country if it had the same
level of inherited social attitudes as Sweden. Source: Algan and Cahuc (2010).

same as inherited trust from Sweden. Inherited trust also has a non-negligible impact on
GDP per capita in Eastern European countries, and Mexico. Income per capita would
have increased by 69% in Russia, 59% in Mexico, 30% in Yugoslavia, 29% in the Czech
Republic, and 9% in Hungary, had these countries inherited the same level of trust
as Sweden. The effect, if less important, is also sizable in more developed countries.
Income per capita would have been up by 17% in Italy, 11% in France, 7% in Germany,
and 6% in the United Kingdom, if these countries had the same level of inherited trust
as Sweden. The authors also compare the effect exerted by trust to the effect exerted
by initial income per capita, or by time invariant factors such as geography, or by time
invariant institutions. For poor countries from Africa or Latin America, initial economic
development and invariant factors have a larger impact on income per capita. In strik-
ing contrast, change in income per capita within developed countries is overwhelmingly

explained by inherited trust.

2.5.5 Individual Trust and Individual Economic Performance

Very few studies have explored whether high trusting individuals have higher economic
performances in terms of wages or economic prospects. This is because of the difficulty of
identifying the causal impact of individual trust on individual economic outcomes. Guiso
etal. (2006) show, using the General Social Survey, that high-trusting individuals are more
likely to become entrepreneurs in the US. To test for causality, they use inherited trust
of US immigrants from their home country as an instrument for individual trust in the
destination country. They find a significant, but somewhat too larger effect of inherited
trust compared to the OLS estimates. As stressed by the authors, since inherited trust
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is time invariant, this variable may be picking up other inherited traits from the home
country like risk aversion or saving behavior. This would explain the large difference
in the OLS and 2SLS estimates. Ljunge (2012) draws on the same methodology by
looking at how inherited trust of second-generation US immigrants is correlated with
their economic success: second-generation immigrants with higher trusting ancestry earn
significantly more than those with lower trust. They also have a higher labor supply, lower
unemployment spell, and higher education. The correlation remains significant, even after
controlling for additional ancestral influences such as income per capita and institutions.
The paper cannot control for country of origin fixed eftect though.

In another contribution, Butler et al. (2009) use the European Social Survey to test
the relationship between individual trust and individual economic performance. The
advantage of the ESS is to provide a question on generalized trust whose answers are scaled
from 1 to 10, rather than just binary answers. The authors show that individual income
is hump-shaped with the intensity of trust. Individuals whose level of trust is too high in
relation to the civic-mindedness of their fellow citizens have levels of income inferior to
those of individuals whose level of trust is intermediate. Being more frequently deceived
by their fellow citizens hampers them. At the other extremity, individuals with little trust
in others miss out on opportunities to make beneficial exchanges. Thus, there exists a
“good” intermediate level of trust, the one that matches the level of civic-mindedness of
the fellow citizens with whom one deals.

The conclusions drawn in this article might be limited by the quality of the ESS data.
In these international values surveys, the measure of income levels is very imprecise and
noisy. Nor do the questions about having been the victim of deceit focus on economic
exchanges that might have a real impact on income, such as the interactions of professional
life. But this article has the great merit of showing that the relationship between trust
and economic performance is not necessarily monotonic. Trusting too much can have
detrimental consequences. The recent financial crisis is a good illustration. The Icelanders,
one of the most trusting peoples in international rankings, must still regret their excessive
trust in their banks. Bernard Madoff’s victims were likewise overly trusting.

If the analysis of the relationship between trust and economic performance at the
individual level is to be advanced, the way ahead would seem to be field experiments,
with an experimental measure of trust that measures behaviors precisely in economic
exchanges and within firms. At the moment, the literature has done little to develop
this approach. The only real study done on the terrain is that of Karlan (2005), who
shows that, among Peruvian villagers, those most trusting in experimental games are also
those who most often repaid their loans. But this study is not focused on the economic
impact of trust on income. Some recent work heads in this direction but on limited
samples. Barr and Serneels (2009) use a standard trust game to establish a relationship
between experimental measures of reciprocating behavior among Ghanaian colleagues
and the observed labor productivity of the firm in which they work. Similarly, Carpenter
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and Seki (2011) have Japanese fishermen play a repeated public goods game with and
without an option for “social disapproval.” They show that fishing crews that exhibit
higher levels of reciprocity and more disapproval of shirking are more productive.

The way ahead in attempting to pin down the impact of trusting behavior on individ-
ual economic performance must be to combine the insights of experimental economics
with experimentation—field, natural, and randomized. Doing so is a prerequisite if we
are to better understand the channels through which trust aftects economic performance
and growth.

2.6. CHANNELS OF INFLUENCE OF TRUST ON ECONOMIC
OUTCOMES

The empirical work presented in the previous section suggests that trust does indeed
have an impact on growth. Macroeconomic in scope, this research is limited to the study
of the relations obtaining among variables of a highly aggregated kind. It can therefore
shed no more than a feeble light on the mechanisms or channels by which trust may act
upon growth. Analyses more microeconomic in scope, focused on the relations obtaining
among finance, insurance, the organization of firms, the labor market, public regulation,
and trust, meet this need.

2.6.1 Financial Markets

In order to function, financial markets must rely heavily on trust, inasmuch as operations
in these markets consist of promises of future payment which carry effect by reason of
the fact that debtors are largely trustworthy, for legal protection would necessarily be
costly and undependable. Figure 2.10 illustrates this positive relationship between trust
and the development of financial markets in 86 countries over the course of the last three
decades. As a gauge of the development of financial markets, we use the sum total of
the credit granted by banks and financial institutions to private actors, as a percentage of
GDP (see Levine, 2004).

Recent contributions to the literature have aimed at going beyond this positive cor-
relation between trust and financial development, and pinpoint more closely the causal
impact of trust. Guiso et al. (2004) study the relationship between the development of
financial markets and trust in the regions of Italy in the 1980s and 1990s. They observe
that households make more frequent use of cheques, keep a smaller portion of their
savings in cash and a larger one in the stock market, and resort more frequently to credit-
granting institutions, in the northern regions of the peninsula, where there is prevalent
trust and high rates of blood donation and political participation. In the southern regions,
moreover, borrowers resort more frequently to their families or near circles for loans than
they do in the north.
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Figure 2.10 Financial development and generalized trust in 88 countries. Sources: Financial develop-
ment: Private credit by deposit banks and other financial institutions as a percentage of GDP, obtained
from the World Bank Indicators (1980-2010). Generalized Trust is taken from the World Values Survey
(1981-2008).

As well as the composition of assets and volume of credit, trust can influence the
propensity of investors to seek the counsel of financial intermediaries and delegate deci-
sions to them. In a setting where financial products are complex, delegation to intermedi-
aries who have a good knowledge of these products can ameliorate the diversification of
investments and their rate of return. Guiso and Jappelli (2005) have shown that investors
who have more trust in financial intermediaries delegate more decisions to them and
thus obtain better-diversified and more efficient portfolios. The part played by trust in
the propensity to turn to financial intermediaries capable of supplying products that will
ameliorate risk coverage is replayed when it comes to insurance. Cole et al. (2013) have
looked at the reasons why insurance contracts covering climate risks to their harvests in
two rural regions of India were hesitantly received by locals, even though they bore a
low cost. A priori, such contracts ought to have been attractive to households where vari-
ations in income are largely determined by the vagaries of precipitation during harvest
season. Cole et al. show that lack of trust in and comprehension of the contracts explains
a significant part of the refusal of households to take up this insurance. A randomized
experiment shows that instructors who explain to folk the content of the contracts can
have a significant influence on the take-up of this insurance, but only if they come rec-
ommended by a microcredit agency with a well-established reputation in the households.
If so, the intervention of the instructors increases the uptake of the insurance by 36%.
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If the instructor does not have this backing, or if the households are not acquainted with
the institution backing him, his intervention has no significant impact.

Trust patently plays a part in situations of financial crisis. The GSS shows that trust in
financial institutions declined steeply after the failure of Lehman Brothers in 2008 (Guiso,
2010). Such failures are themselves provoked by drops in confidence. Guiso observes that
persons who had the least trust in their banks withdrew their savings earliest in periods
of financial distress. And trust during these periods of financial distress 1s linked to trust
prior to their onset. This observation suggests that a structural deficit of trust in financial
intermediaries may favor the onset of financial crises.

The interpretation of the correlation between trust and finance is beset with difficul-
ties. First, the correlation may result from other factors, like optimism or risk aversion,
potentially linked to trust and exerting influence on the propensity to utilize financial
products. Trust, however, is identified in the available research as a quite distinctive char-
acteristic, different from risk aversion or optimism and exerting a specific effect on the
utilization of financial products (Guiso et al. 2008a). Second, in the correlation between
finance and trust, the causal sequence may run the other way: the quality of finance, itself
linked to the quality of institutions, may explain trust. Guiso et al. (2004) show, however,
that there does exist an inherited portion of trust, independent of environmental influ-
ence on the development of financial markets, and that it does influence the resort to
financing. The authors observe that residents of northern Italy who arrived there from
regions in the south characterized by weak trust and weak civic spirit view financial
products more distrustfully than do those born in the north. On identical observable
characteristics, moreover, they get fewer loans from financial institutions. Such influence
exerted by region of birth suggests that trust, and civic spirit as well, constitute partly
heritable traits that may act as obstacles to the development of finance.

2.6.2 Innovations and Firm Organization

2.6.2.1 Innovations

Trust must play a preponderant role in the sort of economic activities—investment and
especially innovation—that are attended by uncertainty on account of moral hazard and
the difficulties of contract enforcement. In their path-breaking article on the link between
trust and growth, Knack and Keefer (1997) already threw into relief a positive correlation
between trust and investment as percentage of GDP. The correlation should be even more
significant for research and development, and factor productivity.

Figure 2.11a documents the steady positive correlation between trust and a measure of
total factor productivity, taken from Hall and Jones (2009), for a sample of 62 countries.
Around one-third of the cross-country variation in TFP is associated to differences in
trust across countries. Figure 2.11b illustrates the positive cross-country variation between
average trust and innovation in 93 countries, with innovation measured by expenditure on
research and development as percentage of GDP. The countries where trust is highest are
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Figure 2.11a Total factor productivity and generalized trust in 62 countries. Sources: Total Factor Pro-
ductivity is taken from Hall and Jones (1999). Trust is measured from the World Values Survey (1981-2008).
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Figure 2.11b R&D expenses and generalized trust. Sources: R&D expenses as a percentage of GDP over
the period 1980-2010 are taken from the World Bank Development Indicators. Trust is measured from the
World Values Survey (1981-2008).
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Figure 2.11c Cross US states correlation between R&D ((In)-number of patents over the period
1980-2010) and generalized trust (1976-2008). Sources: Income data is taken from the US Census
Bureau and averaged for the years 1972-2011. The proportion of people that trust is taken from the
General Social Survey (1973-2006). The trust measure is computed as the state average from responses
to the question “Generally speaking, would you say that most people can be trusted or that you need to
be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be
trusted” and 0 otherwise.

the ones with elevated R&D, in point of fact, the Anglophone and Nordic countries. Trust
on its own explains more than a third (37%) of the dispersion of rates of expenditure on
R&D across countries. This relationship remains statistically significant at the 5% level after
controlling for initial income per capita, population density, and education. Figure 2.11¢
shows that the same correlation between innovation and trust holds across US states,
whereby innovation is measured by the (In)-number of patents per state. Remarkably,
we find that this relationship also remains statistically significant at the 1% level after
controlling for income per capita, population density, and the share of the population
holding a PhD at the state level. The relationship between trust and innovation operates
through a specific channel different from education or population density.

While the correlation between innovation and trust appears strong, we have, as yet, few
studies that attempt to pin down the direction of the causality. The literature gives much
greater prominence to another mechanism influencing innovation—the organization of
firms and especially their degree of decentralization.

2.6.2.2 Firm Organization
By facilitating cooperation among anonymous persons, trust favors the emergence and
growth of private and public organizations (Fukuyama, 1995;La Porta et al. 1997;Bertrand
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and Schoar, 2006). Trust favors the decentralization of decisions within organizations,
allowing them to adapt better to alterations in the environment.

Figure 2.12 documents this relationship by showing a positive correlation between
firm decentralization and generalized trust for 72 countries. Firm decentralization is mea-
sured by the following question from the Global Competitiveness Report 2009 (GCR):
“In your country, how do you assess the willingness to delegate authority to subordi-
nates? 1 = low: top management controls all important decisions; 7 = high: authority is
mostly delegated to business unit heads and other lower-level managers.” Generalized
trust is measured as the country average from WVS 1981-2009. The positive relationship
is substantial: 37% of the cross-country variation in firm decentralization is associated
with country differences in trust.

This aspect of trust is illustrated by Cingano and Pinotti (2012) who find that trust
1s associated with greater decentralization and larger firm size across Italian regions.
Exploiting industry variation (and controlling for region- and industry-specific factors)
they show that high-trust regions exhibit a larger share of value added and exports in
industries characterized by greater need-for-delegation. The eftect is driven by a shift of
the firm size distribution away from the smallest units toward firms in higher size classes.
Their estimated relationships are not only statistically significant but also economically
meaningful when compared to such other determinants of industry specialization and
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Figure 2.12 Cross-country correlation between decentralization of firms and trust. Sources: Firm decen-
tralization is measured by the following question from the Global Competitiveness Report 2009 (GCR):
“In your country, how do you assess the willingness to delegate authority to subordinates?” Answers
range from “1 = low: top management controls all important decisions, ” to “7 = high: authority is mostly
delegated to business unit heads and other lower-level managers.” Generalized trust is measured as the
country average from WVS 1981-2009.
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Figure 2.13 Product market regulation and trust in 73 countries. Sources: Product market regulation
is measured as the (In)-number of steps for opening a business, taken from the World Bank (2009).
Generalized trust is measured as the country average from WVS 1981-2009.

firm organization as human capital, physical capital, or judicial quality. For example, they
imply that increasing trust by an amount corresponding to the inter-quartile range of
its distribution across Italian regions would raise value added in a delegation-intensive
industry (such as manufacture of machinery and equipment) relative to a less intensive
industry (such as leather, leather products and footwear) by 24% (or by 19%, when using
cross-country data). This amounts to around two-thirds of the implied effect of raising
human capital, and is larger than the effect of physical capital or contract enforcement.
In the same vein, Bloom et al. (2012) show that trust can improve aggregate produc-
tivity by facilitating firm decentralization. They first provide a model supplying a rational
foundation for the correlation between trust and decentralization of firms. Following
Aghion and Tirole (1997) in their analysis of the congruence of preferences between
CEOs and managers, the authors posit two opposite ways of organizing production. The
CEO can either solve production problems directly or delegate these decisions to plant
managers. When trust is high, plant managers tend to solve problems in congruence with
the CEO’s expectations rather than exploiting resources for their own interest. The CEO
is thus more likely to delegate. In this perspective, trust affects the economic performance
of firms through two channels. First, greater trust within the firm improves performance
thanks to decentralized decision-making. A low-trust environment is a hindrance to the
growth of the most productive firms. Second, economies characterized by low trust may
orient themselves toward sectors in which decentralized decision making is less impera-
tive. Sectors close to the leading edge of technology such as IT have to grant space for
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individual decision-making in order to innovate and constantly adapt to the environ-
ment. Bloom et al. (2012) test these predictions empirically. They collect new data on
the decentralization of investment, hiring, production, and sales decisions from corporate
headquarters to local plant managers in almost 4000 firms in the United States, Europe,
and Asia. They find substantial differences in the cross-country decentralization of firms:
those in the United States and northern Europe appear to be the most decentralized and
those in southern Europe and Asia the most centralized. The authors match their database
on management practices with the level of trust where the headquarters are located, using
regional information from the WVS. They find that firms headquartered in high-trust
regions are significantly more likely to decentralize. To identify the causal impact of
trust on decentralization, they examine multinational firms and show that higher levels
of bilateral trust between the multinational’s country of origin and subsidiary’s country
of location increases decentralization. Finally, the authors show that more decentralized
firms are also more productive and tend to specialize in innovation and information
technology. Trust, indispensable for the decentralization of firms, thus affects innovation
and aggregate productivity.

2.6.3 The Labor Market

Trust likewise exerts influence on the functioning of the labor market, through several
channels affecting growth.

2.6.3.1 The Quality of Labor Relations

Countries with higher generalized trust also have higher levels of cooperative relations
between labor and management and higher levels of unionization. Unions have more
members when generalized trust is high. Opportunistic and non-cooperative behav-
1or constitutes a significant barrier to joining a union (Olson, 1965). Mutual trust and
cooperation make it possible to lift these barriers. Cross-country analyses also show that
relations between employers and employees are more cooperative when unions are more
powerful (Aghion et al. 2011). The quality of employer-employee relations is associated
to an array of factors that favor growth. The first is low unemployment (Blanchard and
Philippon, 2004). Next, firms that have unions representing their employees are better
able to adapt to new management methods, have more cooperative labor relations, and
better productivity (Black and Lynch, 2001). Unions can ameliorate the quality of labor
relations by allowing wage-earners to voice their views rather than be forced to stark
either/or alternatives. Conceived this way, the role played by unions recalls Tocqueville’s
account of associations as little social laboratories where persons might learn cooperation
first hand. It has been noted that farmers are more careful to use water sparingly the more
they have had a voice in the framing of the irrigation regulations. Communes and can-
tons where political democracy is most strongly rooted, with high rates of voter turnout,
have the lowest levels of tax evasion (Frey, 1998). Laboratory experiments confirm this
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observation, as shown in the next section. Players who decide on the rules governing
their cooperation are more generous and trusting than those upon whom the same rules
are imposed by an outsider. In other words, regulation and policy have a better chance
of favoring cooperation to the extent they have been decided by a shared resolution and
not imposed (Ostrom, 1990).

Hence the reaction of governments when there is a failure of the union-management
dialog, the social dialog as it is called in Europe, can make it worse. Aghion et al. (2011)
show that state regulation of labor markets is negatively correlated with the quality of labor
relations. They argue that these facts reflect difterent ways of regulating labor markets,
either through the state or through the civil society, depending on the degree of coop-
eration in the economy. They rationalize these facts with a learning model of the quality
of labor relations. Distrustful labor relations lead to low unionization and high demand
for direct state regulation of wages. In turn, state regulation crowds out the possibility
for workers to experiment with negotiation and grasp the possibilities of cooperation
in labor relations. This crowding out effect can give rise to multiple equilibria: a “good”
equilibrium characterized by cooperative labor relations and high union density, lead-
ing to low state regulation, high employment, and production; and a “bad” equilibrium,
characterized by distrustful labor relations, low union density, and strong state regulation
of the minimum wage.

2.6.3.2 Flexicurity

The countries of southern Europe have chosen to offset the shocks that affect all working
lives by prioritizing employment through rigorous employment protection, rather than
prioritizing individuals through a generous unemployment benefit and an effective pub-
lic agency to help in the job search. Conversely, the countries of northern Europe have
adopted a “flexicurity” model that combines generous unemployment benefit, effective
public job search agencies, and weak employment protection. Flexicurity is associated to
better labor market performance, with higher rates of employment and a better realloca-
tion of jobs toward more productive enterprises. On this basis, international institutions
like the OECD and the European Commission recommend the adoption of flexicurity.
Yet this model has a low rate of take-up outside northern Europe. Algan and Cahuc (2009)
show that a trust deficit can create a barrier to the adoption of flexicurity. They provide
evidence of cross-country correlations between national civic attitudes and the design
of labor market insurance. Countries displaying high trust tend to insure their workers
through unemployment benefits instead of using stringent employment protection. Such
a relationship is robust to the inclusion of country fixed effects which account for time
invariant national features and which could aftect the design of unemployment insurance
and employment protection. This finding is consistent with the strongly marked contrast
between the flexicurity model in Nordic countries such as Denmark, and the continental
European and Mediterranean countries. Naturally, the correlation between civic attitudes
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and the design of labor market institutions does not mean that there is a straight causal
relationship going from social attitudes to the unemployment benefits/employment pro-
tection trade-oft. There is a potential for reverse causality, since labor market institutions
are likely to affect civic attitudes. For instance, administrative inefficiencies in the pro-
vision of unemployment insurance could influence guilty feelings about cheating on
unemployment benefits. To deal with this reverse causality issue, Algan and Cahuc (2009)
estimate the inherited part of civic attitudes that are not instantaneously influenced by
the economic and institutional environment of the country in which people are living,
by estimating the civic attitudes inherited by the American-born from their ancestors’
country of origin, using the General Social Survey database. Using this inherited part
of civic attitudes by country of origin as an instrument for civic attitudes in the home
country, the authors show that there is a significant impact of civic attitudes on unem-
ployment benefits and on employment protection in OECD countries during the period
1980-2003.

2.7. INSTITUTIONS, POLICIES, AND TRUST
2.7.1 Can Trust be Changed? Putnam | versus Putnam Il

If trust plays a key role in explaining economic outcomes, it becomes urgent to identify
the institutions and public policies for it to develop. Research related to this subject is still
in its early stages. As discussed in Section 2.4.3, a large part of the literature considers trust
to be a cultural component hardly malleable, whose determinants have to be searched
for in the long history of each country, and with little room for immediate action. Yet,
recent studies looking at immigrants show that their level of trust converge gradually to
the average level of trust in their country of destination.

This ambiguity is well illustrated by the two conflicting views of the evolution of trust
given by Putnam in his two books dating from 1993 and 2000. According to Putnam I
(see the book from Putnam et al. 1993), social capital is largely determined by history.
Elevated levels of social capital in the regions of north Italy compared to those in the
south originated in the free-city experience during the medieval era.

Contrarily, according to Putnam II (see Putnam’s book Bowling Alone in 2000), trust
evolves quickly and is strongly influenced by the environment. In his book Bowling
Alone Putnam shows that the levels of social capital, as measured by associations and
club membership, have starkly declined in the United States since World War II. One
of his main explications of this decline is the individualization of leisure activities, with
an increasing amount of time spent watching television. Olken (2009) also identifies
a negative impact of television and radio on association membership and self-reported
trust in Indonesia by using variation in Indonesia’s mountainous terrain and differential
introduction of private television.
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Depending on which perspective we take, from Putnam I or Putnam II, the room
for policy intervention would be rather small or large. Section 2.4.3 documents that
both approaches have an element of truth. Trust is partly inherited from past generations
and shaped by historical shocks, because the underlying beliefs regarding the benefits of
trust and cooperation are transmitted in communities through families (Bisin and Verdier,
2001; Benabou and Tirole, 2006; Tabellini, 2008b; Guiso et al. 2008a). But another part
of trust is shaped by personal experience from the current environment, let it be social,
economic, and political. In Bisin and Verdier’s terminology, both the vertical channel of
transmission from parents and the oblique/horizontal channel from the contemporaneous
environment are at play in the fabric of trust.

This debate on the adjustment of trust to its environment also depends on what
generalized trust really measures. If trust consists of beliefs about the trustworthiness of
others, it is likely that individuals can update upward or downward their beliefs depending
on the environment where they live, the civic spirit of their fellow citizens, and the
transparency of their institutions. If trust consists of ingrained preferences and moral
values, transmitted in early childhood and disconnected from personal experience as
suggested by Uslaner (2008) and others, it might take more time to adjust. In the latter
case, the action steps necessary to increase trust differ and depend on long-term policy,
such as education. In this section, we consider the various policies that can shape both
contextual beliefs and deeper preferences.

2.7.2 Institutions and Trust

How can institutions, and which institutions, shape trust? Do formal rules and norms
embedded in institutions act as a complement or a substitute for informal values such as
trust? These questions are key to identifying how and which specific institution could
build up trust.

2.7.2.1 Relation Between Trust and Institutions

Figure 2.14 shows a strong positive correlation between trust and the quality of the legal
system for a sample of 100 countries. Figure 2.15 displays a similar correlation between
trust and the quality of governance in 163 European regions. These correlations are robust
to using different measures of institutional quality commonly used in the economic lit-
erature (see Tables 2.6a and 2.6b), such as the rule of law, the strength of property right
protection, the enforcement of contracts; as well as government eftectivity, accountabil-
ity, corruption (Rothstein and Uslaner, 2005) and controlling for other influences of
institutional quality.

Recent papers try to go beyond this correlation by showing a causal impact of legal
enforcement on trust. Tabellini (2008b) provides suggestive evidence that generalized
morality is more widespread in European regions that used to be ruled by non-despotic
political institutions in the distant past. Using data from the General Social Survey,
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Figure 2.14 Quality of the legal system and trust in 100 countries. Sources: The Quality of the Legal
System is taken from the Economic Freedom of the World Index (2007). Generalized trust is measured as
the country average from WVS (1981-2009) and EVS (1981-2008).

9_- R-sq=0.37
| R
*SGP ‘A -
£ - o b -Gan_rﬁgG
i "FRA, +USA
% -wascp *PRERA oy
‘MYS . *HUN
-g: %R *GHN
o2 @ il i VNM
£
B
£ t
3 BEA - NOA 1y *LS0 -IDN
St Moz .
+ZWE '\R&E
*VEN *BGD
~d
T T T 1
0 .25 5 75

Generalized Trust, regional average

Figure 2.15 Quality of governance and generalized trust in 163 European regions. Sources: The Quality
of Governance is taken from the Quality of Government Index (2010). Generalized trust is measured as the
country average from the WVS (1981-2009) and EVS (1981-2008).
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Table 2.6a Trust and institutions
Cross-country correlation

Quality of legal Rule of Property Enforcement
system law rights of contracts
(1) (2) (3) (4)
Trust 3,947+ 1.271** 1.604*** 2.864***
0.719) (0.484) (0.602) (0.674)
Income per capita 0.646™** 0.420%** 0.531%** 0.930™**
0.126) (0.0891) (0.101) (0.250)
Population —0.167*** —0.109*** —0.195%** —0.0284
(0.055) (0.035) (0.050) (0.092)
Education 0.0146 0.0558 0.0120 0.178**
(0.053) (0.047) (0.052) (0.087)
Ethnic segmentation 0.152 —0.242 0.0572 1.614%**
(0.440) (0.251) (0.377) (0.535)
Observations 90 93 91 46
R2 0.684 0.681 0.589 0.807

Notes: Dependent variables: (1) Quality of Legal System measures the overall quality of the legal system, taken from
Economic Freedom of the World Index, 2007. (2) Rule of Law gives the average rule of law between 1996-2010, taken
from Kaufmann et al. (2010). (3) Property Rights are a measure of property rights taken from the Heritage Foundation,
2004. (4) Enforcement measures enforceability of contracts, taken from Botero et al. (2004).

Tiust is measured from the answer to the question “Generally speaking, would you say that most people can be trusted or that
you need to be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be trusted”
and 0 otherwise.

OLS regressions with robust standard errors in parentheses.

Sample (93 countries): Albania, Algeria, Argentina, Australia, Austria, Bangladesh, Belgium, Benin, Botswana, Brazil,
Bulgaria, Canada, Chile, China, Colombia, Croatia, Cyprus, Czech Republic, Denmark, Dominican Republic, Egypt,
El Salvador, Estonia, Finland, France, Germany, Ghana, Great Britain, Greece, Guatemala, Hong Kong, Iceland, India,
Indonesia, Iran, Iraq, Ireland, Israel, Italy, Japan, Jordan, Kenya, Kyrgyzstan, Latvia, Lesotho, Liberia, Lithuania, Luxembourg,
Malawi, Malaysia, Mali, Malta, Mexico, Moldova, Morocco, Mozambique, Namibia, Netherlands, New Zealand, Norway,
Pakistan, Peru, Philippines, Poland, Portugal, Romania, Russian Federation, Rwanda, Saudi Arabia, Senegal, Singapore,
Slovakia, Slovenia, South Africa, South Korea, Spain, Sweden, Switzerland, Taiwan, Tanzania, Thailand, Trinidad and
Tobago, Turkey, Uganda, Ukraine, United States, Uruguay, Venezuela, Vietnam, Zambia, Zimbabwe.

Sources: The trust data comes from the five wave of the World Values Survey (1981-2008), the four waves of the European
Values Survey (1981-2008), and the third wave of the Afrobarometer (2005). Additional Controls: Investment Share
measures Investment % of GDP 1980-2009, Penn World Tables 7.0. Income per capita measures GDP per capita (In),
const. prices, averaged for the years 1980-2009, taken from the Penn World Tables 7.0. Population measures population
(In), averaged between 1980 and 2009, Penn World Tables 7.0.

*Coefficients are statistically different from 0 at the 10% level.

**Coefficients are statistically different from 0 at the 5% level.

**¥ Coefficients are statistically different from 0 at the 1%, level.

Tabellini regresses individual trust of US immigrants on various indicators of legal
enforcement at stake in their ancestor’s country at the end of the 19th century. He
finds that immigrants from countries with more democratic institutions in the distant
past have inherited a higher level of trust, even when controlling for historical economic
development and school enrollment in the home country.
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Table 2.6b Trust and institutions
Cross-regional correlation in Europe

Quality of Quality of Rule of
governance governance law Effectivity Accountability
(1) (2) (3) (4) (5)
Trust 4.376*** 1.291** 3.285%** 5.423%** 2.463*
(0.924) (0.559) (0.736) (1.356) (1.222)
Population —0.263* 0.05 —0.253 —0.160
(0.147) (0.120) (0.270) (0.103)
Ln GDP p.c. 0.932%** 0.487** 0.684 1.039%*
(0.191) (0.222) (0.583) (0.220)
Education 0.03 —0.029** 0.0246 —0.0127
(0.027) (0.011) (0.043) (0.021)
Autonomous —0.267 0.275%* 0.0685 0.477%**
(0.164) (0.105) (0.334) (0.147)
Bilingual —0.0513 0.0791 1.207** —0.32
(0.198) (0.199) (0.556) (0.184)
Area 0.216** —0.0351 0.134 0.227
(0.087) (0.073) (0.187) (0.131)
Observations 163 163 163 163 163
R? 0.342 0.613 0.499 0.450 0.552

Notes: Dependent variables: Columns (1) and (2): Quality of Governance index measures the overall quality of regional
institutions, taken from the Quality of Governance Institute, 2010. (3) Rule of Law measures the quality of the rule of
law, taken from the Quality of Governance Institute, 2010. (4) Effectivity measures the governance effectivity, taken from
the Quality of Governance Institute, 2010. (4) Accountability measures the quality of media and elections, taken from the
Quality of Governance Institute, 2010.

Tiust is measured from the answer to the question “Generally speaking, would you say that most people can be trusted or that
you need to be very careful in dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be trusted”
and 0 otherwise.

OLS regressions with robust standard errors, clustered at the country level, in parentheses.

Sample (163 regions): 163 European regions in the following countries: Austria, Belgium, Bulgaria, Czech Republic,
Denmark, France, Germany, Greece, Hungary, Italy, Netherlands, Poland, Portugal, Romania, Slovakia, Spain, Sweden,
United Kingdom.

Sources: The trust data is taken from the four waves of the European Values Survey (1981-2008. Population measures the
log of the average number of inhabitants 2007-2009 per region, taken from Eurostat. GDP p.c. gives the log of the regional
average GDP per capita between 2007 and 2009, taken from Eurostat. Education gives the percentage of population with
some type of tertiary degree in 2006, taken from Eurostat. Bilingual equals to 1 if more than one official languages exists
in the region. Autonomous equals 1 if the region is an autonomous region. Logarea gives the log value of the region’s
area.

*Coefficients are statistically different from 0 at the 10% level.

**Coefficients are statistically different from 0 at the 5% level.

*** Coefficients are statistically different from 0 at the 1% level.

Naturally, this approach does not prove that past democratic institutions have a causal
impact on trust. Since those institutions are invariant, they could pick up any other
invariant aspect of the home country. Yet, Tabellini’s analyses are intriguing since histori-
cal political institutions could explain up to 57% of the country of origin fixed eftect. This
share is much larger than the one explained by income per capita and education in the
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distant past. Institutions can have long-lasting impact on social and economic outcomes,
but the persistence channel goes through their effect on values. This is really different
from the traditional explanation of the persistence of institutions through elites capture
(Acemoglu et al. 2001). Weak legal enforcement forces citizens to rely on informal and
local rules and to develop limited trust as opposed to generalized trust. A good illustra-
tion of this diffusion of limited morality in the presence of weak institution is given by
the Mafia. Gambetta (1993) documents that feudalism was formally abolished in Sicily
much later than in the rest of Europe (in 1812). The State was too weak to enforce the
introduction of private property rights of the lands. The Mafia benefited from this insti-
tutional vacuum and offered local protection through informal patronage, drawing a clear
distinction between those under its protection and the others. In the same vein, Section
2.4.2 above has documented recent studies showing that non-democratic and corrupt
institutions in the distant past in Italy or in the Habsburg Empire are related to lower trust
nowadays.

Other contributions use natural experiments to show the effect of democratic institu-
tions on cooperative behavior. Bardhan (2000) finds that farmers are less likely to violate
irrigation rules when they themselves have set up those rules. Frey (1998) shows that tax
evasion in Swiss cantons is lower when democratic participation is greater. All these difter-
ent works are suggestive of an impact of democracy on cooperation. But even those latter
natural experiments cannot rule out the existence of omitted factors determining both the
selection of institutions and the response to institutions. Besides, the precise mechanism
through which democracy (and more generally, formal rules) shapes cooperative behavior
and the identification of its effect still needs more research (see Benabou and Tirole for
a theoretical model that rationalizes the interplay between laws and norms, 2011).

2.7.2.2 Experimental Games
An alternative approach for identifying the effect of institutions on cooperation is to
mimic formal and legal rules in the context of experimental games. Naturally, formal and
legal rules in experimental games differ from real institutions. But this has the advan-
tage of providing a controlled experiment to estimate how people change their level of
cooperation and trust depending on exogenous variations in the rules of the games.
Initially, the literature has looked at the interaction between formal and informal insti-
tutions, but in the context of cooperation with reputational incentives, such as repeated
games (Kranton, 1996). One main conclusion of this approach is that legal enforcement
can crowd out reputational incentives and undermine informal institutions. Yet, this pre-
diction seems to be very specific to situations of cooperation with reputational incentives,
and do not apply to cooperation embedded in moral values such as generalized trust.
Fehr and Gatcher (2000) analyze cooperation in a public good game. Interestingly,
the authors changed the setup of the traditional public good experiment by allowing the
cooperators to punish the defectors. They demonstrate that the free riders are heavily
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penalized even if punishment is costly and does not provide any material benefits to
the punisher. The opportunity for costly punishment causes a large increase in coopera-
tion levels because potential free riders face a credible threat. In the presence of a costly
punishment opportunity, almost complete cooperation can be achieved and maintained
during the games. The main conclusion is that human beings are conditional coopera-
tors, they cooperate providing that others do. The introduction of formal rule is key to
enforcing this conditional cooperation.

Herrmann et al. (2008) have used this setup to measure conditional cooperation in 16
difterent cities across the world. They find that cooperation for the funding of the public
good is the highest in Boston or Melbourne and the lowest in Athens and Muscat. This
ordering is highly correlated with the rule of law and the transparency of institutions
in the corresponding country. More strikingly, Herrmann et al. find that participants
in some cities, like Athens, display anti-social punishment behavior: that is, they punish
the high contributor instead of the low contributor. The weakness of the rule of law is
a strong predictor of this anti-social behavior. Similarly, Rothstein (2011) used various
experiments with students in Sweden and Romania to show that their generalized trust
and trust in civil servants declined substantially after witnessing a police officer accepting
a bribe. His interpretation is that the absence of transparency of institutions and civic
spirit of public officials can have very large damaging effects on generalized trust. If public
officials, who are expected to represent the law, are corrupt, people infer that most other
people cannot be trusted neither.

Other promising research looks at the impact of democracy on cooperation in an
experimental setting. Contrary to natural experiments, it is possible to control in the
laboratory how cooperation changes when a policy is imposed endogenously through
a democratic process or imposed exogenously. This is the design used by Dal Bo et al.
(2010). Subjects participate in several prisoners’ dilemma games and may choose, by simple
majority, to establish a policy that could encourage cooperation by imposing fines on non-
cooperators. In some cases, the experimental software randomly overrides the votes of the
subjects and randomly imposes, or not, the policy. Before proceeding to play again with
either the original or the modified payofts, the subjects are informed of whether payofts
are modified and whether it was decided by their vote or by the computer. The authors
show that the effect of the policy on the percentage of cooperative actions is 40% greater
when it is democratically chosen by the subjects than when it is imposed by the computer.

Allin all, these studies show that formal rules and conditional cooperation might work
as a complement in sustaining cooperative behavior. This is the case when the content
of the rules, as in Dal Bo et al. (2010), creates focal points or provides signals about
the group members’ willingness to cooperate. In other cases, the sudden introduction of
formal rules or tougher incentives to cooperate might signal instead that principals do
not trust agents or that non-cooperative behavior is diffused in the society. For example,
Falk and Kosfeld (2006) study the behavior of experimental subjects in the role of agent,
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choosing a level of production that was costly to them and beneficial to the principal (the
authority). Before the agent’s decision, the principal could decide to leave the choice of
the level of production completely to the agent’s discretion or impose a lower bound on
the agent’s production. In postplay interviews, most agents agreed with the statement that
the imposition of the lower bound was a signal of distrust. In another study, Galbiati and
Vertova (2008) investigate a similar effect in the context of cooperation in a minimum
effort game. In this case, the authors find that, when principals opt to introduce a for-
mal cooperation rule after having observed agents’ effort levels in the first experimental
round, most cooperative individuals might reduce their effort level. Eliciting individuals’
expectations about others’ efforts, the authors find that if principals opt to introduce a
formal sanction for those that do not cooperate, most cooperative individuals prefer to
live in a society where non-cooperation is widespread.

2.7.2.3 Co-Evolution of Trust and Institutions

Rather than stressing the causal impact of institutions, recent contributions look at the
co-evolution of trust and institutions, leading to multiple equilibria. The diftusion of
limited morality can reinforce the weakness of institutions because a society with limited
morality can be more tolerant of weaker compliance with legal enforcement. The society
might thus be trapped in a bad equilibrium where mistrust and weak institutions reinforce
each other. In this context, promoting better enforcement might not have any support
and effect since limited morality makes the trade opportunities too negligible anyway.
Several contributions have documented more precisely the type of institutions that could
co-evolve with trust. In particular, recent contributions show the interplay between trust
and regulation (Aghion et al. 2010; Pinotti, 2012; Carlin et al. 2009; Francois and Van
Ypersele, 2009).

Figure 2.13 shows that there exists a negative correlation between generalized trust
and the extent of market regulation, measured by the number of steps required to open
a business. Aghion et al. (2010) document that this correlation works for a range of
measures of trust, from trust in others to trust in firms and political institutions, as well
as for a range of regulatory measures from product markets to labor markets.

Explanations of this negative correlation between trust and regulatory intervention
by the public authorities are grounded in the assumption that the state must step in to
regulate the relations among individuals when they are incapable of cooperating sponta-
neously. In this perspective, Aghion et al. (2010) present a simple model explaining this
correlation. In their setup, individuals make two decisions: whether or not to become
civic,and whether to become entrepreneurs or choose routine (perhaps state) production.
Those who become uncivic impose a negative externality on others when they become
entrepreneurs (e.g. pollute), whereas those who become civic do not. The community
(through voting or some other political mechanism) regulates entry into entrepreneurial
activity when the expected negative externalities are large. Regulation narrows choices
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and hence negative externalities. But regulation itself'is implemented by government offi-
cials, who demand bribes when they are not civic-minded. In this model, when people
expect to live in a civic-spirited community, they expect low levels of regulation and cor-
ruption, and so become civic. Their beliefs have a self-justifying property, as their choices
lead to civic-mindedness,low regulation, and high levels of entrepreneurial activity. When,
in contrast, people expect to live in an uncivic-minded community, they expect high lev-
els of regulation and corruption, and do not become civic. Again, their beliefs are justified,
as their choices lead to uncivic-mindedness, high regulation, high corruption, and low
levels of entrepreneurial activity. The model has two equilibria: a good one with a large
share of civic individuals and no regulation; and a bad one where a large share of uncivic
individuals support heavy regulation. Production and welfare are higher in the good
equilibrium.

The model explains the correlation between regulation and distrust, and has a number
of further implications which are empirically documented using international surveys.
The model predicts, most immediately, that distrust influences not just regulation itself,
but also the demand for regulation. Distrust generates demand for regulation even when
people realize that the government is corrupt and ineftective; they prefer state control to
unbridled activity by uncivic entrepreneurs.

The most fundamental implication of the model, however, is that beliefs (as measured
by distrust) and institutions (as measured by regulation) co-evolve. Beliefs shape insti-
tutions, and institutions shape beliefs. The interactions between institutions and beliefs
comprise complementarities that induce multiple equilibria, as in Aghion et al. (2011).

Beyond regulation, trust and social capital are likely to affect the overall quality of
institutions and government through political accountability. This is the point made
by Nannicini et al. (2010). In a political agency model, the authors show that civic
agents are more likely to hold politicians accountable for the aggregate social welfare
of the community. They tend to punish politicians who pursue vested interests and
grab rents for some specific groups. In contrast, uncivic agents’ votes are based on their
own or group-specific interest and are more tolerant with amoral politicians. Nannicini
et al. (2010) convincingly test the prediction of their model by using cross-district vari-
ation in the criminal prosecution of members of the Parliament in Italy. They find that
the electoral punishment of political misbehavior, corresponding to receiving a request
of criminal prosecution or shirking in parliamentary activity, is considerably larger in
electoral districts with high social capital.

2.7.3 Community Characteristics

Distinguished from formal institutions, a large body of the research stresses the role of
community characteristics in building trust. One of the most prominent factors identified
in this realm is the extent of inequality and ethnic fractionalization.
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2.7.3.1 Inequality

The focus on inequality is fueled by the strong negative correlation between trust and Gini
indexes across countries and US states in Figures 2.16 and 2.17. High-trusting societies
are also more equal, measured by low Gini coefficients, while low-trusting societies show
typically higher levels of income inequality, as given by high Gini coefficients. Cross-
country and cross-US state regressions controlling for income, population, education, and
ethnic fractionalization confirm this correlation (see Table 2.7). Alesina and La Ferrara
(2000) show that this negative relationship between trust and income inequality also
holds at a more local level within US localities and municipalities. R othstein and Uslaner
(2005) document a within-US-states correlation between the rise in equalities and the
decline of trust over the last decades.

A pending issue is that of causality. Inequality might correlate negatively with trust
for several reasons. First, as suggested by Rothstein and Uslaner, high levels of trust
and cooperation might go along with high preferences for redistribution and can so
contribute to lower inequality. On the reverse, high inequality could make individuals
perceive themselves unfairly treated by people belonging to social classes different from
their own, such that they restrict cooperative action and trust to members from their
own class (Rothstein and Uslaner, 2005). Future research is still needed to nail down the
causal effect of inequality on trust.
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Figure 2.16 Inequality and generalized trust in 101 countries. Sources: Inequality is measured by aver-
age of the Gini Index between 2005 and 2012 (World Bank). Generalized trust is measured as the country
average from WVS (1981-2009) and EVS (1981-2008).
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Figure 2.17 Inequality and generalized trust in 46 US states. Sources: Inequality is measured by the Gini
Index in 2010 (US Census Bureau). Generalized trust is taken from the General Social Survey (1973-2006).

2.7.3.2 Ethnic Fractionalization and Segmentation
The second community characteristic that has attracted attention is ethnic fractionaliza-
tion or segregation. In a highly debated contribution, Putnam (2007) argues that ethnic
diversity drives down trust. Using cross-cities evidence, the author shows that in ethni-
cally diverse neighborhoods, residents’ trust is lower; altruism and community cooperation
rarer; and friends fewer. Alesina and La Ferrara (2000, 2002) find similar evidence across
US states. The explanation for this result is that individuals have natural in-group pref-
erences and have a tendency to trust less those people that are different from them. In
the same vein, higher ethnic diversity is associated with lower cooperation as measured
by the level of funding and the quality of public goods (Alesina et al. 1999; Miguel and
Gugerty, 2005). The main explanations of why ethnic diversity affects those outcomes are
the heterogeneity of preferences, and the free-rider problem which undermines collective
action. Uslaner (2012) challenges Putnam’s thesis and argues that residential segregation,
rather than ethnic diversity per se, drives down trust. Using cross-US states evidence,
Uslaner shows that both integrated and diverse neighborhoods are associated with higher
levels of trust only when people have diverse social networks. Conversely, in areas with a
lot of segregation and where individuals from different ethnic backgrounds cannot meet
each other, distrust is higher. One conclusion is that immigration and urbanization policy
should avoid ethnic ghettos to maintain trust.

Yet, the literature on the relationship between cooperation and diversity raises an
important identification issue. Due to endogenous residential sorting of individuals on
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Table 2.7 Trust and inequality

Inequality
Cross country US states
(1 (2) (3) (4)
Trust —24.96™** —12.63* —0.093™** —0.064™**
(5.600) (7.451) (0.017) (0.016)
Income per capita 0.0954 —0.01
(1.240) (0.022)
Population 0.324 0.007***
(0.791) (0.002)
Education —1.116™* 0.002
(0.542) (0.001)
Ethnic segmentation 7.385
(5.003)
Latitude —0.0004*
(0.0002)
Longitude 0.0002**
(0.0001)
Observations 101 89 46 46
R? 0.122 0.276 0.314 0.680

Notes: The dependent variable Inequality measures income inequality as given by the Gini Index. Trust is measured from
the answer to the question“Generally speaking, would you say that most people can be trusted or that you need to be very careful in
dealing with people?” Trust is equal to 1 if the respondent answers “Most people can be trusted” and 0 otherwise.

OLS regressions with robust standard errors in parentheses.

Sample (101 countries): Albania, Algeria, Argentina, Armenia, Australia, Austria, Azerbaijan, Bangladesh, Belarus,
Belgium, Benin, Bosnia and Herzegovina, Botswana, Brazil, Bulgaria, Burkina Faso, Canada, Chile, China, Colombia,
Croatia, Cyprus, Czech Republic, Denmark, Dominican Republic, Egypt, El Salvador, Estonia, Ethiopia, Finland, France,
Georgia, Germany, Ghana, Great Britain, Greece, Guatemala, Hong Kong, Hungary, Iceland, India, Indonesia, Iran, Ireland,
Israel, Italy, Japan, Jordan, Kenya, Korea, South, Kosovo, Kyrgyzstan, Latvia, Lesotho, Lithuania, Luxembourg, Macedonia,
Madagascar, Malawi, Malaysia, Mali, Malta, Mexico, Moldova, Montenegro, Morocco, Mozambique, Namibia, Netherlands,
New Zealand, Nigeria, Norway, Pakistan, Peru, Philippines, Poland, Portugal, Romania, Russian Federation, Rwanda,
Senegal, Serbia, Singapore, Slovakia, Slovenia, South Africa, Spain, Sweden, Switzerland, Taiwan, Tanzania, Thailand, Turkey,
Uganda, Ukraine, United States, Uruguay, Venezuela, Vietnam, Zambia, Zimbabwe.

Sources: Trust data used in regressions in columns (1) and (2) comes from the five waves of the World Values Survey
(1981-2008), and the four waves of the European Values Survey (1981-2008), for regressions in columns (3) and (4) from
the US GSS (1973-2006). Income per capita measures the regions average log income per capita. Population gives the
log of the total population living in the region. Education in column (2) measures average years of schooling between
1950 and 2010 and is taken from Barro and Lee (2010), in column (4) the fraction of population having an advanced
degree. Ethnic fractionalization measures the degree of ethnic fractionalization and is taken from Alesina et al. (2003).
Latitude and longitude refer to the region‘s geographic position.

*Coefficients are statistically different from 0 at the 10% level.

**Coefficients are statistically different from 0 at the 5% level.

**¥ Coefficients are statistically different from 0 at the 1% level.

ethnic grounds, the estimates are likely to be biased. The attempts to establish causality
rely mainly on instrumental variables. However convincing the instruments might be, this

strategy cannot overcome the concern as to whether the instruments fulfill the exclusion
restriction and do not have a direct effect on public goods. For instance, Miguel and
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Gugerty (2005) use the pre-colonial patterns of settlement as instruments, assuming that
these variables have no direct impact on present-day ethnic relations. But, since past set-
tlement patterns are likely to have at least some direct impact on the present-day level of
cooperation, the exclusion restriction might still be violated. Algan et al. (2012b) address
this issue by using a natural experiment in which households in France are allocated to
public housing blocks without taking their ethnic origin or their preference for diversity
into account. Due to a strongly republican ideology, the French public housing system
allocates state-planned, moderate-cost, rental apartments to natives and immigrants with-
out concern for their cultural and ethnic background, mixing people indiscriminately.
Using data from housing blocks made up of 20 adjacent households, the authors show
that higher ethnic diversity is associated with social anomia rather than distrustful rela-
tionships. Yet, more research has to be done before drawing policy conclusions. One of
the most promising agendas would be to use a randomized housing mobility program, in
the same vein of Moving to Opportunity (see Katz et al. 2013), to investigate how the
changes in the ethnic composition of the neighbors modify cooperation and trust.

2.7.4 Education and Trust

A large literature argues that a central component trust derives from moral values deeply
ingrained in personality traits, and does not just boil down to context-dependent beliefs
about others’, trustworthiness. A trusting person that accidentally meets an non-
trustworthy person will not change his moral values right away. Moral values of cooper-
ation have a rather stable component because they have been shaped in the early ages by
parents or at school. In this section, we review the evidence on the relationship between
education and trust.

There is some evidence that a greater quantity of schooling is associated with higher
social capital (Helliwell and Putnam, 2007). Yet, variation in the average years of education
of the population across developed countries is too small to explain the observed cross-
country differences in trust.

Algan et al. (2013a) propose a complementary explanation by looking at the relation-
ship between how students are taught, and students’ beliefs in cooperation. They show
that methods of teaching differ greatly across countries, between schools, and within
schools within a country. Some schools and teachers emphasize vertical teaching practices,
whereby teachers primarily lecture, students take notes or read textbooks, and teachers ask
students’ questions. The central relationship in the classroom is between the teacher and
the student. Other schools and teachers emphasize horizontal teaching practices, whereby
students work in groups, do projects together, and ask teachers’ questions. The central
relationship in the classroom is among students. Consistent with the idea that beliefs
underlying social capital are acquired through the practice of cooperation, and that social
skills are acquired in early childhood, Algan et al. (2013a) test whether horizontal teaching
practices can develop social capital. They use various international surveys, like the Civic
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Education Study (CES), the Trends in International Mathematics and Science Study
(TIMSS) and the Progress in International Reading Literacy Study (PIRLS), cover-
ing around 60 countries. They emphasize the distinction between “teacher lectures”
and “students work in groups” as measures of vertical and horizontal teaching practices,
respectively.

Figure 2.18 shows that teaching practices vary systematically across countries. The x-
axis represents the average gap between vertical teaching (teacher lectures) and horizontal
teaching (students work in groups) in a typical hour of class. The higher the indicator,
the more the country is tilted toward vertical teachings. Students work in groups more
in Nordic countries (Denmark, Norway, Sweden) and Anglophone countries (Australia,
United States, and to a lesser extent, Great Britain). This teaching practice is less common
in east European countries and in the Mediterranean (Greece, Cyprus, Portugal and, to
a lesser extent, Italy). In these countries, teachers spend more time lecturing. Education
in some countries, like France, is almost entirely based on vertical teaching. Figure 2.18
also shows that vertical teaching is highly negatively correlated with generalized trust
across countries. This result still holds when per capita income, education expenditures,
and average years of education are controlled for.

The authors then investigate within-school and within-classroom variation in teaching
practices to identify the causal impact of these practices on students’ beliefs. By looking
at teaching practices and student beliefs across classrooms within a school, the authors
can alleviate concerns regarding omitted variables that might drive the self-sorting of
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Figure 2.18 Trust and the gap between vertical and horizontal teaching. Sources: TIMSS, WVS.
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parents, students, and teachers into schools. They also use within-classroom variation in
teaching practices and student beliefs. This strategy eliminates concerns about omitted
variables linked to selection into classrooms. It also provides an alternative strategy for
excluding reverse causality by comparing teaching practices of difterent teachers faced
with exactly the same group of students. The authors show that horizontal teaching
practices have a substantial positive impact on students’ social capital (trust in teachers, in
other students, association membership...), while vertical teaching practices crowd out
beliefs in cooperation. The relationship between working in groups and students’ social
capital is robust whatever the specification: across schools, within schools and within
classrooms. The within school (and within classroom) estimates allow the authors to
address self=selection and reverse causality. But another concern is that horizontal teaching
practices just proxy for a teacher being good or nice. This is a traditional issue raised by
cross-section analysis since it is impossible to control for teacher-fixed effect in this setting.
The authors show that teaching practices are not a proxy for “good” or “nice” teachers
based on observable teacher characteristics. But the teaching practice can still be driven
by an unobserved teacher (or student) characteristic.

A promising avenue of research would consist in providing randomized evaluations
of early childhood intervention aimed at developing children’s social skills, e.g. their
aptitude to cooperate with others. This investigation is timely and important given that
recent longitudinal studies suggest that much of the impact of programs that improve adult
achievement (such as the Perry Preschool program or project STAR) flows through some
sort of non-cognitive channel, and thus raise the question of what those non-cognitive
skills are, and how much of the impact comes through social skills (see Heckman et al.
for a recent synthesis, 2010). In the literature, non-cognitive skills embrace all personality
traits that are non-related to cognitive skills (e.g. IQ and grades), such as self-esteem and
emotional well-being measured on psychological scales. This is thus a rather vague notion
and it is still unclear how non-cognitive skills relate to social skills. Besides, there is little
evidence on whether and how intervention can improve those skills, in particular among
children the most at risk of becoming anti-social adults.

Algan et al. (2013b) provide a first attempt to estimate the long-term eftects of an early
intervention that is specifically dedicated to social skills development. The authors use data
from a large and detailed longitudinal study following the social, cognitive, and emotional
development of 895 men who were kindergarteners in neighborhoods of low socioe-
conomic status in Montreal in 1984. The study incorporates a randomized evaluation
of an intensive two-year social skills training program at the beginning of elementary
school for the most disruptive subjects (n = 250). The training program involves the sub-
jects themselves, parents, and peers. These detailed data are matched with self-reported
outcomes and administrative records. As adults, the subjects in the treated group have sig-
nificantly better labor market performance than the non-treated group, with an increase
in the likelihood of employment at age 26 of 10% points. Individuals who belong to
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the treated group have significantly more favorable social outcomes, measured by lower
criminality rates and higher social capital. By distinguishing the different cognitive and
non-cognitive channels through which this intervention operates, the authors find that
the only significant channel for economic outcomes is social skills. The overall rate of
return of this program in terms of expected lifecycle income ranges from 282% to 452%,
implying that every $1 invested yields $2.8 to $4.5 in benefits. This result provides room
for policy intervention to develop social skills in early childhood. They call for future
experiments to assess the deep personality traits that explain social skills and how they
relate to non-cognitive skills.

2.8. FUTURE AVENUES: TRUST AND WELL-BEING

This survey documents two main findings. First, trust has a causal impact on eco-
nomic development, through its channels of influence on the financial, product, and labor
markets, and with a direct effect on total factor productivity and organization of firms.
Second, trust and institutions strongly interact, with causality running in both directions.
These findings set new avenues of research to identify the policies that could promote
social capital and cooperation, from rule of law and democracy to education policies.

This survey has mainly focused on economic and institutional issues related to trust.
Yet there is a growing consensus that economic development is poorly measured by
income per capita alone, and should include measures of well-being. One reason for
that is the well-known Easterlin paradox, stressing that the increase in income per capita
within countries has not been associated with an increase in happiness. To explain this
result, recent contributions suggest that well-being depend essentially on the quality of
social relationship, instead of individual income. From this perspective, we should expect
a strong correlation between trust and well-being.

Figure 2.19 illustrates this relationship by using measures of life satisfaction from the
WorldValues Survey question:“All things considered together, how satisfied are with your
life as a whole these days.” Life satisfaction ranges from 1 to 10, a higher score indicating
a higher life satisfaction. The correlation between life satisfaction and generalized trust is
positive: 17% of the variance in life satisfaction is associated with cross-country differences
in generalized trust, with a few outliers like Portugal. The same positive correlation holds
if we consider the question on happiness: “Taking all things together, would you say that
you are: very happy, happy, quite happy, not happy, not at all happy?”

Helliwell and Wang (2010) provide cross-country micro evidence on the positive
relationship between trust and well-being. From the 2006 wave of the Gallup World
Poll, they use the wallet trust question for 86 countries. Individuals are asked what is
the hypothetical likelihood of the respondent’s lost wallet (with clear identification and
$200 cash) being returned if found by a neighbor, a police officer, or a stranger. Helliwell
and Wang estimate that an increase in income by two-thirds is necessary to compensate
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Figure 2.19 Trust and life satisfaction. Sources: Life satisfaction (1-10) and generalized trust are taken
from the World Values Survey (2008).

the welfare loss associated with thinking that no one will return your wallet and your
documents. For example, to live in a country like Norway (highest mean expected wallet
return of 80%) rather than in Tanzania (lowest mean expected wallet return of 27%)
is equivalent to an increase by 40% of household income. Helliwell and Huang (2010)
showed that the same result holds in the workplace. Using micro data from Canada (2003
wave Equality, Security,and Community Survey) and US (2000 wave of the Social Capital
Benchmark Survey), the authors find that the climate of trust in workplace, in particular
trust in managers, is strongly related to subjective well-being. On a 1-10 scale, an increase
by one point of trust in managers has the same effect on life satisfaction as an increase in
household income by 30%.

Examining our psychological reactions allows us to better understand the impor-
tance of these relations. Imagine that you participate in the trust game, but that one
measures now the level of oxytocin in your blood. As mentioned above, oxytocin is a
neurotransmitter released by our lymbic system, the part of our brain which is responsible
for pleasure or fright. Zak et al. (2004) have tried to find out if trust and reciprocity are
equally linked to that love hormone. For that, they have applied the trust game during
which levels of oxytocin are measured in the blood of the receiver, once he finds out
whether the sender has trusted him by sending a non-negligible amount. The results
indicate that trust produces happiness: the more the signaled level of trust is increased
(meaning, the more the amount transferred is increased) the more the level of oxytocin
increases in the blood of the receiver. Zak et al. (2004) also conducted an experiment
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using a particularly instructive variant, in which the receiver receives a monetary transfer
not from a real person, but from a lottery. In this variant, the level of oxytocin does not
rise with the money received. This result well illustrates that it is trust that is associated
with sentiments of happiness, and not the mere fact of receiving money.

These results have been confirmed by brain images made by Sanfey et al. (2002).
As soon as the participants of the trust game note that the others do not cooperate,
the insular part of the cortex in their brain illuminates. This brain part is known for
being active in states of pain and disgust. The main conclusion of this line of research is
that the non-monetary dimension of having cooperative social relationship with others
affects more happiness than the monetary gains derived from cooperation. All in all, those
results suggest that trust affects many dimensions of economic development, including
both income and happiness, and is a key component in human development at large.
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Abstract

What obstacles prevent the most productive technologies from spreading to less developed economies
from the world's technological frontier? In this paper, we seek to shed light on this question by quan-
tifying the geographic and human barriers to the transmission of technologies. We argue that the
intergenerational transmission of human traits, particularly culturally transmitted traits, has led to diver-
gence between populations over the course of history. In turn, this divergence has introduced barriers
to the diffusion of technologies across societies. We provide measures of historical and genealogical
distances between populations, and document how such distances, relative to the world’s technolog-
ical frontier, act as barriers to the diffusion of development and of specific innovations. We provide an
interpretation of these results in the context of an emerging literature seeking to understand variation
in economic development as the result of factors rooted deep in history.
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3.1. INTRODUCTION

Technological differences lie at the heart of differences in economic performance
across countries. A large and growing literature on development accounting demonstrates
that total factor productivity accounts for a sizeable fraction of cross-country difterences
in per capita income (Hall and Jones, 1999; Caselli, 2005; Hsieh and Klenow, 2010, among
many others). The problem of low technological advancement in poor countries is not
primarily one of lack of innovation, because technologies that could make these countries
vastly richer exist and are used elsewhere in the world. A major problem, instead, is one of
delayed technological adoption. That many countries are subject to large technological
usage gaps is a well-documented phenomenon. However, the factors explaining delayed
technological adoption are not well understood. What prevents the most productive
technologies, broadly understood, from spreading to less developed economies from the
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world’s technological frontier? In this chapter, we seek to shed light on this question, by
quantifying the geographic and human barriers to the transmission of technologies.

We adopt a long-term perspective. The fortunes of nations are notoriously persis-
tent through time, and much of the variation in economic performance is deep rooted
in history. For instance, an important literature has explored the prehistoric origins of
comparative development (Diamond, 1997; Olsson and Hibbs, 2005; Ashraf and Galor,
2011, 2013a). While there have been reversals of fortune at the level of countries, these
reversals are much less prevalent when looking at the fortunes of populations rather than
those of geographic locations.' Indeed, contributions by Putterman and Weil (2010),
Comin et al. (2010), and Spolaore and Wacziarg (2009, 2012a, 2013) argue that the past
history of populations is a much stronger predictor of current economic outcomes than
the past history of given geographical locations. Thus, any explanation for the slow and
unequal diffusion of frontier technologies must be able to account for the persistence of
economic fortunes over the long run. In this chapter, we argue that the intergenerational
transmission of human traits, particularly culturally transmitted traits, has led to divergence
between populations over the course of history. In turn, this divergence has introduced
barriers to the diftusion of technologies across societies. These barriers impede the flow
of technologies in proportion to how genealogically distant populations are from each
other.

Our starting point is to develop a theoretical model capturing these ideas. This model
proceeds in three phases. Firstly, we argue that genealogical separation across populations
leads, on average, to differentiation along a wide range of traits transmitted from parents
to children either biologically or culturally. Populations that are genealogically distant
should therefore also be distant in terms of languages, norms, values, preferences, etc.—a
set of traits we refer to as vertically transmitted traits or more simply as vertical traits.
Secondly, we consider the onset of a major innovation, which could be interpreted as
the Industrial Revolution, and argue that differences in vertical traits introduce barriers
to the diffusion of this major innovation across societies and populations. Thus, cross-
country differences in aggregate TFP or per capita income should be correlated with
their genealogical distance. Finally, we extend the model to allow for innovations taking
place over time, and innovation and imitation occurring endogenously. In this more
general framework, usage lags in the adoption of specific technologies and consequently,
aggregate differences in economic development are correlated with average differences
in vertical traits, and thus with genealogical distance.

We next turn to empirical evidence on these ideas. To measure the degree of relatedness
between populations, we use genetic distance. Data on genetic distance was gathered by
population geneticists specifically for the purpose of tracing genealogical linkages between

T See Acemoglu et al. (2002) for the reversal of fortune at the level of geographic locations (for former
colonies), and papers by Spolaore and Wacziarg (2013) and Chanda et al. (2013) showing that the reversal
of fortune disappears when correcting for ancestry and expanding the sample beyond former colonies.
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world populations (Cavalli-Sforza et al. 1994). By sampling large numbers of individuals
from different populations, these researchers obtained vectors of allele frequencies over a
large set of genes, or loci. Measures of average difterences between these vectors across any
two populations provide a measure of genetic distance. The measure we rely on, known
as Fst genetic distance, is the most widely used measure in the population genetics
literature because it has properties that make it well suited to study separation times
between populations—precisely the concept we wish to capture. Fsr genetic distance
has been shown to correlate with other measures of cultural differences such as linguistic
distance and differences in answers to questions from the World Values Survey (Spolaore
and Wacziarg, 2009; Desmet et al. 2011).

Emphatically, the purpose of our study is not to study any genetic characteristics
that may confer any advantage in development. The genes used in our measures of
genealogical distance purposely do not capture any such traits. It is important to note
that the genes chosen to compare populations and retrace their genealogies are neutral
(Kimura, 1968). That is, their spread results from random factors and not from natural
selection. For instance, neutral genes include those coding for different blood types,
characteristics that are known not to have conferred a particular advantage or disadvantage
to individuals carrying them during human evolutionary history. The mutations that give
rise to specific alleles of these genes arise and spread randomly. The neutral genes on
which genetic distance is based thus do not capture traits that are important for fitness
and survival. As a result, measures based on neutral genes are like a molecular clock: on
average, they provide an indication of separation times between populations. Therefore,
genetic distance can be used as a summary statistics for all divergence in traits that are
transmitted with variation from one generation to the next over the long run, including
divergence in cultural traits. Our hypothesis is that, at a later stage, when such populations
enter into contact with each other, differences in those traits create barriers to exchange,
communication, and imitation. These differences could indeed reflect traits that are mostly
transmitted culturally and not biologically—such as languages, norms of behavior, values,
and preferences. In a nutshell, we hypothesize that genetic distance measured from neutral
genes captures divergence in intergenerationally transmitted traits—including cultural
traits—between populations. This divergence in turn impedes the flow of innovations.

We use these measures of genetic distance to test our model of technological diffu-
sion. Our barriers model implies that the genetic distance measured relative to the world
technological frontier should trump absolute genetic distance as an explanation for bilat-
eral income differences. We find this to be the case empirically. Our model also implies
that genetic distance relative to the frontier should have predictive power for income
differences across time even in periods when the world distribution of income was quite
different from today’s. We show indeed that the effect of genetic distance remains strong
in historical data on population density and per capita income. Our model implies that
after a major innovation, such as the Industrial Revolution, the effect of genealogical
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distance should be pronounced, but that it should decline as more and more societies
adopt the frontier’s innovation. This too is true empirically. Finally, our model implies that
genetic distance should have predictive power at the level of disaggregated technologies,
and find this to be the case both historically (when measuring technological usage on
the extensive margin) and for more recent technological developments (measuring tech-
nological usage along the intensive margin). In sum, we find considerable evidence that
barriers introduced by historical separation between populations are central to account
for the world distribution of income.

In the final section of this chapter, we broaden our focus and place these hypotheses
and findings in the context of the wider emerging literature on the deep historical roots
of economic development. Our discussion starts from a taxonomy, based on Spolaore and
Wacziarg (2013), describing how historically transmitted traits could conceivably aftect
socio-economic outcomes. The taxonomy distinguishes between the mode of transmis-
sion of vertical traits, and the mode of operation of these traits. In principle, intergenera-
tionally transmitted traits could be transmitted either biologically or culturally. However,
the recent development of the research on epigenetics and on gene-culture interactions
has made this distinction based on the mode of transmission much less clear-cut empiri-
cally and conceptually. A more fruitful discussion, we argue, is to try to better distinguish
between the modes of operation of vertical traits. These traits, in principle, could bear
direct effects on economic outcomes, or operate as barriers to economic interactions
between populations. We discuss existing contributions in light of this distinction, and
discuss directions for future research in the emerging new field concerned with the deep
historical roots of economic development.

This chapter is organized as follows. Section 3.2 presents a stylized model of the
diffusion of technologies as function of diftferences in vertically transmitted traits across
human populations, and ultimately as a function of the degree of genealogical relatedness
between them. Section 3.3 presents our empirical methodology and data. Section 3.4
discusses a wide range of empirical results pertaining to contemporaneous and historical
measures of economic development and specific technology use measures. Section 3.5
discusses the interpretation of these results in the context of the broader literature on the
deep roots of economic development. Section 3.6 concludes.

3.2. ATHEORY OF RELATEDNESS AND GROWTH

In this section we present a basic theoretical framework to capture the links among
genetic distance, intergenerationally transmitted traits, and barriers to the diffusion of
economic development across different societies.” The model illustrates two key ideas.

The first idea is that genetic distance between populations captures the degree of
genealogical relatedness between populations over time, and can therefore be interpreted

2 The model builds on Spolaore and Wacziarg (2009, 2012a).
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as a general metric for average differences in traits transmitted with variation across
generations. Genetic distance measures the difference in gene distributions between two
populations, where the genes under consideration are neutral. By definition, neutral
genetic change tends to occur randomly, independently of selection pressure, and regularly
over time, as in a molecular clock (Kimura, 1968). This divergence provides information
about lines of descent: populations that are closer in terms of genetic distance have shared
a common “ancestor population” more recently. The concept is analogous to relatedness
between individuals: two siblings are more closely related than two cousins because they
share more recent common ancestors: their parents rather than their grandparents. Since
a very large number of traits—not only biological but also cultural—are transmitted from
one generation to the next over the long run, genetic distance provides a comprehensive
measure for average differences in traits transmitted across generations. We call vertically
transmitted traits (or vertical traits, for short) the set of characteristics passed on across
generations within a population over the very long run—that is, over the time horizon
along which populations have diverged (thousands of years).? Vertical transmission takes
place across generations within a given population, and, in our definition, includes not
only direct parent-to-child transmission of biological and cultural traits, but also, more
broadly, “oblique” transmission of cultural traits from the older to the younger within a
genetically related group. In contrast, we define “horizontal transmission” as learning and
imitation across different populations at a point in time.

The second idea is that differences in vertically transmitted traits act as barriers to
horizontal learning and imitation, and therefore hamper the diffusion of innovations and
economic development across societies.* We argue that populations that share a more
recent common history, and are therefore closer in terms of vertical traits, face lower costs
and obstacles to adopting each other’s innovations. This view, that differences in persistent
societal characteristics may act as barriers, is consistent with a large literature on the
diffusion of innovations, starting with the classic work by Rogers (1962). Empirically, we
are interested primarily in the diffusion of modern economic development in historical
times, and especially after the Industrial Revolution, so our stylized model is designed
with that objective in mind.

3.2.1 Genetic Distance and Vertically Transmitted Traits

We model all vertical traits of a population as a point on the real line: each population
i has vertical traits v;, where v; is a real number. At time o (“origin”), there exists only
one population (population 0), with traits normalized to zero: vy = 0. At time p > o

3 This terminology is borrowed from the evolutionary literature on cultural transmission (for example, see
Cavalli-Sforza and Feldman, 1981; Boyd and Richerson, 1985; Richerson and Boyd, 2005).

4 Policy-induced barriers to the diffusion of technology are analyzed by Parente and Prescott (1994, 2002).
In our framework we interpret barriers more broadly to include all long-term societal difterences that
are obstacles to the diffusion of development.
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Figure 3.1 Population tree.

(“prehistory”), the original population splits into two populations (1 and 2). At time h > p
(“history”), each of the two populations splits into three separate populations: population
1 into populations 1.1, 1.2, 1.3; and population 2 into populations 2.1, 2.2,and 2.3.° The
genealogical tree is displayed in Figure 3.1. By analogy, with the genealogy of individuals,
we say that populations such as 1.1 and 1.2 are “sibling” populations, because their last
common ancestors (their “parent” population) can be found at the more recent split
(time p), while population pairs such as 1.2 and 2.1 are “cousin” populations, because
their last common ancestors (their “grandparent” population) must be traced back to a
more remote time o < p. G(i,j) denotes the genetic distance between population i and
population j. The genetic distance between two sibling populations is g, > 0, while the
genetic distance between two cousin populations is g. > ¢;. Formally,

G(l.m,1.n) = G2.m,2.n) = g, where m=1,2,3;n=1,2,3 and 1l.m # 1.n;
2.m # 2., (3.1)

and
G(1.m,2.n) =g, wherem=1,2,3andn=1,2,3. (3.2)

5 In Spolaore and Wacziarg (2009), we presented a similar model with only four populations at time h
(1.1,1.2,2.1,and 2.2). Here we extend the framework to allow for a more general analysis, in which we
also have pairs of populations that, while they are not at the frontier themselves, are both siblings with
the frontier population.

© By definition, G(i, /) = 0.
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Each population inherits vertical traits from its ancestor population with variation. In
general, vertical traits v; of population d (the “descendent”), descending from population
a (the “ancestor”), are given by:

vy = v, + &4, (33)

where &4 is a shock. In particular, we model the process of variation as a random walk.
This simplification is consistent with the molecular-clock interpretation of genetic dis-
tance. While more complex processes could be considered, this formalization has two
advantages: it is economical and illustrates how random changes are sufficient to generate
our theoretical predictions. Formally, we assume that &, takes value & > 0 with proba-
bility 1/2 and —& with probability 1/2. We denote with 17(i, j) the distance in vertically
transmitted traits (vertical distance, for short) between populations 7 and j:

V(i,j) = lvj — vil. (3.4)

We are now ready to summarize our first idea as:

Proposition 1.  The distance in vertical traits V (i, ) between two populations i and j, is, on
average, increasing in their genetic distance G(i, j).

Derivation of Proposition 1:
The expected distance in vertical traits between sibling populations is:

E{V (i, )IG(,)) = &) =&, (3.5)

because their vertical distance is equal to 2¢ with probability 1/2, when one population
experiences a positive shock ¢ and the other a negative shock —¢, and equal to 0 with
probability 1/2, when both populations experience the same shock (either & with proba-
bility 1/4 or —e& with probability 1/4). In contrast, the expected distance in vertical traits
between cousin populations is:

3e
E{(V(i, )G, )) =g} = ER (3.6)

because their vertical distance is 0 with probability 3/8, 2¢ with probability 1/2, and 4¢
with probability 1/8.” Therefore, the expected distance in vertical traits is increasing in

7 The details of the calculation are as follows. With probability 1/4, the two populations experienced
identical shocks at time h, and their respective ancestor populations experienced identical shocks at time
p,implying V' (i,j) = 0. With probability 1/8, one population lineage experienced a positive shock & at
time p and a negative shock —¢ at time h while the other population lineage experienced —¢ and ¢,
implying again 7(i,j) = 0. With probability 1/4, the two populations’ ancestors experienced identical
shocks at time p, but the two populations experienced different shocks at time ki, implying 17 (i, ) = 2e.
With probability 1/4,the shocks were the same at time h but different at time p,also implying V' (i, j) = 2.
Finally, with probability 1/8, one population lineage experienced two positive shocks (¢ + ¢ = 2¢) and

the other two negative shocks (—e — & = —2¢), therefore leading to a vertical distance equal to 4¢. In

3¢
sum, their expected vertical distance is given by E{V (i,/)| G(i,j) = g} = %O + %28 + %48 ="
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genetic distance:
€
E{V (i )IGG,)) =g} — E{V (I, )IG(,j) =&} = 50 (3.7)

It is important to notice that the relation between distance in vertical traits and
genetic distance is not deterministic, but works on average. Some pairs of populations,
while genealogically more distant, may end up with more similar vertical traits than two
more closely related populations. However, that outcome is less likely to be observed
than the opposite. On average, genetic distance and vertical distance go hand in hand.

3.2.2 Barriers to the Diffusion of Economic Development

Our second idea is that differences in vertical traits constitute barriers to the spread of
innovations across populations. A stylized illustration of this idea is provided below.

At time p all populations produce output using the basic technology Y; = AL;, so
that all populations have the same income per capita y = A. In period h a population
happens to find a more productive technology A" = A + A where A > (). We abstract
from the possibility that the likelihood of finding the innovation is itself a function of
a society’s vertical traits. Such direct effects of vertical traits could strengthen the links
between genetic distance and economic outcomes, but are not necessary for our results.

We denote the innovating population as f (for technological frontier). To fix ideas and
without loss of generality, in the rest of the analysis we assume that population 1.1 is the
frontier population (f = 1.1). Populations farther from population f in terms of vertical
traits face higher barriers to adopt the new technology. Formally, we assume that a society
i at a vertical distance from the frontier equal to I7(i, f) can improve its technology only
by:

Aj=[1=BV(i.N)A, (3.8)

where the parameter B > 0 captures the barriers to the horizontal diffusion of inno-
vations due to distance in vertical traits. To ensure non-negativity, we assume that § <

1
——— = — % Therefore, income per capita in society i will be given by:
max V(i.f)  4e percap v Wi be given by

yi=A+ A =A+[1—-BV(if)]A. (3.9)

This immediately implies:
Proposition 2. The difference in income per capita |y; — y;| between society i and society j is
a function of their relative vertical distance from the frontier |V (i, f) — V (J,f)|:

lyi = vil = BAIVG.f) = V. NI (3.10)

8 Alternatively, the formula could be re-written as A; = max{[1 — BV (i,f)]A, 0}.
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3.2.3 Genetic Distance and Income Differences

Since income differences are associated with differences in vertical traits across populations
(Proposition 2),and differences in vertical traits, on average, go hand in hand with genetic
distance (Proposition 1), we can now establish a link between expected income difterences
and genetic distance. These links are formally derived as Propositions 3 and 4 below.

Proposition 3.  The expected income difference E{|y;—y;|} between societies i and j is increasing
in their genetic distance G(i, ).

Derivation of Proposition 3:

First, we must calculate the expected income of all pairs of populations at genetic dis-
tance g, (sibling populations). (i, j) between two sibling populations is O with probability
1/2 and 2¢& with probability 1/2. When the two populations have identical traits, they
have identical incomes. When they are at a distance 2¢ from each other, one of them must
be closer to the frontier’s traits by a distance equal to 2¢, no matter where the frontier’s
traits are located (at 0, 2¢, or —2¢), or whether one of the two sibling populations is the
frontier. Thus, when /(i j) = 2¢, the income difference between the two populations
is BA2¢. In sum, for all pairs of sibling populations is |y, — Ye..| = 0 with probability
1/2, and |yen — Vel = BA2¢e with probability 1/2, implying E{|ye.. — yral} = BAe
where k= 1,2; m=1,2,3; n = 1,2,3;and m # n. Consequently, the expected income
difference between sibling populations is:

Efly; = yil Il G(i.j) = &} = BAe. (3.11)

Now we must calculate the expected income difference between cousin populations.
17(i,j) between two cousin populations is 0 with probability 3/8,2¢ with probability
1/2, and 4& with probability 1/8. The calculation is slightly more complicated, because
we must distinguish between pairs that include the frontier and pairs that do not include
the frontier f = 1.1. First, consider pairs that include the frontier. With probability
3/8 a population 2.n shares the same traits (and hence income) with the frontier, with
probability 1/2, population 2.1 has income lower than the frontier’s by BA2¢, and with
probability 1/8 population 2.n’s income is lower by BA4e. Thus, we have:
BA2e BA4e  3BAc

Eflys — y2ul} = st T where n = 1,2, 3. (3.12)

Now, consider pairs of cousin populations that do not include the frontier population—
that is, pairs 1.m and 2.n, with m = 2,3, and n = 1,2, 3. Again, the income difference
between each pair of cousin populations is equal to zero when both populations share the
same traits (which happens with probability 3/8), and is equal to B A2¢ when their traits
are at a distance 2¢ from each other (which happens with probability 1/2), no matter
where the frontier is located. However, when the two cousin populations are at a distance
4¢ from each other (which happens with probability 1/8), their income distance depends



130 Enrico Spolaore and Romain Wacziarg

on the location of the traits of the frontier. If the frontier is at an extreme (either 2¢
or -2¢— an event with probability 1/2), the 4¢ vertical distance between 1.m and 2.n
implies that their income distance is equal to SA4e. In contrast, if the frontier’s traits are
at 0 (also an event with probability 1/2), 1.m and 2.n are equally distant from the frontier
(each at a distance 2¢), and therefore have identical incomes per capita. In sum, we have:

BA2¢ 1BA4e 5BAc¢

E{lyim — y2ul} = > + > 8 = , where m =2,3; n=1,2,3. (3.13)
Consequently, expected income diftference between pairs of cousin populations is:
3B8Ac 58A¢
E — )i G ’ - E m n +6
Iy = »il 1l GG.j) = Z‘IZ {Iym = y2ult = [ 4 ]
4B8Ae
= '33 . (3.14)

Therefore, the expected income difference between cousin populations is higher than the
one between sibling populations: higher genetic distance is associated, on average, with
higher income differences, as stated in Proposition 3. Formally:

. L BAe
E{lyy —yil I GG,j) = &} — E{ly; — yil Il G(i,)) =g} =

Why do populations which are genetically more distant from each other tend to difter

> 0. (3.15)

more in income per capita, on average? The reason is that populations which are distant
from each other genetically are also more likely to find themselves at more different
distances from the frontier. R elative distance from the frontier, rather than genetic distance
between populations per se, is the key determinant of expected income differences.
Therefore, we can find an even stronger relation between income difterences and genetic
distance if we consider not the absolute genetic distance between two populations G(i, j),
but their relative genetic distance from the technological frontier, defined as follows:

R(i.)) = 1G(0.f) = GUNI- (3.16)
Our model predicts that the effect of relative genetic distance on income differences is

not only positive, but also larger than the effect of absolute genetic distance:

Proposition 4.  The expected income difference E{|y;— y;|} between societies i and j is increasing
in the two populations’ relative genetic distance from the frontier R(i, j). The effect of relative genetic
distance R(i, j) on income differences is larger than the effect of absolute genetic distance G(i, ).
Derivation of Proposition 4:

The expected income difference between pairs of populations at relative genetic dis-
tance R(i,]) = g, is”:

Efly; —yil | R(,j) = g} = E{lyy — ni2l} + E{lyy — nisl} = BAe, (3.17)

C . . . - .
? We use the result, derived above, that all expected income differences between siblings are equal to S Ae.
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while the expected income difference between pairs of populations at relative genetic
distance R(i,}) = g, is'":

3
.. 1< 3B8A¢
Elly =yl | RG.j) =gl = 5 D Ellyr = yaal} = ——. (3.18)
n=1
Therefore, the effect of an increase of relative genetic distance from g; to g, is
. . BAe _ BAsg
Elly = yil | R ) = &} = Edly; = pil | R(Lj) =g} = —— > >0. (3.19)

Aeg
The effect is positive ('3 > 0), and larger than the analogous effect of absolute genetic

distance ( ), derived above.

By the same token, the effect of relative genetic distance on expected income differ-
ences is also positive when moving from R(i,j) = ¢, — ¢, to R(i,) = g

3pAe 5BAe  BAe
2 4

> 0.

(3.20)
The results above are intuitive. As we increase relative genetic distance from the

E{lyj—yil | R(i,j) = g} —E{ly;—yil | R(i,)) = g.—g} =

frontier, the expected income gap increases. The size of the effect is a positive func-
tion of the extent of divergence in vertically transmitted traits (€), the extent to which
this divergence constitutes a barrier to the horizontal diffusion of innovations (f), and
the size of the improvement in productivity at the frontier (A).
In summary, our model has the following testable implications, which are brought to
the data in the empirical analysis carried in the rest of this chapter:
1. Relative genetic distance from the frontier population is positively correlated with differences in
income per capita.
2. The effect on income differences associated with relative genetic distance from the frontier population
is larger than the effect associated with absolute genetic distance.

3.2.4 A Dynamic Extension

In the stylized model above, for simplicity we assumed that only one big innovation took
place at time h. We now present a dynamic example, where innovations take place over
time, and innovation and imitation are modeled endogenously.'' The key insights and
results carry over to this extension.

10 e use the result, derived above, that the expected income difference between the frontier and each of
Aeg

its cousin populations is

" The model builds heavily on Barro and Sala-i-Martin (1997, 2003) and Spolaore and Wacziarg (2012a).
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In this dynamic example, we assume for simplicity, that populations do not change
in modern times and have fixed size (normalized to one). More importantly, we assume
that their inherited vertical traits do not change over the relevant time horizon. This is a
reasonable simplification, because changes in vertical traits tend to take place much more
slowly and at a longer horizon than the spread of technological innovations, especially
it we focus on modern economic growth. Adding small random shocks to vertical traits
after time © would significantly complicate the algebra, but would not aftect the basic
results.

Consider our six populations (i = 1.1, 1.2, 1.3, 2.1, 2.2, 2.3), with vertical traits inher-
ited from their ancestral populations as described above, and unchanged in modern times
(i.e. for t > h). Time is continuous. Consumers in economy i at time f maximize:

o
Ui(t) = / In ¢(s)e P9 ds, (3.21)

under a standard budget constraint, where ¢(f) is consumption,and p > 0 is the subjective
discount rate. We assume that the six economies are not financially integrated, and that
each economy i has its own real interest rate, denoted by 7;(f). Hence, the optimal growth
rate of consumption in society i is:

dC,’ 1

it % = V;(t) — pP. (322)

The production function for final output y;(f) is:

Ai(0)

yi(f) = / [x()]%dz, 0<a <1, (3.23)
0

where x,(f) is the quantity of intermediate good of type z employed at time ¢ in economy

i, and the interval [0, A;(f)] measures the continuum of intermediate goods available in

economy i at time f. Each intermediate good is produced by a local monopolist.

As before, without loss of generality we assume that society 1.1 is the technological
frontier (f = 1.1). In this setting, this means that A¢(h) > A;(h) for all i # f. How-
ever, unlike in the previous analysis, innovation at the frontier economy now takes place
endogenously. Following Barro and Sala-i-Martin (1997, 2003, Chapters 6 and 8), we
assume that the inventor of input z retains perpetual monopoly power over its production
within the frontier economy. The inventor sells the intermediate good at price P. = 1/«,
earning the profit flow 7 = (1 — )1/~ 3¢ cach time ¢.

The cost of inventing a new intermediate good at the frontier is 1 units of final output.
Free entry into the innovation sector implies that the real interest rate 7(f) must be equal
to 7w /1, which is assumed to be larger than p, therefore implying that consumption grows
at the constant rate: -

yz;—p > 0. (3.24)
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Output ys(f) and the frontier level of intermediate goods As(f) will also grow at the
rate .

The other populations cannot use the intermediate goods invented in economy f
directly, but, as in Barro and Sala-i-Martin (1997), must pay an imitation cost (; in order
to adapt those intermediate goods to local conditions. Our key assumption is that the
imitation costs are increasing in the distance in vertical traits between the imitator and
the frontier. Specifically, we assume that society i’s imitation cost is:

§
wi(t) = ref V@) <M) ) (3.25)
Ar (1)
This is an instance of our general idea: a higher I7(i, f) is associated with higher imitation
costs, because differences in vertical traits between the imitator and the inventor act
as barriers to adoption and imitation. The parameter 6 captures the extent to which
dissimilarity in vertical traits between imitator and inventor increases imitation costs. For
a given vertical distance, an imitator in society i faces lower imitation costs when there
is a larger set of intermediate goods available for imitation—that is, when A;(f)/Ay(t) is
low. The rationale for this assumption is the usual one: intermediate goods that are easier
to imitate are copied first. Hence, the parameter & > O captures this advantage from
technological backwardness. Our perspective may indeed shed some light on whether
backward economies face higher or lower imitation costs overall, an issue debated in
the literature (for instance, see Fagerberg, 2004). As we will see, our model predicts that,
in steady state, societies that are farther technologically, and should therefore face lower
imitation costs for this reason (captured by the parameter &), are also farther in terms of
vertical distance from the frontier, and hence should face higher imitation costs through
this channel (captured by the parameter 8), with conflicting effects on overall imitation
costs.

Again, we assume that an imitator who pays cost w;(f) to imitate good k has perpetual
monopoly power over the production of that input in economy 7, and charges P, = 1/«
earning the profit flow 7 = (1 — a)a'+*/0-9 while output is proportional to available
intermediate goods A;(f) in equilibrium: y;(f) = «®¥/(1=% 4,(f). With free entry into the

imitation sector, economy i’s real interest rate in equilibrium is'*:

H(t) = —+ ———. (3.26)

wit) dt pi(t)
In steady state, the level of imitation costs u} is constant. The number of intermediate
goods, output, and consumption in all economies grow at the same rate y as at the

frontier. Therefore, in steady state the real interest rates in all economies are identical and

equal to —, and imitation costs are identical for all imitators, which implies:

12 See Barro and Sala-i-Martin (1997, 2003) for the details of the derivation.
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Proposition 2bis.  The difference in log of income per capita in steady state |In y; — In y7|
between society i and society j is a function of their relative vertical distance from the frontier

Vi.f) = V(NI

|mﬁ—mm=§wmﬂ—vuﬁL (3.27)
The intuition of the above equation is straightforward:long-term differences in total factor
productivity and output between societies are an increasing function of their relative cost
to imitate, which depends on their relative vertical distance from the frontier. Therefore,
societies that are more distant from the frontier in terms of vertically transmitted traits
will have lower incomes per capita in steady state.
This dynamic model confirms the key implications of the simplified model that we
had presented before. In particular, the equivalents of Propositions 3 and 4 hold in this
setting as well, as long as one substitutes income differences |y; — y;| with differences in

log of income per capita in steady state |Iny; — Iny7| ,and BA with —. We can then

re-interpret those results as implying that societies at different relative genetic distance
from the technological frontier will have different levels of income per capita in steady
state. The eftect of relative genetic distance on the income gap is larger when differences
in vertical traits are associated with higher imitation costs (higher 6). Interestingly, we
also have that the effect of relative genetic distance on income differences is lower when
there are larger benefits from technological backwardness (higher &). In sum, the effects
of relative genetic distance on economic development extend to this dynamic setting.

3.3. EMPIRICAL METHODOLOGY AND DATA
3.3.1 Specification and Estimation

The starting points for our empirical investigation into the long-term barriers to eco-
nomic development are Propositions 3 and 4. These theoretical results show that if differ-
ences in vertical traits act as barriers to the diffusion of technologies, then differences in
measures of development or technological sophistication across pairs of countries should
(1) be correlated with the absolute genetic distance between these countries, (2) be cor-
related more strongly with their genetic distance relative to the technological frontier, and
(3) genetic distance relative to the frontier should trump simple genetic distance between
two countries. Whether these patterns hold true constitutes an empirical test of the bar-
riers model. Denote by D; a measure of development or technological sophistication
in country i. We will consider alternatively per capita income (for the modern period),
population density (for the pre-industrial period), and direct measures of technology use,

13 Of course, we also have |In Af () —In A;k(t)| =|In y:-k(t) —In y]*(t)|
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to be further detailed below. Denote by FSTI.JW the absolute genetic distance between
countries i and j. Analogous to the theoretical definition, genetic distance relative to the
frontier country is defined as: FSTUR = |FST;V - FSTlfW| where f denotes the frontier
country.

Then the empirical predictions of Propositions 3 and 4 lead to the following empirical

specifications:
‘Di — D]| = oy + oleSTf + aéX,J + 8;;, (328)
|D; — Dyj| = Bo + BIFST," + By + e, (3.29)
|Di = Dj| = o + N ST + »aFST + X + ], (3.30)

where Xj; is a vector of control variables, primarily composed of alternative sources of
barriers to diffusion, primarily geographic barriers. The predictions of our model are that
ar > B, y1 > 0,and y» = 0.

Equations (3.28)—(3.30) are estimated using least squares. However, an econometric
concern arises from the construction of the left-hand side variable as the difference in
development or technological sophistication across country pairs. Indeed, consider pairs
(i,j) and (i, k). By construction, the log per capita income of country i appears in the
difference in log per capita incomes of both pairs, introducing some spatial correlation
in the error term. To deal with this issue, we correct the standard errors using two-way
clustering, developed by Cameron et al. (20006). Specifically, standard errors are clustered
at the level of country 1 and country 2. This results in larger standard errors compared
to no clustering.'*

We complement these tests with additional empirical results that can shed light on
our barriers interpretation of the effect of genetic distance. In particular, we examine the
evolution of the effect of genetic distance through time. If genetic distance continues
to have an effect on difterences in economic performance in periods where the world
distribution of income was very different, it should put to rest the idea that vertically
transmitted traits bear direct, unchanged effects on productivity. We therefore examine
the effects of genetic distance on population density in the pre-industrial era, going as far
back as year 1. In Malthusian times, population density is the proper measure of overall
technological sophistication, since per capita income gains resulting from innovation are
only transitory, and soon dissipated by an increase in fertility (Ashraf and Galor, 2011
provide empirical evidence on this point). We also study the time path of the eftect of
genetic distance around the Industrial Revolution. Our model predicts that this effect
should peak during the initial phases of the diftusion of the Industrial Revolution, as

41 past work, we employed various methods to deal with the spatial correlation that arises as a by-product
of the construction of the left-hand side variable, such as including a set of common country dummies.
The results were not sensitive to the method used to control for spatial correlation. See Spolaore and
Wacziarg (2009) for further details.
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only places close to its birthplace have adopted the new innovation. The model predicts
that the effect should decline thereafter, as more and more societies adopt industrial and
post-industrial modes of production.

3.3.2 Data

3.3.2.1 Genetic Distance Data

Our source for genetic distance data is Cavalli-Sforza et al. (1994). The main dataset covers
42 ethnolinguistic groups samples across the globe.'” The genetic data concerns 120 gene
locus, for which allele frequencies were obtained by population. The gene locus were
chosen to represent neutral genes, i.e. genes that did not spread through natural selection
but through random drift, as determined by geneticists. Thus, when aggregated over
many genes, measures of genetic distance obtained from neutral genes capture separation
times between populations, precisely the analog of genealogical distance employed in our
theoretical model.

The specific measure of genetic distance we use is known as Fg7 genetic distance, also
known as Wright’s fixation index.'* To illustrate the index, we derive it for the specific case
of two populations, one locus and two alleles. The number of individuals in population
i is n;. Total population is n = Z,‘Z:1 n;. The share of population i is w; = n;/n. Consider
one locus with two possible alleles: either Q or q. Let 0 < p; < 1 be the frequency of
individuals in population i with allele Q. Let p be this frequency in the whole population
( = Z?=1 wipi). The degree of heterozygosity (i.e. the probability that two randomly
selected alleles within a population are different) within population i is H; = 2p;(1 — p)),
and average heterozygosity across populations is Hg = Ziz:l w;H;. Heterozygosity for
the whole population is Hy = 2p(1 — p). Then Wright’s fixation index, Fsy, is defined
as:

Fop =1 Hs __ mpa( = po) + mapo(l = po). (3.31)
Hy np(l —p)

This is one minus the ratio of group level average heterozygosity to total heterozygosity.

If both populations have the same allele frequencies (p; = p»), then H; = Hg = H, and
Fgp = 0. In the polar opposite case, individuals within each population all have the same
alleles, and these alleles differ completely across groups (p; = 1 —p»). Then Fs = 1 (total
fixation). In general, the higher the differences in allele frequencies across populations, the
higher is Fg7. The formula can easily be extended to account for more than two alleles.
Fsr can be averaged in a variety of ways across loci, so that the resulting Fsr distance is a
summary measure of relatedness between the two populations. Moreover, bootstrapping
techniques can be used to obtain standard errors on estimates of Fsy. Details of these

15 We will also make use of a more detailed dataset covering 26 European populations. Since populations
were sampled at the country level rather than at the ethnic group level for the European dataset, matching
populations to countries was an easier task.

16 1 past work, we also used the Nei index. Results did not hinge on the use of either index.
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extensions are provided in Cavalli-Sforza et al. (1994, pp. 26-27). We rely on the genetic
distance data that they provide, i.e. we rely on population geneticists’ best judgment as
to the proper choice of alleles, the proper sampling methods, and the proper way to
aggregate heterozygosity across alleles.

The genealogical tree of human populations is displayed in Figure 3.2, where the
genetic distance data was used to construct a tree showing the successive splits between
human populations over the course of the last 70,000 years or so. In this figure, recent splits
indicate a low genetic distance between the corresponding populations. In the source
data pertaining to 42 world populations, the largest Fsp genetic distance between any two
populations is between the Mbuti Pygmies and the Papua New Guineans (Fsp = 0.4573).
The smallest is between the Danish and the English (Fsp = 0.0021).

Genetic distance is obtained at the level of populations but it was necessary to construct
measures pertaining to countries. We matched ethnolinguistic groups in Cavalli-Sforza
et al. (1994) to ethnic groups for each country using the ethnic group data from Alesina
et al. (2003), and then constructed the expected distance between two individuals, each
drawn randomly from each of the two countries in a pair. Thus, our baseline measure of
genetic distance between countries 1 and 2 is:

]
FST};, = Z Z(Su X sop X FSTy), (3.32)

i=1 j=1

where sy; is the share of population i in country 1, s,; is the share of population j in country
2,and FSTj is genetic distance between population i and j. This index is also known as
the Greenberg index (after Greenberg, 1956), and is increasingly used in economics as a
measure of ethnolinguistic heterogeneity (see for instance Bossert et al. 2011).!7

The measure derived above, FSTlVZV, is the absolute measure of expected distance
between any two countries 1 and 2. In keeping with the theoretical definition, we can
also define a measure of these countries’ relative distance to the technological frontier f:

FSTY = |FST) — FSTyf|. (3.33)

Finally, the procedure above matches populations to ethnolinguistic groups as they
occur in the contemporary period. It is, however, also possible to calculate genetic distance
as of the year 1500 AD, by matching populations to the plurality group in each country
given their composition in 1500. Thus, for instance, in the 1500 match, Australia is
matched to the Aborigenes population (while for the contemporary period Australia
is matched to a combination of English and Aborigenes—predominantly the former).

7 In past work we also used the genetic distance between the largest populations (i.e. genetic groups) in
countries 1 and 2. The correlation between expected (weighted) genetic distance and this alternative
index is very high, and it does not matter which one we use in our empirical work.
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Figure 3.2 Genetic distance among 42 populations. Source: Cavalli-Sforza et al. 1994.
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We make use of the 1500 match in some historical regressions, or as an instrument for
contemporary genetic distance. Again, measures of absolute and relative genetic distance
are computed using the 1500 match of populations to countries.

3.3.2.2 Measures of Development and Technological Sophistication

We use a variety of measures of differences in economic development and technological
sophistication. The first set of measures is defined at an aggregate level. The primary
measure for the contemporary period is the absolute difference in log per capita income in
2005 (from the Penn World Tables version 6.3). For the pre-industrial periods, we consider
the absolute difference in population density. The population density data pertains to the
year 1500, and the source is McEvedy and Jones (1978). Despite more limited geographic
coverage, we also use data on per capita income going back to 1820, from Maddison
(2003), in order to examine the time path of the effect of genetic distance around the
time of the Industrial Revolution.

The second set of measures includes disaggregated measures of technology usage, either
along the extensive margin (for the historical period) or along the intensive margin (for
the contemporary period).'® We rely mostly on data from Comin et al. (2010, henceforth
CEG). CEG gathered data on the degree of technological sophistication for the years
1000 BC, 1 AD, 1500 AD, and the contemporary period (19702000 AD). We make use
of the data for 1500 AD and the contemporary period, since this corresponds most closely
to the available genetic distance data. The data for 1500 pertain to the extensive margin
of adoption of 24 separate technologies, grouped into 5 categories: military, agricultural,
transportation, communication, and industry. For each technology in each category, a
country is given a score of 1 if the technology was in use in 1500, 0 otherwise. The
scores are summed within categories, and rescaled to vary between O and 1. An overall
index of technological sophistication is also obtained by taking the simple average of the
technological index for each of the 5 categories.

For the 1970-2000 AD data, technology usage is measured along the intensive margin.
The basic data covers the per capita usage intensity of nine technologies, obtained from the
database of Comin et al. (2008). For each technology,a country’s usage is characterized as
the number of years since the technological frontier (the United States) had the same level
of per capita usage. The index is then rescaled to vary from O to 1, where 1 denotes usage at
the same level as the frontier. Technologies are aggregated into 4 of the 5 aforementioned
categories (all except the military category), and a simple average of the four measures is
also available.

Finally, we attempted to measure technological sophistication at a more disaggregated
level. This allows for a more refined analysis based on individual technologies that were
not aggregated into broader categories, as is the case in the CEG dataset. For this, we relied

18 These technologies are listed in Appendix 1.
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on the CHAT dataset (Comin and Hobijn, 2009), which contains data on usage of 100
technologies. We restricted attention to technologies for which data is available for at least
50 countries over the 1990-1999 period. This led to a restricted set of 33 technologies,
covering a wide range of sectors—medical, transportation, communications, industrial,
and agricultural technologies. For each of the underlying 33 technologies, we calculated
usage per capita, in order to maintain a consistent definition of the intensity of use.'” For
instance, for the technology “personal computers,” the dependent variable is the absolute
difference, between country i and country j, in the number of computers per capita.
For all technologies, the technological leader was assumed to be the United States, an
assumption confirmed in virtually all cases when examining the actual intensity of use.

All of these measures of technological sophistication were available at the country
level, so we computed the absolute difference in technology measures across all available
pairs of countries for the purpose of empirical analysis.

3.3.2.3 Measures of Geographic Barriers
Measures of genetic distance are correlated with geographic distance. Indeed, homo
sapiens is estimated to have migrated out of East Africa around 70,000 years ago, and from
there spread first to Asia, and then later fanned out to Europe, Oceania, and the Americas.
As early humans split into subgroups, the molecular clock of genetic drift started operating,
and populations became more genetically distant. It is not surprising that the farther in
space, the more genetically distant populations are expected to be. It is therefore important
to control for geographic distance when estimating the human barriers to the diffusion of
innovations. At the same time, as we describe below, the correlation between geographic
distance and genetic distance is not as large as one might expect. This is the case for
two major reasons: First, genetic drift occurred along rather specific geographic axes. For
instance, a major dimension along which populations array themselves in proportion to
their genetic distance is a rough straight line between Addis Ababa and Beijing. There need
not be a strict correspondence, then, between genetic distance and common measures of
geographic distance relevant as geographic barriers to the spread of innovations,such as the
greater circle distance or latitudinal distance. Second, more recent population movements
have served to break the initial links between geographic distance and genetic distance.
Two highly relevant population movements were the conquests of parts of the New World
by Europeans, and the slave trades occurring thereafter. We obtain some (but not all) of
our identifying variation oft of these post-1500 population movements.

To capture geographic distance we use a large array of controls, capturing both simple
geodesic distance, distance along the longitudinal and latitudinal dimensions, and binary
indicators of micro-geography such as whether the countries in a pair are contiguous, are

19 One exception was for the share of cropland area planted with modern varieties, for which it would
make little sense to divide by population. All other technologies were entered in per capita terms.
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islands, are landlocked, or share a common sea or ocean. This set of controls was included
in every regression, and was supplemented in robustness tests by additional geographic
controls such as climatic difterences, continent effects, and freight costs.

3.3.2.4 Summary Statistics and Data Patterns

Figure 3.3 presents a simple plot of weighted genetic distance to the USA against per
capita income, and Figure 3.4 does the same after partialling out the effect of geodesic
distance (a similar figure is obtained after partialling out the effect of a longer list of
geographic distance metrics). Both figures reveal a negative association between per
capita income and genetic distance to the USA. Table 3.1 presents summary statistics
to help in the interpretation of regression estimates. Panel B displays correlations based
on 10,440 country pairs, based on 145 countries. These correlations are informative: the
absolute genetic distance between pairs bears a correlation of 19.5% with the absolute
difference in log per capita income. Genetic distance relative to the USA, however, bears
a much larger correlation of 32.26%, a pattern consistent with the predictions of the
barriers model, implying a larger effect of relative genetic distance compared to absolute
genetic distance. Finally, as mentioned above, the correlation between genetic distance
(either relative to the frontier or not) with geodesic distance, is positive but moderate
in magnitude, offering hope that the effect of genealogical barriers can be estimated
separately from that of geographic barriers.

o LUX QAT
=
NOR A]RE BRN
USA %N T SERG
o
—
0
o
=)
«
Lo -
£
o]
(8]
£
8
.aoo -
I
(8]
2 L
o~ | BFA SLB BOAWI
S NErR MHe TGO CAEZA
AFG ERI  GNB BDI
SOM
© - LBR ZAR
1 -
T T T T T
0 .05 1 .15 2

FST Genetic distance to the USA, weighted

Figure 3.3 Logincome in 2005 and genetic distance to the USA.



Enrico Spolaore and Romain Wacziarg

142

SUONEAIIS]O (pp (] “[PAI] %G St 1€ JuEoyusLg

«L1€€°0 668070 779070 9¢10°0 (U3 JO SpULsNOTI) SOURISIP JISIPOIL)
! 98570 «80¥C°0 086170 sared uLaMIaq dURISIP D1AUAT TS PAIYSIoM
1 «S019°0 £9TTE'0 VSN 24 01 9ANE[2I 9UEISIp dNoUaT 1.5 PAIySrop
1 £S¥VLT0 00S 1 ‘YSI[SUY Y3 01 SANE[2I dDURISIP dNAUIT [ S
suole|ali0d—g [dued
sajed
usamiaq v¥snayr  00sL ‘ysibu3 S002T
duelsip 019AIE[DI  dY) 0} dANE[D eyded sad
Jnauab ‘3s1p ‘uab duelsip awodul o
154 pawybrapm 154 parybram onauab 154 urasualsyia
SUODIBAIISAO Oy 0]
cls6'61 SOL00 0cel'y 6vCl’L (wry JO spuesnoOy)) AIULISIP JIIPOID)
79¢¢°0 0 81800 ¥C11°0 sared 122M319q AUBISIP D1OUIT 1G] PaIYSIop
LT1T0 0 SL¥0°0 TI90'0 VSN 9Y3 01 9ANE[AI 2DURISIP ONAUIT TS PAYSIOM
88¢C0 0 €ec00 01L0°0 00ST ‘YSIBUY 23 03 JANE[2T DUEISIP dNOUE [,
SLL8Y  1#20000°0 ¥686°0 ¥¥8¢1 00z vardes xod swoour S0[ Ul UYL
uoleLeA pue uesw—y [dued
wnwixep wnwiulp UOIIBIASP piepurlS uespy d|qenep

1SoJ91Ul JO so|gelleA ulew oyl 10j solisiels \Cmc\_rcsm L€ o|qel



Long-Term Barriers to Economic Development 143

o
QAT BRN
AUS AR SCP ke
~ N
GNQ
o 4
TTO  BRE aWA
S

o CRBARAm o8

JAM AGIDG

NG

Partialled—out log per capita income 2005

T T T
-1 -.05 0 .05 1

Partialled—out FST Genetic distance to the USA, weighted
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3.4. BARRIERS TO DEVELOPMENT: EMPIRICAL RESULTS

3.4.1 Results for Aggregate Measures of Economic Development

3.4.1.1 Baseline Estimates

Baseline estimates of Equations (3.28)—(3.30) are presented in Table 3.2. The predictions
of the barriers model are borne out: after controlling for various measures of geographic
distance, differences in per capita income are significantly correlated with both absolute
and relative genetic distance (columns 1 and 2).>’ However, the magnitude of the effect
of genetic distance relative to the technological frontier (column 1) is about three times
as large as the effect of absolute genetic distance (column 2). This is true when comparing
both the estimated coefficient and a standardized measure of magnitude (the standardized
beta, reported in the next to last row of Table 3.2). When including both measures in
the regression (column 3), genetic distance relative to the frontier remains significant
while absolute genetic distance becomes insignificantly different from zero. In terms of
magnitudes, a one standard deviation increase in Fg7 genetic distance relative to the USA

20 A myriad additional controls were included as robustness tests in analogous regressions presented in
Spolaore and Wacziarg (2009). These included climatic differences, freight costs, etc. Results were robust
to the inclusion of these additional control variables.
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is associated with an increase in the absolute difference in log income per capita of almost
29% of that variable’s standard deviation.

Column 4 of Table 3.2 reports results of IV estimation, using relative genetic distance
to the English population in 1500 as an instrument for current genetic distance to the
USA. This is meant to address two specific concerns: First, matching the 42 populations
for which genetic distance data is available to contemporaneous ethnolinguistic groups
may introduce measurement error. The main difficulties in the match arise for the New
World where it is sometimes difficult to assess which European population to match with
the descendents of past European settlers; which African populations to match with for-
mer slaves; and what shares to ascribe to these various populations in the total population,
given that many of them mixed over time, resulting in significant shares of populations
with mixed ancestry (the latter issue arises mainly in Latin America). In contrast, the
1500 match of genetic groups (populations) to the plurality ethnic group is much more
straightforward, since the Cavalli-Sforza et al. (1994) data was gathered precisely to rep-
resent the makeup of countries as they stood in 1492, prior to the population movements
associated with the conquest of the New World. The second concern is endogeneity:
genetic distance between countries changed in the post-1492 era due to the aforemen-
tioned conquest of the New World and the slave trades. It is possible that areas well suited
to high incomes in the industrial era, perhaps due to geographic factors such as a temper-
ate climate, happened to attract certain populations (for instance Europeans) as settlers.
In this case, it would be the potential for differential incomes that would causally affect
genetic distance rather than the opposite. Using genetic distance lagged by 500 years
as an instrument addresses this particular endogeneity concern. The results presented in
column 4, show that, if anything, OLS understated the eftect of relative genetic distance:
its standardized eftect rises under IV to 46.49%. Since the IV estimates are larger than
the OLS estimates, to remain conservative we rely in the rest of this chapter on OLS
estimates.

3.4.1.2 Regional Controls and Analysis

In Table 3.3, we run a variety of regressions accounting for regional effects. In column
1, we include a full set of continental dummy variables capturing both whether the
countries in a pair are both located on the same specific continent (an effect presumed
to go in the direction of reducing the difference in economic performance between
these countries); and whether they are located on different ones (as further defined in
the footnote to Table 3.3). The idea behind this test is to further control for geographic
factors not already captured by the included geographic distance variables. However, this
is a demanding test, since continent effects could capture geographic barriers but also part
of the effect of human barriers that could be mismeasured when using genetic distance.
Nonetheless the eftect of genetic distance remains robust to controlling for a full set of
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12 same- and different-continent dummies. While the effect of genetic distance falls in
magnitude, it remains large and highly significant statistically.

Columns 2 and 3 make use of the separate genetic distance dataset we have for 26
countries in Europe. Here, the relevant measure of genetic distance is Fsr distance to the
English (England being the birthplace of the Industrial Revolution), though the results
do not change if we use distance to the Germans instead. We find that within Europe,
genetic distance is again a strong predictor of absolute differences in log per capita income.
The standardized beta on genetic distance relative to the English 1s of the same order of
magnitude as that found in the world sample, and it is highly significant. There are two
major genetic clines in Europe: one separating the north and the south, another one
separating the east and the west. These correspond to north-south and east-west income
differences. Since the east-west cline overlaps to a large degree with regions that were
on either side of the Iron Curtain during the Cold War, to assess whether this historical
feature explains all of the effect of genetic distance on economic performance, we repeat
our regression using income in 1870 (from Maddison), well prior to the rise of the
Eastern bloc. We find that the effect of genetic distance is in fact larger in magnitude in
the immediate aftermath of the Industrial Revolution, with the standardized beta rising
to almost 44%. This result assuages concerns that the contemporary results were a result
of the fact that the Iron Curtain as a first approximation, separated Slavic from non-Slavic
Europeans. It is also highly consistent with the barriers story since, as we further explore
below, the effect of genetic distance should be larger around the time of a large innovation,
in the midst of the process whereby countries other than the frontier are busy adopting
the frontier technology in proportion to how genetically far they are from the frontier.
In sum, our effects hold within Europe, where genetic distance is better measured.

Since the basic result of this chapter holds so strongly for Europe, might Europe drive
the World results? To test this, in column 4 we exclude any pairs of countries containing
at least one European country. Compared to the baseline results, the standardized eftect
of genetic distance relative to the USA declines from 30% to 25%, but remains large
and statistically significant—highlighting that the results are not due to Europe alone.
To drive home the point, in column 5 we control for the absolute difference in the
share of the population of European descent, using data from the Putterman and Weil
(2010) migration matrix. The regression now controls more broadly for the effect of
European-ness, and while the eftect of the absolute difference in the share of Europeans
is a positive and statistically significant determinant of differences in per capita income,
its inclusion in the regression only moderately reduces the standardized effect of relative
genetic distance (to 27%). We conclude that our results are not driven by the inclusion of
European countries in the sample, nor are they driven by the genetic difference between
Europeans and the rest.

The final geographic concern that we explore is whether Sub-Saharan Africa drives
our results. As Figure 3.2 illustrates, Sub-Saharan African populations are genetically
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distant from the rest of the world: the out-of-Africa migrations occurring about 70,000
years ago were the first foray of modern humans out of Africa, and consequently Africans
and other world populations have had the longest time to drift apart genetically from each
other. Sub-Saharan populations also have some of the lowest per capita GDPs recorded
in the world. While it is part of our story to ascribe some of the poverty of Africa to the
barriers to technological transmission brought about by its high degree of genealogical
distance from the rest of the world, it would be concerning if our results were entirely
driven by Sub-Saharan Africa. To address this concern, in column (6) of Table 3.3 we
exclude any pair that involves at least one Sub-Saharan country from our sample. We find
that the effect of genetic distance falls a little, but remains positive, statistically significant,
and large in magnitude with a standardized beta equal to 17%. Together with the strong
results within Europe, this should lay to rest any notion that our results are driven solely
by Sub-Saharan Africa.

3.4.1.3 Historical Analysis

We now turn to a historical analysis of the determinants of aggregate measures of eco-
nomic performance, seeking to achieve two main goals. The first is to assess the robustness
of the eftect of genetic distance through time. The second goal is to describe the time path
of the standardized eftect of genetic distance around the time of the Industrial R evolu-
tion. In our barriers model, a major innovation such as the Industrial R evolution should
lead to a specific pattern in the evolution of the effect of relative genetic distance on
differences in economic development. Specifically, the effect of genetic distance should
be large in the aftermath of the onset of the Industrial Revolution in the frontier country.
As more and more societies adopt the Industrial Revolution, the effect should gradually
decline. We now redefine the frontier country as the United Kingdom (i.e. the English
population) since it is a more appropriate choice for the period concerned.’!

Table 3.4 displays pairwise correlations between historical measures of differences
in economic development and genetic distance. For the 1500 period, we consider the
correlation between relative genetic distance to the English using the 1500 match, and
population density. For periods from 1820 to today, it is best to rely on the correlation
between contemporaneous weighted genetic distance relative to the UK, and the absolute
difference in log per capita income at various dates.”” A few remarks are in order: First,

21 This choice is not very material. In fact, relative genetic distance to the English and relative genetic distance
to the United States are very highly correlated, because the United States are primarily composed of
populations from Western Europe—either the English or populations genetically very close to the English.
In fact, by world standards, genetic distances between Western European populations are so small that it
matters little empirically which Western European population is chosen as the frontier. For instance, for
1500 we experimented with using Italy as the frontier country; results were unchanged.

22 We lack genetic distance data suitable for the millenia prior to 1500, despite the existence of some
population density data for early dates. At any rate it is not clear that our barriers story would apply with
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this data reveals some persistence in economic fortunes. In spite of being different mea-
sures, even the absolute difference in population density in 1500 and the absolute dif-
ference in log per capita income in 2005 bear a correlation of about 12% with each
other. Correlations between income-based measures are much higher (for instance, the
correlation of income differences in 1820 and 2005 is 33%). Second, genetic distance
is positively and significantly correlated with these measures of differences in economic
performance at all dates. For instance, the correlation between the absolute difference in
population density in 1500 and relative genetic distance to the English in 1500 is about
16%. This rises to 32% in 2005 (comparisons of magnitudes should be made cautiously
from this table as the underlying samples difter by date—but in the case of 1500 and 2005
the samples are very similar—more on this point below). In general, simple correlations
reveal that despite some changes in the relative fortunes of nations over the last 500 years,
the correlation between genetic distance and development seems to exist at all dates.

Table 3.5 turns to regression analysis. Across all columns, corresponding to difterent
dates, genetic distance relative to the UK comes out with a positive, significant coefficient.
Thus, the effect of genetic distance is robust to considering different dates and a different
measure of economic development for the Malthusian period. The penultimate row of
Table 3.5 shows the evolution of the standardized eftect of genetic distance over time for
a common sample of 820 country pairs (41 countries), for which income data is available
at all dates. The magnitudes here are somewhat smaller than when using unrestricted
samples across periods, in part because the 41 countries only include one Sub-Saharan
African country (and that country is South Africa, which is relatively rich). However,
restricting the sample to pairs available at all dates allows for a comparison of magnitudes
across time. To facilitate interpretation, the standardized effects from the common sample
are displayed in Figure 3.5.

This figure lends further credence to the barriers model. Indeed, just as predicted
above, the eftect of genetic distance, which is initially modest in 1820, rises by around
75% to reach a peak in 1913, and thereafter declines. Thus, in the few decades following
the adoption of the Industrial Revolution by countries in the (genetic) periphery of
England, the effect of genetic distance was maximal. Thereafter, as more and more societies
industrialized, the effect fell steadily.

3.4.2 Results for Specific Innovations

The analysis above concerns determinants of differences in aggregate productivity. This is
useful to analyze very broad trends like the diffusion of the Industrial Revolution. Yet our
model also applies to the diftusion of more specific technologies. Indeed, if our empirical
results applied to aggregate measures of development or technological sophistication

as much force in periods where geographic barriers to the diffusion of innovation were so overwhelming,
except perhaps in a regionally narrow context.
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Figure 3.5 Standardized effect of genetic distance over time, 1820-2005.

only, but did not extend to more disaggregated technologies, it would cast doubt on
the hypothesis that the main effect of genetic distance is to hinder the transmission of
technologies across societies with very difterent cultures and histories. In this subsection,
we use data directly at the technology usage level to address this issue.

Table 3.6 starts with some summary statistics from the CEG dataset, pertaining to
the contemporary period. Panel A is mainly meant to assist in the interpretation of the
regressions that come next, but Panel B already contains interesting information. The
first observation is that differences in the intensity of technology usage in 1970-2000
across various technological categories are correlated, but imperfectly. Second, differ-
ences in technology usage intensity are positively correlated with per capita income, but
the correlations are in the 0.4-0.7 range depending on the technological category, so
these variables do not all measure the same thing. In other words, our measures of dif-
ferences in technology usage are not simply indicators of differences in overall economic
performance. Third, differences in technology usage are correlated more strongly with
genetic distance relative to the frontier than with genetic distance per se. In fact, correla-
tions with the latter are often close to zero while correlations with the former are always
positive and significant.
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Table 3.7 carries out the regression analysis for the contemporary period, controlling
for geographic distance. Genetic distance relative to the frontier comes out positive in all
cases, and significant at the 5% level or better for 3 of the 4 technological categories, as
well as for the summary index of overall technology usage. The only category for which
genetic distance is not significant is agricultural technologies. One possible interpretation
is that agricultural technologies for the contemporary period under consideration have
already widely diffused around the globe and are already intensively in use in much of the
developing world, so that the effect of genetic distance as a barrier to their adoption can
no longer be detected. We also carried out the same regression analysis as that in Table
3.8, but adding to the specification the measure of absolute genetic distance between

23
pairs.

We found that relative genetic distance always trumped absolute distance, which
sometimes carried a negative sign and was statistically insignificant in most cases. Thus,
our test of the barriers story (Equation 3.30) also works when considering technology
usage intensity rather than aggregate measures of development.

Turning to the historical evidence, Table 3.8 examines the determinants of technology
usage differences along the extensive margin in the year 1500. As before, we use the
English population as the frontier (as before, it matters little if we use the Italians instead—
Italy was arguably the most technologically sophisticated country in the world in 1500).
For 1500, we have 5 rather than 4 technological categories, plus the overall index of
technological sophistication. We find that in all cases, genetic distance relative to the
English is positive and statistically significant at the 10% level. In 5 of the 6 columns, it is
significant at the 1% level (as before, the weakest results are for agricultural technologies).
This is remarkable given the crudeness of the measure of technological use in 1500, based
on counting whether or not each of 24 technologies, grouped in functional categories,
were in use at all in a given country at the time. Moreover, as before, we also conducted
horseraces between relative genetic distance and absolute genetic distance.”* For five of
the six indicators we again found that relative genetic distance trumps absolute genetic
distance, with the latter entering with either the wrong sign, a very small magnitude, or
low significance levels. The only exception, once again, was for agriculture.

Finally, we carried out the same analysis with the 33 disaggregated technologies chosen
from the CHAT dataset. The results are presented in Table 3.9. For each technology, the
table reports the coefficient on relative genetic distance to the USA (from a regression in
which the standard set of geographic controls is included), the number of observations and
countries, the standardized beta coefficient on genetic distance, and the R?. The results
vary across technologies of course, but interesting observations emerge: (1) In every single
case the effect of genetic distance on differences in technology usage intensity is positive.
(2) In 22 of the 33 cases, the coefficient on genetic distance is significant at the 10% level,

23 Results are available upon request.
24 Results are available upon request.
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and in 19 cases at the 5% level. (3) The effect of genetic distance is particularly strong
for disaggregated agricultural technologies and industrial technologies, and weakest for
transportation and medical technologies. (4) The magnitude of the standardized eftects,
for those that are statistically significant, varies from 8% to 24%,a bit smaller but roughly in
line with what we found using aggregate measured of productivity or the CEG dataset.”

A consideration of technologies at a more disaggregated data, rather than measures of
overall productivity at the economy-wide level, provides additional evidence that human
barriers matter. Not only is genetic distance relative to the frontier a strong predictor of
technological usage differences in 1500 and in the contemporary period, we also find
that it generally trumps absolute genetic distance. The fact that genetic distance accounts
for differences in technological usage indicates that our previous aggregate results might
in large part be accounted for by hindrances to the adoption of frontier technologies
brought about by historical separation between populations.

3.5. ANCESTRY AND LONG-RUN DEVELOPMENT

In this section, we broaden the discussion of the role of ancestry as a determinant
of the comparative wealth of nations, building on the discussion in Spolaore and Wacziarg
(2013).2 Our basic argument is that traits passed on across generations within societies
play a fundamental role in accounting for the persistence of economic fortunes. However,
the specific way in which these traits operate can take a variety of forms. In the model
presented above, we argued that differences in vertically transmitted traits introduced
barriers to the diffusion of innovations across nations. We found much evidence that
this was the case for aggregate productivity and for specific innovations going back to
the year 1500. However, we have not said much about what causes the onset of these
innovations. Other authors have pointed to a role for traits to bear a direct effect on
the onset of major productivity enhancing innovations, broadly construed. We have also
not said much about the nature and specific method of transmission of the traits that are
thought to matter for prosperity. These traits could be transmitted culturally, biologically,
or through the interaction of culture and biology.

We proceed in several steps. We start by briefly describing the growing literature
on long-run persistence in the wealth of nations. We argue that the intergenerational
transmission of traits has a lot to do with explaining long-run persistence, because traits

25 We also conducted horseraces between absolute and relative genetic distance for each of the 33 disaggre-
gated technologies. Relative genetic distance remains positive and significant in 17 of the 22 cases where
relative genetic distance is significant at the 10% level when entered on its own. In the vast majority of
cases, absolute genetic distance enters insignificantly or with a negative sign.

26 The discussion of the relation between cultural traits and economic outcomes is also drawn in part from
Spolaore (2014).
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are much more easily transmitted across generations than across societies. That is, ancestry
matters to explain the wealth of nations. Next, we introduce a taxonomy to understand
the manner in which ancestry matters. In particular, we introduce a distinction between
barrier effects and direct effects of vertical traits. We also distinguish between the mode
of transmission of the traits, either cultural, biological, or dual. Finally, we provide several
examples from the recent literature illustrating the various ways in which ancestry can
matter.

3.5.1 Persistence and Reversals: The Role of Ancestry

Discussions of the long-run roots of comparative development usually start with geo-
graphic factors. A large literature has documented strong correlations between economic
development and geographic factors, for instance latitude, climate, and the disease envi-
ronment.”’ The observation that geographic factors are correlated with development was
at the root of Diamond’s (1997) book on the long-run development advantage enjoyed
by Eurasia—particularly Europe. On the surface, geography is a convenient explanation
for persistence, because geography does not change very much, so that this immutable
factor can be thought of as a prime reason for persistence in the wealth of nations. This
view, however, is overly simplistic, for at least two reasons: First, the effect of geography
on economic outcome can change depending on the technology of production. Geo-
graphic features useful to produce GDP in an agrarian economy may not be as helpful
in an industrial society. Second, the manner in which geographic factors aftect devel-
opment today is open to a variety of interpretations. The factors could operate directly
(for instance, a high disease burden can reduce productivity) or have an indirect effect
through their historical legacy. While both channels could be operative, the literature has
increasingly moved in the latter direction.

In fact, Diamond (1997) pointed out early that geographic factors such as the shape of
continents and the availability of domesticable plants and animals probably did not have
much to do with current development directly. It is because these factors gave people
from Eurasia an early advantage in development, and because this advantage has persisted
through the generations, that Europeans were able to conquer the New World (and many
parts of the old one) and to remain at the top of the world distribution of income for
a long time. This point became more widely recognized since a pathbreaking paper by
Acemoglu et al. (2002) where these authors pointed out that the reversal of fortune
experienced by former colonies between 1500 and today was inconsistent with a simple,
direct effect of geography: for the geographic factors that made countries poor 500 years
ago should be expected to make them poor today still. And yet fortunes were reversed

27 See, for instance: on climate and temperature, Myrdal (1968); Kamarck (1976); Masters and McMillan
(2001); Sachs (2001). On the disease environment: Bloom and Sachs (1998); Sachs et al. (2001); Sachs
and Malaney (2002). On natural resources: Sachs and Warner (2001).
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among a significant portion of the world’s countries. This paper pointed to an indirect
effect of geography, operating through institutions: where Europeans settled, they brought
good institutions, and these are the fundamental proximate cause of development. Where
Europeans chose to exploit and extract, the institutions they bequeathed had negative
effects on development.

Yet that interpretation, too, became the subject of debates. Glaeser et al. (2004), for
instance, state: “the Europeans who settled in the New World may have brought with
them not so much their institutions, but themselves, that is, their human capital. This
theoretical ambiguity is consistent with the empirical evidence.” We would go even
further: Europeans who settled in the New World brought with them the whole panoply
of vertically transmitted traits—institutions, human capital, norms, values, preferences.
This vector of vertical traits was by definition easier to transmit to the descendents of
Europeans than it was to convey to colonized populations. This interpretation suggests
an important role for ancestry, rather than only institutions, as an explanation for the
reversal of fortunes. Locations that were colonized by Europeans and were previously
characterized by low population density and the prevalence of non-agrarian modes of
subsistence became rich. Locations that were inhospitable to Europeans remained poor,
and Europeans remained at the top of the world distribution of aggregate productivity
throughout.”® That the wealth of a nation seems so strongly affected by the wealth of the
ancestors of those living in that nation suggests a central role for vertically transmitted
traits as an explanation for both long-run persistence and the current distribution of
income.

This interpretation led various authors to focus explicitly on persistence and ancestry.
First came our own work on genetic distance as a barrier to development, already discussed
in the previous sections (Spolaore and Wacziarg, 2009). Next came important papers by
Putterman and Weil (2010) and Comin and Hobijn (2010). These papers also explore
the deep historical roots of current development.

Putterman and Weil (2010) look at two important determinants of the current wealth
of nations: experience with agriculture, measured by the time elapsed since the adoption
of sedentary agriculture as a primary means of food production; and experience with a
centralized state, measured by the number of years a country has experienced centralized
governance, discounting years that occurred farther in the past. Both variables are predic-
tors of today’s per capita income, but they enter even more strongly when they are adjusted

28 We greatly expand on this point in Spolaore and Wacziarg (2013). In that paper, we revisit the Acemoglu
et al. (2002) evidence on the reversal of fortune. By examining the correlation between population
density in 1500 and per capita income today, we confirm their findings for former colonies. Yet we also
show that (1) any evidence of a reversal of fortune disappears when European countries are included in
the sample; (2) there is evidence of persistence among countries that were not former European colonies;
(3) persistence is even stronger when looking at countries that are populated mostly by their indigenous
populations. These facts are suggestive of a strong role for ancestry as an explanation for persistence.
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for ancestry. To adjust variables for ancestry, Putterman and Weil construct a migration
matrix. In this matrix, a row pertains to a country, and columns contain the fraction of
that country’s population whose ancestors in 1500 lived in each of the world’s countries.
For the Old World, entries are mostly diagonal: that is, the ancestors of the French mostly
lived in France in 1500. For the New World, however, the ancestors of current populations
are often in significant numbers from other continents altogether—primarily European
countries for European colonizers, and Sub-Saharan African countries for the descen-
dants of former slaves. By premultiplying a variable by the migration matrix, one obtains
this variable’s ancestry-adjusted counterpart. For instance, for Australia, the history of the
location is the history of the Aborigenes, while the history of the current population is
mostly the history of the English. Putterman and Weil’s major contribution is to show that
ancestry-adjusted years of agriculture and ancestry-adjusted state centralization are much
stronger predictors of current income than their non-ancestry adjusted counterparts. This
suggests an important role, again, for traits that are passed on intergenerationally within
populations.

Comin et al. (2010) take a different approach, but reach a similar conclusion: they
show that the degree of technological sophistication of countries is highly autocorre-
lated even at very long horizons: they detect correlations between current technological
usage levels (measured along the intensive margin in the current period) and techno-
logical usage as far back as the year 1000 BC (measured along the extensive margin for
a set of 12 ancient technologies). Current per capita income is also correlated strongly
with past technological sophistication in the years 1000 BC, 1 AD, and 1500 AD. In this
case, a history of technological advancement predicts current income and technologi-
cal advancement, an indication of persistence. The crucial point, however, is again that
when the historical (lagged) variables are entered in their ancestry-adjusted forms, they
are much stronger predictors of current outcomes than variables that capture the history
of a location. In this context also, there appears to be a strong role for ancestry and inter-
generational transmission as explanations for the persistence in technology and income
levels.

Why does ancestry matter? In what follows, we present a taxonomy of the possible
effects of vertically transmitted traits on growth and development. This taxonomy is
summarized in the following matrix:

Mode of operation —> Direct eftect Barrier effect
Mode of transmission |,

Biological Transmission Quadrant I Quadrant IV
(genetic and/or epigenetic)

Cultural Transmission Quadrant II QuadrantV
(behavioral and/or symbolic)

Dual Transmission Quadrant III Quadrant VI

(biological-cultural interaction)
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3.5.2 Modes of Transmission

The inheritance of traits from one generation to the next in humans takes place through
several modes of transmission and along multiple dimensions. Recent scientific advances
stress the complexity of different inheritance mechanisms (for example, see Jablonka
and Lamb, 2005) which interact with each other as well as with environmental and
societal factors. For simplicity, in our taxonomy we focus on three broad categories:
biological transmission, cultural transmission, and the interaction of biological and cultural
transmission (dual transmission).

Biological transmission includes genetic transmission. Individuals inherit nuclear DNA
from their parents. Humans also inherit mitochondrial DNA (mtDNA) only from their
mothers mitochondrial DNA codes for the genes of the cell structures which convert
food into useable energy, while nuclear DNA codes for the rest of the human genome.
The measures of genetic distance used previously in this chapter are based on differences
in the distribution of nuclear DNA across populations—that is, on differences in DNA
inherited from both parents. As already mentioned, genetic distance is based on neutral
genes, which change randomly and are not affected by natural selection. Other parts of
the DNA code for genes that are affected by natural selection, such as those affecting eye
color or skin color. All these traits are transmitted biologically.

However, genetic transmission is not the only form of biological transmission. In
recent years, biologists have also given much attention to epigenetic inheritance systems.
Epigenetics refers to the mechanisms through which cells with the same genetic informa-
tion (i.e. DNA) acquire different phenotypes (i.e. observable characteristics) and transmit
them to their daughter cells. Examples of epigenetic markers are methylation patterns:
DNA methylation is a biochemical process that stably alters the expression of genes in
cells by adding a methyl group to a DNA nucleotide. There is currently a debate in the
scientific literature about the extent to which epigenetic changes can be inherited from
one generation to the next—for instance, see Chandler and Alleman (2008) and Morgan
and Whitelaw (2008). An example of possible intergenerational epigenetic inheritance,
mentioned by Morgan and Whitelaw (2008), is the Dutch Famine Birth Cohort Study
by Lumey (1992), reporting that children born during famine in World War II were
smaller than average and that the effects could last two generations (but see also Stein
and Lumey, 2002). In principle, epigenetic mechanisms could explain rapid biological
changes in populations that could not be due to genetic selection. Epigenetic mech-
anisms have recently been emphasized by microeconomists working on human capital
formation, such as Cunha and Heckman (2007, p. 32), who wrote: “the nature versus
nurture distinction is obsolete. The modern literature on epigenetic expression teaches us
that the sharp distinction between acquired skills and ability featured in the early human
capital literature is not tenable.”

Of course, biological inheritance is not the only mode of intergenerational trans-
mission of traits across human beings. Many traits are transmitted culturally from one
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generation to the next. An important example is the specific language that each child
acquires through learning and imitation, usually (but not necessarily) from parents or
other close relatives. Other cultural traits include values, habits, and norms. In general,
culture is a broad concept, which encompasses a vast range of traits that are not transmit-
ted biologically across generations. The Webster’s Encyclopedic Unabridged Dictionary
defines culture as including “the behaviors and beliefs characteristic of a particular social,
ethnic or age group” and “the total ways of living built up by a group of human beings
and transmitted from one generation to the other.” Richerson and Boyd (2005, p. 5), two
leading scholars in the field of cultural evolution, define culture as “information capable
of affecting individuals’ behavior that they acquire from other members of their species
through teaching, imitation, and other forms of social transmission.”

Following Jablonka and Lamb (2005), we can distinguish between two forms of cul-
tural transmission, both involving social learning: behavioral transmission and symbolic
transmission. Behavioral transmission takes place when individuals learn from each other
by direct observation and imitation. Symbolic transmission instead is about learning by
means of systems of symbols—for example, by reading books. Most scholars of human
evolution believe that the bulk of observed human variation in intergenerationally trans-
mitted traits is mainly due to cultural transmission rather than to biological transmission.
For instance, prominent anthropologists Henrich and McElreath (2003, p. 123) write:
“While a variety of local genetic adaptations exist within our species, it seems certain
that the same basic genetic endowment produces arctic foraging, tropical horticulture,
and desert pastoralism [...]. The behavioral adaptations that explain the immense success
of our species are cultural in the sense that they are transmitted among individuals by
social learning and have accumulated over generations. Understanding how and when
such culturally evolved adaptations arise requires understanding of both the evolution of
the psychological mechanisms that underlie human social learning and the evolutionary
(population) dynamics of cultural systems.”

In sum, our classification of modes of intergenerational transmission includes two
broad categories: biological transmission (both genetic and epigenetic), and cultural trans-
mission (behavioral and symbolic). However, these two forms of transmission should not
be viewed as completely distinct and independent. On the contrary, a growing line of
research stresses that human evolution often proceeds from the interaction between bio-
logical and cultural inheritance systems, where each system is influenced by the other
system. According to Richerson and Boyd (2005, p. 194), genes and culture can be seen as
“obligate mutualists, like two species that synergistically combine their specialized capaci-
ties to do things that neither can do alone. [...] Genes, by themselves can’t readily adapt to
rapidly changing environments. Cultural variants, by themselves, can’t do anything with-
out brains and bodies. Genes and culture are tightly coupled but subject to evolutionary
forces that tug behavior in difterent directions.” This approach to evolution is known as
dual inheritance theory or gene-culture coevolution (Cavalli-Sforza and Feldman, 1981;
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Cavalli-Sforza et al. 1994; Boyd and Richerson, 1985; Richerson and Boyd, 2005). In
such a framework, observable human outcomes can be viewed as stemming from the
interplay of genetically and culturally transmitted traits. A well-known example of gene-
culture coevolution is the spread of the gene controlling lactose absorption in adults
in response to cultural innovations, such as domestication and dairying (Simoons, 1969,
1970; Richerson and Boyd, 2005; Chapter 6). The ability to digest milk as an adult (i.e.
to be “lactase persistent”) is given by a gene that is unequally distributed among difterent
populations: it is prevalent among populations of European descent, but very rare among
East Asians and completely absent among Native Americans. It is well understood that
such a gene did spread rapidly after the introduction of domestication among populations
that kept milk-producing animals, such as cows or goats, reinforcing the advantages from
those practices from an evolutionary perspective. In general, dual inheritance—the third
“mode of transmission” in our taxonomy—captures such a complex interaction between
genetic and cultural factors.

3.5.3 Modes of Operation

Traits can be transmitted from one generation to the next biologically, culturally, or
through the interaction of genes and culture (dual transmission). But how do such traits
affect economic outcomes? Our taxonomy distinguishes between direct eftects and bar-
rier effects.

Direct Effects. Most of the economic literature has focused on direct eftects of verti-
cally transmitted traits on income and productivity. Such eftects occur when individuals
inherit traits that directly impact economic performance, either positively or negatively.
For example, most contributions on the relation between cultural values and economic
development stress inherited norms and beliefs that directly lead to positive or negative
economic outcomes. Weber (2005), the great German sociologist and political economist,
in his classic book The Protestant Ethic and the Spirit of Capitalism, provided a systematic and
influential study emphasizing the direct positive eftects of specific culturally transmitted
traits on economic performance. Weber was in part reacting to the Marxist view, which
considered cultural beliefs and values, such as religion, as the by-product of underlying
economic factors. Instead, Max Weber argued for direct causal effects of culturally trans-
mitted traits on economic outcomes. Specifically, he proposed that the emergence of a
new Protestant ethic, which linked “good works” to predestination and salvation, had a
direct effect on the rising of the “spirit of capitalism”, a new attitude toward the pursuit
of economic prosperity. Among Weber’s more recent followers is, for example, the eco-
nomic historian Landes (1998, 2000), who titled one of his contributions Culture Makes
Almost All the Difference, and opened it with the line “Max Weber was right.” Landes’
emphasis was also on the direct economic effects of culture, defined as “the inner values
and attitudes that guide a population.” According to Landes (p. 12): “This is not to say
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that Weber’s ‘ideal type’ of capitalist could be found only among Calvinists [...]. People
of all faiths and no faith can grow up to be rational, diligent, orderly, productive, clean,
and humourless. [...] Weber’s argument, as I see it, is that in 16th—18th-century northern
Europe, religion encouraged the appearance in numbers of a personality type that had
been exceptional and adventitious before and that this type created a new economy (a
new mode of production) that we know as (industrial) capitalism.”

An extensive empirical literature has attempted to directly test Weber’s hypotheses,
often concluding with a negative assessment of direct effects of Protestant values on
economic outcomes. Recent contributors to this literature were Becker and Ludger
(2009), who used county-level data from 19th century Prussia, and attempted to estimate
the causal eftect of Protestantism on economic performance by exploiting the fact that
the Lutheran Reform expanded concentrically from Wittenberg, Martin Luther’s city.
They concluded that Protestantism fostered economic development, but that the main
channel was not the spread of a new work ethic associated with religious values, but the
expansion of literacy as a consequence of education in reading the Bible.

The direct effects of religious beliefs on economic outcomes were investigated empir-
ically by Barro and McCleary (2003). Barro and McCleary used instrumental variables,
such as the existence of a state religion and of a regulated market structure, to identify the
direct eftect of religion on growth. They concluded that economic growth is positively
associated with the extent of religious beliefs, such as those in hell and heaven, but neg-
atively associated to church attendance. They interpreted their results as consistent with
a direct effect of religion—a culturally transmitted set of beliefs—on individual charac-
teristics that foster economic performance. Guiso et al. (2003) also studied the eftects
of religious beliefs on economic attitudes and outcomes, such as cooperation, legal rules,
thriftiness, the market economy, and female labor participation. They found that religious
beliefs tend to be associated with attitudes conducive to higher income per capita and
higher economic growth, and that the eftects difter across religious denominations.

While scholars such as Weber have stressed the positive direct effects of cultural traits,
such as the Protestant ethic, other scholars have argued that specific culturally transmitted
traits and values can be responsible for economic backwardness and underdevelopment.
An influential and widely debated example of this view was provided by the political scien-
tist Banfield (1958) in his classic book The Moral Basis of a Backward Society, written in col-
laboration with his wife Laura Fasano, and based on their visit to the southern Italian town
of Chiaromonte (called “Montegrano” in the book). Banfield argued that the economic
backwardness of that society could be partly explained by the direct eftects of inherited
values summarized by the term “amoral familism”, and consisting in a lack of mutual trust
and cooperation, and a disregard for the interests of fellow citizens who were not part
of one’s immediate family. A theory of intergenerational transmission directly inspired
by Banfield’s analysis has been provided recently by Tabellini (2008), who also built “on
analytical work” on Bisin and Verdier’s (2000, 2001) seminal work on the economics of
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cultural transmission. In Tabellini’s model, parents choose which values to transmit to
their children, depending on the patterns of external enforcement and expected future
transactions. In particular, Tabellini shows that path dependence is possible: adverse ini-
tial conditions can lead to a unique equilibrium where legal enforcement is weak and
inherited cultural values discourage cooperation.

A recent example of an empirical study of the direct effects of inherited traits on
economic growth is Algan and Cahuc (2010). Algan and Cahuc document how the
level of inherited trust of descendants of immigrants in the United States is significantly
influenced by the country of origin and the timing of arrival of their ancestors. They
then use the inherited trust of descendants of immigrants in the US as a time-varying
measure of inherited trust in their country of origin, in order to identify the impact of
inherited trust on growth, controlling for country fixed eftects. Algan and Cahuc find
that changes in inherited trust during the 20th century have a large impact on economic
development in a panel of 24 countries.

The above-mentioned contributions are examples of a much larger literature on the
direct effects of cultural traits on economic outcomes. There is also a smaller but impor-
tant literature that has extended the analysis to traits that are transmitted biologically, or
stem from the interaction of genes and culture (dual inheritance). An example is the con-
tribution by Galor and Moav (2002), who modeled an intergenerationally transmitted
trait affecting humans’ fertility strategies. They posited that some individuals inherited
traits that induced them to follow a quantity-biased strategy, consisting in the generation
of a higher number of children, while other individuals followed a quality-biased strategy,
consisting in the investment of more resources in a smaller number of offspring. Galor
and Moav argued that the evolutionary dynamics of these traits had direct implications
for the onset of the Industrial Revolution and the following demographic transition. In
the pre-industrial world, caught in a Malthusian trap, selective pressures favored parental
investment, which led to higher productivity. In their model, the spread of this inherited
predilection for a smaller number of children led endogenously to the transition out of
the Malthusian regime. Galor and Moav in their contribution stressed biological trans-
mission. However, their analysis can also be interpreted as a model of cultural transmission
of traits influencing fertility strategies, or as the outcome of the interaction of biological
and cultural traits.

A more recent contribution that stresses the direct eftects of different distributions
of inter-generationally transmitted traits on economic development is Ashrat and Galor
(2013a). In that study, Ashraf and Galor focus on genetic diversity. While genetic
distance refers to genetic differences between populations, genetic diversity is about het-
erogeneity within populations. In their study, Ashrat and Galor (2013a) document a
non-monotonic relationship between genetic diversity and development, and argue that
such relation is causal, stemming from a trade-oft between the beneficial and the detri-
mental effects of diversity of traits on productivity. Again, while the focus of Ashraf and
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Galor’s empirical analysis is on genetic variables, the modes of transmission from intergen-
erational traits to economic outcomes can operate both through biological and cultural
channels, and their interactions. A further discussion of the relation between genetic
diversity and ethnic and cultural fragmentation is provided by Ashraf and Galor (2013D).

The interaction of culture and genes is explicitly at the center of the economic analysis
of the effects of lactase persistence provided by Cook (2012). Cook argues that country-
level variation in the frequency of lactase persistence is positively and significantly related
to economic development in pre-modern times—which he measures by using popu-
lation density in 1500 CE, as we did earlier in this chapter. Specifically, he finds that
an increase in one standard deviation in the frequency of lactase persistent individuals
(roughly 24% points) is associated with a 40% increase in pre-modern population den-
sity. Cook uses instrumental variables (solar radiation) to assess causality, and interprets his
results as reflecting the direct effects of inherited cultural and biological traits associated
with the introduction of dairying.

Barrier effects. As we already mentioned, most of the contributions on the relation
between ancestry and economic performance, including the examples mentioned above,
tend to focus on the direct effects of intergenerationally transmitted traits on economic
outcomes. However, as we emphasized in the theoretical and empirical analysis presented
in the first sections of this chapter, differences in inherited traits can also affect comparative
development by acting as barriers to the diffusion of goods, services,ideas,and innovations.
A focus on barriers can explain why differences in inherited traits may matter, even
though many new ideas and innovations are learned “horizontally,” from individuals and
populations that are not directly related, rather than “vertically,” from one’s close relatives
and ancestors. The fact is, that when barrier effects do exist, vertically transmitted traits
also affect horizontal learning and diffusion. People are more likely to learn new ideas
and adopt new technologies from other people who, while not directly related to them,
share more recent common ancestors and, consequently, also share, on average, a larger
set of inherited traits and characteristics.

The literature on the barrier effects of vertically transmitted traits is not as large as the
one on direct effects. In addition to our own contributions, already discussed, a recent
example is Guiso et al. (2009), who studied the barrier effects of cultural traits by using
data on bilateral trust between European countries. They found that bilateral trust is
affected by cultural aspects of the match between trusting country and trusted country,
such as their history of conflicts and their religious, genetic, and somatic similarities.
Lower bilateral trust then acts as a cultural barrier: it is associated with less bilateral trade,
less portfolio investment, and less direct investment between the two countries, even after
controlling for other characteristics of the two countries. These findings suggest that
culturally transmitted traits can have a significant barrier effect on economic interactions
between different societies.
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Another study that documents the effects of cultural barriers on trade is provided
by Felbermayr and Toubal (2010). Felbermayr and Toubal measure cultural proximity or
distance between countries using bilateral score data from the Eurovision Song Contest,
a popular European television show. For instance, viewers in Cyprus award Greek singers
more points on average than the Greeks receive from viewers in other countries, and vice
versa. In contrast, Cypriot and Turkish viewers give each other below-average scores.
Felbermayr and Toubal exploit the variation of these scores within-pair and across time
to estimate the effects of cultural proximity on bilateral trade, finding significant effects.

An open question concerns the relationship between direct and barrier effects. Of
course, in principle, both modes of operation can be at work simultaneously, and some
specific traits can play a role along both channels. For example, populations that inherit
values and beliefs that make them more open to risk and innovation could benefit directly
from such traits, but may also face lower barriers to interactions with other groups. In
general, the study of barrier effects stemming from historical and cultural divergence is
a promising area of research, still in its infancy, both from a theoretical and empirical
perspective. The taxonomy and discussion presented in this chapter are only a first step
toward a more complete understanding of this important topic.

3.6. CONCLUSION

In this chapter we provided a theoretical framework and empirical evidence to
shed light on a fundamental question: What barriers prevent the diffusion of the most
productive technologies from the technological frontier to less developed economies?

In the first part of this chapter, we presented a simple analytical framework to illustrate
two basic ideas. The first idea was that genetic distance between populations, which
measures their degree of genealogical relatedness, can be interpreted as a summary metric
for average differences in traits that are transmitted with variation from one generation to
the next. We modeled the transmission of such “vertical” traits—that is, the transmission
of characteristics which are passed on vertically across generations within a population
over the very long run—and derived the relation between divergence in vertical traits and
genetic distance. The second idea was that differences in vertically transmitted traits act as
obstacles to horizontal learning and imitation across different populations. We argued that
populations that share a more recent common history and are therefore closer in terms of
vertical traits tend to face lower costs and barriers to adopting each other’s technological
innovations.

In the second part of this chapter we brought these ideas to the data. We introduced
measures of genetic distance between populations, and used them to test our barrier
model of diffusion. We found that, as the model predicts, genetic distance measured rela-
tive to the world’s technological frontier trumps absolute genetic distance as an explana-
tion for bilateral income differences and for the different usage of specific technological
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innovations. This was the case both historically, when we measured technological usage
on the extensive margin, and for more recent technological developments, when we
measured technological usage along the intensive margin. We also documented that, as
implied by our model, the effect of genetic distance was more pronounced after a major
innovation, such as the onset of the Industrial Revolution, and declined as more popu-
lations adopted the frontier’s innovation. Overall, we found considerable evidence that
barriers introduced by historical separation between populations have played a key role
in the diffusion of technological innovations and economic growth.

In the third and final part of this chapter, we discussed our hypotheses and results
within the broader context of the growing literature on the deep historical roots of
economic development. To organize our discussion we presented a taxonomy based on
Spolaore and Wacziarg (2013). The taxonomy provided a conceptual basis for discussing
how intergenerationally transmitted traits could conceivably affect economic outcomes.
Our taxonomy distinguished possible economic effects of vertical traits along two dimen-
sions. The first dimension referred to the mode of transmission of vertical traits, which
could be biological (genetic or epigenetic), cultural (behavioral or symbolic), or result-
ing from the interaction of genes and culture (dual inheritance). The second dimension
defined the mode of operation of these traits, depending on whether they have direct
effects on economic outcomes, or operate as barriers to economic interactions between
populations. We briefly reviewed examples of economic contributions that focused on
different effects—direct effects or barrier eftects—of traits transmitted biologically, cul-
turally, or through dual transmission. We argued that most of the literature so far has
mainly focused on direct effects, while much less attention has been given to the study
of barriers to development stemming from long-term cultural and historical divergence.

The topic of human barriers introduced by historical divergence and their eftects
on social, political, and economic outcomes is an exciting emerging field of study. Our
own work continues to explore the effects of variation in human relatedness on a variety
of political economy outcomes. For instance, Spolaore and Wacziarg (2012b) examine
the effects of genealogical relatedness on the propensity for interstate militarized conflict,
finding that a smaller genetic distance is associated with a significantly higher probability of
a bilateral conflict between two countries. This effect, again, is interpreted as evidence of a
barrier between societies characterized by distinct norms, values, preferences,and cultures.
This time, however, the barrier impedes a costly rather than a beneficial interaction. In
ongoing work, we explore the effects of relatedness on trade and financial flows across
countries. Finally, we have recently begun an effort to better characterize what genetic
relatedness captures, by investigating the relationship between various measures of cultural
differences and genetic distance—the goal being to more clearly identify the source of
the barriers introduced by a lack of genealogical relatedness. For instance, the barriers
could take the form of a lack of trust, differences in preferences or norms, or transactions
costs linked to an inability to communicate and coordinate. This chapter provides only
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an introduction and first step toward a more comprehensive and systematic analysis of
such important, unexplored, and promising topics.

§ APPENDIX 1. TECHNOLOGIES USED IN THE VARIOUS DATASETS
A. 24 Technologies in the CEG 1500 AD Dataset.

1. Military: Standing army, cavalry, firearms, muskets, field artillery, warfare capable ships,
heavy naval guns, ships (+180 guns).

2. Agriculture: Hunting and gathering; pastoralism; hand cultivation; plow cultivation.

3. Tiansportation: Ships capable of crossing the Atlantic Ocean, ships capable of crossing the
Pacific Ocean, ships capable of reaching the Indian Ocean, wheel, magnetic compass,
horse powered vehicles.

4. Communications: Movable block printing; woodblock or block printing; books, paper.

5. Industry: Steel, iron.

B. 9 Technologies in the CEG 2000 AD Dataset.

Electricity (in 1990), Internet (in 1996), PCs (in 2002), cell phones (in 2002), telephones
(in 1970), cargo and passenger aviation (in 1990), trucks (in 1990), cars (in 1990), tractors
(in 1970).

C. 33 Technologies in the CHAT Dataset for 1990-1999.

1. Agriculture: Harvest machines, tractors used in agriculture, metric tons of fertilizer
consumed, area of irrigated crops, share of cropland area planted with modern varieties
(% cropland), metric tons of pesticides.

2. Transportation: Civil aviation passenger km, lengths of rail line, tons of freight carried
on railways, passenger cars in use and commercial vehicles in use.

3. Medical: Hospital beds, DPT immunization before age 1, measles immunization before
age 1.

4. Communications: Cable TV, cell phones, personal computers, access to the Internet,
items mailed/received, newspaper circulation, radios, telegrams sent, mainline tele-
phone lines, television sets in use.

5. Industry and other: Output of electricity, Kw Hr, automatic looms, total looms, crude
steel production in electric arc furnaces, weight of artificial (cellulosic) fibers used in
spindles, weight of synthetic (non cellulosic) fibers used in spindles, weight of all types
of fibers used in spindles, visitor beds available in hotels and elsewhere, visitor rooms
available in hotels and elsewhere.
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Abstract

We study the role of the most primitive institution in society: the family. Its organization and rela-
tionship between generations shape values formation, economic outcomes, and influences national
institutions. We use a measure of family ties, constructed from the World Values Survey, to review
and extend the literature on the effect of family ties on economic behavior and economic attitudes.
We show that strong family ties are negatively correlated with generalized trust; they imply more
household production and less participation in the labor market of women, young adult, and elderly.
They are correlated with lower interest and participation in political activities and prefer labor market
regulation and welfare systems based upon the family rather than the market or the government.
Strong family ties may interfere with activities leading to faster growth, but they may provide relief
from stress, support to family members, and increased well-being. We argue that the values regarding
the strength of family relationships are very persistent over time, more so than institutions like labor
market regulation or welfare systems.
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4.1. INTRODUCTION

Economists, sociologists, and political scientists have long been interested in study-
ing the eftect of different family structures on a variety of economic outcomes. There is
hardly an aspect of a society’s life that is not affected by the family.

The aim of this chapter is to review the role that family ties may play in determining
fundamental economic attitudes. The importance of the family as a fundamental organi-
zational structure for human society is of course unquestionable. Historical examples of
attempts at eliminating the family as an institution have been a catastrophic failure, think
of the cultural revolution in China or Cambodian communism. In this chapter we inves-
tigate the effects of difterent types of family values. In particular, we plan to investigate
empirically an idea first developed by political scientists and researchers in the late 1960s
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and early 1970s, on the importance of family ties in explaining social capital, political
participation, and economic outcomes. The family organization can take difterent forms,
with very tight links between members or a more liberal/individualistic structure even
within a well-structured and organized family. The idea that a culture based on too-strong
family ties may impede economic development is not new. It goes back at least to Weber
(1904), who argues that strong family values do not allow the development of individual
forms of entrepreneurship, which are fundamental to the formation of capitalistic soci-
eties. Another author who clearly described the relationship between family values and
under-development is Banfield (1958). In studying difterences between the southern and
northern part of Italy, this author suggested that “amoral familism” was at the core of the
lower level of development of the south. He depicts “amoral familism” as a particular
cultural trait: the “inability of the villagers to act together for their common good, or,
indeed, for any end transcending the immediate, material interest of the nuclear family.
This inability to concert activity beyond the immediate family arises from an ethos—that
of “amoral familism” [. . .] according to which people maximize the material, short-run
advantage of the nuclear family; and assume that all others will do likewise.” This is of
course an extreme, and in a sense degenerate, form of family relationship.

This extreme reliance on the family prevents the development of institutions and
public organizations, which, on the contrary, require generalized trust and loyalty to the
organization. When people are raised to trust their close family members, they are also
taught to distrust people outside the family, which impedes the development of formal
nstitutions.

Strong family ties are not unique to the Italian case, but are also present in many
Asian and Latin American countries. Fukuyama (1995) for example argues that “though
it may seem a stretch to compare Italy with the Confucian culture of Hong-Kong and
Taiwan, the nature of social capital is similar in certain respects. In parts of Italy and in
the Chinese cases, family bonds tend to be stronger than other kinds of social bonds not
based on kinship, while the strength and number of intermediate associations between
state and individual has been relatively low, reflecting a pervasive distrust of people outside
the family.” In a similar vein, Putnam et al. (1993) refer to many cases in Asia and Latin
America where the safety and welfare of the individuals are provided by the family, legal
authority is weak and the law resented.

When family ties are so strong, the implications for the economy are pervasive. In
this chapter we review the literature on the topic, provide new evidence, and explore
macroeconomic implications of the effect of family values. We start with within-country
analysis. This will allow us to include country fixed eftects to isolate the impact of family
values from other confounding effects including national institutions. We analyze the
relationship between family values and four different types of societal attitudes that have
been shown to be conducive to higher productivity and growth. In particular, we look
at political participation and political action; measures of generalized morality; attitudes
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toward women and society;labor market behavior;and attitudes toward work. We perform
our analysis using the combined six waves of the World Value Survey (WVS), a collection
of surveys administered to a representative sample of people in more than 80 countries
from 1981 to 2010. We find that, on average, familistic values are associated with lower
political participation and political action. They are also related to a lower level of trust,
more emphasis on job security, less desire for innovation, and more traditional attitudes
toward working women. On the positive side, family relationships improve well-being as
measured by self-reported indicators of happiness and subjective health.

As a second step, we present cross-country evidence linking stronger family ties to
economic and institutional outcomes. One obvious limitation of this evidence is that
family values may be an outcome rather than a driver of economic development. While
we do not offer any definite answer to the question of causality, we do show that family
values are quite stable over time and could be among the drivers of institutional dif-
ferences and level of development across countries: family values inherited by children
of immigrants whose forebears arrived in various European countries before 1940 are
related to a lower quality of institutions and lower level of development today. We also
show that the relationship between economic and institutional outcomes is fairly robust
even after controlling for legal origin, which has been shown to be an important historical
determinant of formal institutions across countries.

The chapter is organized as follows. In Section 4.2, we review the literature on family
ties. In Section 4.3 we provide a logical framework for the empirical analysis, linking our
paper to the theoretical models analyzing the impact of culture on economic outcomes.
In Sections 4.4 and 4.5, we describe how family ties and family structures can be measured,
and review the deep historical determinants of family ties. Section 4.6 presents results from
the within-country analysis. Section 4.7 presents cross-country evidence linking stronger
family ties to economic development and institutions and shows the persistence of family
values and their effect on institutions and development today. Section 4.8 analyzes the
impact of family ties on different measures of well-being and Section 4.9 concludes.

4.2. LITERATURE REVIEW

There is surprisingly little systematic empirical evidence in economics on the role
played by different types of family values in determining either economic outcomes
or attitudes which, in turn, have an influence over economic development. Most of
the research in economics indeed focused its attention on institutions, such as political
systems (Acemoglu et al. 2001, 2005), the legal rights of the individual (North, 1990),
religion (Guiso et al. 2000), education (Glaeser et al. 2004), social capital (Putnam, 2000;
Putnam et al. 1993), ethnic fractionalization (Easterly and Levine (1997),and Alesina and
La Ferrara (2005) for a survey) to explain a society’s ability to generate innovation, wealth,
and growth. Yet, little attention has been devoted to the most primitive societal institution,
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the family, and how this could be relevant in explaining a variety of socioeconomic
outcomes.

The work on the relevance of the family starts with Banfield (1958) and Coleman
(1990). Both authors notice that societies based on strong ties among family members,
tend to promote codes of good conduct within small circles of related persons (family or
kin);in these societies selfish behavior is considered acceptable outside the small network.
On the contrary, societies based on weak ties, promote good conduct outside the small
tamily/kin network, giving the possibility to identify oneself with a society of abstract
individuals or abstract institutions. This initial intuition has been confirmed recently in
an experimental setting by Ermish and Gambetta (2010). The authors used a trust game,
played by a representative sample of the British population, and found that people with
strong family ties have a lower level of trust in strangers than people with weak family ties.

After the seminal contribution of Banfield (1958) and Coleman (1990), some aca-
demics have noted strong patterns of family structures and linked them to significant
social and economic outcomes. This includes work by Todd (1985, 1990), Greif (2006b),
and Greif and Tabellini (2012). Using data on family structures dating back to the Middle
Ages, if not earlier, Todd focuses on the distinction between nuclear and extended family.
These two family structures differ in the degree of cooperation between subsequent gen-
erations, and in the authority exercised by parents. At one extreme, nuclear families are
those in which children are emancipated from their parents and leave the household at the
time of marriage or before. At the opposite extreme, the extended family typically consists
of three generations living together and mutually cooperating under patriarchal authority.

Todd measures the diffusion of both family types across Western Europe and uses
this distinction to explain relative levels of diffusion or resistance to important societal
changes such as Protestantism, secularism, or political ideology. His general idea is that the
nuclear family’s tradition of emancipation increases potential for movement away from
the family home which can facilitate the pursuit of independent economic opportuni-
ties. Also, the inability to rely on the family for income and housing can generate a more
entrepreneurial spirit of self-reliance as well as greater motivation to work. Todd’s (1990)
definition of family structures has been used more recently (Duranton et al. 2009) to
explain contemporary outcomes of European regions. The authors identified important
links between family types and regional disparities in household size, educational attain-
ment, social capital, labor force participation, sectoral structure, wealth, and inequality.

Greif (2006a) focuses his attention on the distinction between nuclear families and
large kinship groups. Like Todd, he emphasizes the sense of independence typical of
nuclear family structures. In particular, he describes how the latter in medieval times
facilitated the establishment and growth of corporations:“an individual stands to gain less
from belonging to a large kinship group, while the nuclear family structure increases its
gains from membership in such a corporation (Greif, 2006a: 1-2).” Greif illustrates a feed-
back effect where causation works in both directions—on the one hand, nuclear families
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facilitate the establishment of corporations; on the other, the economic and social trans-
formation related to the development of corporations, encourage the domination of the
nuclear family across Europe. Nuclear families encourage both flexibility and indepen-
dence; corporations substitute for kinship groups and provide a safety net, therefore com-
plementing the nuclear family. Greif and Tabellini (2012) distinguish two different modes
of sustaining cooperation in China and Europe. In China, the clan (a common descent
group consisting of families tracing their patrilineal descent back to one common ances-
tor who settled in a given locality) was the fundamental institution, which had prevailed
for more than 800 years, beginning with the Song Dynasty. Clan-based organizations
provided public goods and social safety nets. In Europe, where the nuclear family was
more prevalent, the locus of cooperation became the city, whose members were drawn
from many kinship groups. The authors show that in a clan, moral obligations are stronger
but are limited in scope, as they apply only toward the kin. In a city, moral obligations
are generalized toward all citizens irrespective of lineage, but they are weaker.! They refer
to this distinction as limited versus generalized morality, which is strongly correlated in
our paper to the strength of family ties today. The authors show that the prevalence of
one or the other organizational form depends on the distribution of values in society.
Like Greif (2006a), they recognize the existence of a feedback effect: subsequent social,
legal, and institutional developments evolved in different directions in these two parts of
the world, strengthening the clan in China and leading to the emergence of strong and
self-governed cities in Europe. The authors interestingly exploit differences in the early
family structures across different parts of Europe, taking family structures as indicators of
the scope and strength of kin-based relations. As expected, historical patterns of urbaniza-
tion within Europe reflect these different family traditions, with early urbanization being
much more diffused in the European regions, where families with weaker ties were more
prevalent.

Alesina and Giuliano (2010) analyze systematically the role of the family as primal insti-
tution in a society, showing that the strength of family ties represents a fundamental trait
shaping economic behavior and attitudes. The authors do not distinguish between nuclear
and extended families, like Greif (2006a) and Todd (1985, 1990), but construct a subjective
variable on the strength of family ties using three ditferent questions from the World Value
Survey. These questions are meant to measure the importance of the family, the love and
respect that children are expected to have for their parents, and the parental duties toward
their children.? Alesina and Giuliano (2010) show that strong family ties are positively

1 See Tabellini (2008) for a model of limited versus generalized morality which sustains different types of
cooperation.

2 In Section 4.4, we show that there is indeed a strong correlation across countries between nuclear and
extended family and family ties as measured by subjective measures taken from the World Values Survey.
Alesina et al. (2013) also show that subjective measures of strong family ties are correlated with Todd’s
definition of extended families at the regional level, at least in the case of Europe.
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correlated with home production (a result consistent with the in-depth case study of
Italy by Alesina and Ichino (2009)), lower labor force participation of women and young
adults, and negatively with geographical mobility. In a companion paper (Alesina and
Giuliano,2011), the authors also establish an inverse relationship between family ties, gen-
eralized trust, and political participation. Strength and weakness of family ties, defined
as “cultural patterns of family loyalties, allegiances and authorities,” also help explain-
ing living arrangements and geographical mobility of young generations (Reher, 1998;
Giuliano, 2007), larger fractions of family firms across countries (Bertrand and Schoar,
2006), and cross-country heterogeneity in employment rates (Algan and Cahuc, 2007).

‘While all the above-mentioned papers take the strength of family values as given
and persistent, Alesina et al. (2013) go one step further and explore the presence of a
feedback eftect between family ties and labor market institutions. The main idea is that
in cultures with strong family ties, individuals are less mobile and prefer more regulated
labor markets, while weak family ties are associated with more flexible ones, which then
require higher geographic mobility of workers to be efticient. In this setup, individuals
inherit strong or weak family ties with a certain probability. Strong family ties provide a
certain utility to each individual, which is larger, the larger is the share of individuals with
strong family ties in a society. Given their utility function, individuals vote with majority
rule on labor market regulation. There are two types of labor market policies: labor
market flexibility (i.e. laissez-faire) or regulation of wages and employment. Individuals
with weak family ties have a higher utility under flexibility, so this regime is voted for
if the society starts from a situation in which the majority of the population has weak
family ties. On the other hand, the utility of individuals with strong family ties is always
higher under regulation. Finally, firms offer labor contracts. A worker with weak family
ties always finds a job where he/she is paid for his/her productivity since he/she has no
mobility costs. A worker with strong family ties has a moving cost related to the disutility
to live far away from his/her family. Labor market regulations are precisely put in place
to protect those workers from the monopsony power of firms. The model generates
two stable Nash equilibria. One, where everybody chooses weak family ties and then
votes for labor market flexibility. In this case, labor market is competitive, everyone is
paid his/her marginal productivity and labor mobility is high. The other, where everyone
chooses strong family ties and then votes for stringent labor market regulations (firms
have a monopsonistic power because workers have a cost of moving away from their
original family). If the majority of the population has strong family ties, it is rational to
prefer regulated labor markets. This result explains why these types of regulation are hard
to change even though prima facie they appear as suboptimal since they generate lower
equilibrium employment and wages.

Although the theoretical model points to the possibility of a feedback effect between
labor markets regulation and family ties, the empirical part of the paper presents suggestive
evidence that the correlation is more likely to run from cultural values to institutions.
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The authors present two sets of evidence to make this point. First, they show a strong
correlation between family structures today and family structures in the Middle Ages. As
a second step, the authors show that family values inherited by immigrants arrived to the
US prior to 1940 are correlated to labor market institutions created after WWIL.

Family relationships explain the preferences for other aspects of welfare systems.
Focusing on Europe, Esping-Andersen (1999) argues that citizens obtain welfare from
three basic sources: markets, family, and government. Where family ties are stronger, social
risks are more internalized in the family by pooling resources across generations. His idea
is that differences in family relations were at the core of the different evolutions of welfare
systems, observed after WWII. In particular, he distinguishes three different types of wel-
fare states: the liberal welfare state (typical of countries like the US), this is a regime that
favors small public intervention under the assumption that the majority of citizens can
obtain adequate welfare from the market. The second example is the social-democratic
regime, characterized by its emphasis on universal inclusion and its comprehensive def-
inition of social entitlements. This model, typical of the Nordic European countries, is
internationally unique in its emphasis on de-familizing welfare responsibilities, especially
with regard to care for children and the elderly. The third, and somewhat more het-
erogeneous, regime embraces a large part of Continental European countries: Austria,
Belgium, France, Germany, Italy, and Spain. This regime is strongly familistic, assuming
that primary welfare responsibilities lie with family members.

Coleman (1988, 1990), also stresses the mutual insurance mechanisms provided by old
and young generations in familistic societies. He argues that family ties can strengthen the
support received by young generations from the old, while at the same time representing
an obstacle for innovation and new ideas. Finally, Galasso and Profeta (2012) show that
the strength of family ties is related to the type of pension system chosen by a country.
Societies dominated by absolute nuclear families (or weak family ties, such as for example
the Anglo-Saxon countries) facilitate the emergence of a pension system which acts as a
flat safety net entailing the largest within-cohort redistribution than societies dominated
by any other type of family.

4.3. CONCEPTUAL FRAMEWORK

Many authors have stressed the relevance of the historical origins of (under)
development (North, 1981; Acemoglu et al. 2001) but a still unanswered question is
how differences in historical experiences are perpetuated until today. A recent strand
of literature focuses on the importance of individual values to explain this persistence.
One reason for why individual values can be relevant is the observation that very often,
inside the same country, similar institutions work in a very different way. Putnam et al.
(1993) used the example of Ttaly. They pointed out that for distant historical reasons, local
governments, courts, schools, and even the private sector are much less efficient in the
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south than in the north of Italy despite the presence of national institutions. Guiso et al.
(2008) recently pushed forward Putnam et al.’s analysis confirming his basic intuition.
The authors show that inhabitants of Italian cities that had the status of free city-states at
the beginning of the first millennium, where citizens were deeply involved in political
life, today also have a higher level of social and civic capital, as measured by participation
in elections and a variety of associations, and a higher level of blood donation.

There are different values that can be relevant to explain the sources of underdevel-
opment in a country. In this chapter we explore the idea that trust restricted only to
family members prevents the formation of generalized trust, which is at the core of many
collective good outcomes, from political participation to the formation of institutions
to economic outcomes (Banfield 1958; Gambetta, 1988; Putnam, et al. 1993; Fukuyama,
1995; Coleman, 1988, 1990). Also the organization of the family as a strong “production
unit” implies certain views about living arrangements and the role of women in market
activities versus home production (Alesina and Ichino, 2009).

This chapter is part of a rapidly growing literature which emphasizes the relevance of
specific cultural traits for economic and political outcomes. Akerlof and Kranton (2011),
Alesina et al. (2013b), Guiso et al. (2006), Fernandez and Fogli (2009), Gorodnichenko
and Roland (2013), Spolaore and Wacziarg (2009), and Tabellini (2008, 2010) all provide
extensive references and illustrate different applications of this new line of research.

The basic idea underlying the empirical analysis of this chapter is that these normative
values evolve slowly over time, as they are largely shaped by values and beliefs inherited
from previous generations. In particular, a culture of familism, defined as individual values
that stress the link between parents and children and loyalty to the family, is an important
channel through which distant history can explain the functioning of current institutions
and economic development. We explore this idea in two steps, we first use within-country
analysis to study the effect of family values on other types of economic attitudes, which
are relevant for growth. Although the issue of reverse causality is an important one, we
use established evidence that family values today are related to ancient family structures
(see Alesina et al. 2013; Duranton et al. 2009; Galasso and Profeta, 2012; Todd, 1990).
As a second step, we discuss aggregate evidence looking at differences in institutions
and economic outcomes between weak and strong family-ties societies. The correlations
shown are strong and consistent with the microeconomic data. Altogether they suggest
that well-functioning institutions and development are often observed in countries or
regions where individuals have weak family ties.

Before looking at the empirical evidence, we review a logical framework according
to which cultural traits in general and family values in particular are relevant. The eco-
nomics literature has used the word “culture” with different meanings. According to one
definition culture refers to the social conventions and individual beliefs that sustain Nash
equilibria as focal points in repeated social interactions (Greif, 1994). In more recent
contributions, individuals’ beliefs are initially acquired through cultural transmission and
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then slowly updated through experience from one generation to the next. This line of
argument has been pursued by Guiso et al. (2010) who build an overlapping generation
model in which children absorb their trust priors from their parents and then, after experi-
encing the real world, transmit their (updated) beliefs to their own children. An alternative
interpretation is that culture refers to more primitive objects, such as individual values and
preferences (Akerlof and Kranton, 2000). This latter interpretation is consistent with an
emerging literature in psychology, sociology, and evolutionary biology that emphasizes the
role of moral emotions in motivating human behavior and regulating social interactions.

Following broadly this last approach, we view cultural beliefs as decision-making
heuristics or “rules-of-thumb” that are employed in uncertain or complex environments.
Boyd and Richerson (1985) show that if information acquisition is either costly or imper-
fect, it can be optimal for individuals to develop heuristics or rules-of-thumb in decision-
making. By relying on general beliefs about the right thing to do in difterent situations,
individuals may not behave in a manner that is precisely optimal in every instance, but
they save on the costs of obtaining the information necessary to always behave opti-
mally. In practice, these heuristics often take the form of deeply held traditional values
or religious beliefs (Gigerenzer, 2007; Kanhneman, 2011).

The concept of culture as moral principles, rules-of-thumb or normative values that
motivate individuals is particularly appealing. Whereas social conventions sometimes
change suddenly because of strategic complementarities, and beliefs are updated as one
learns from experience or from others, individual values or rules of thumbs are likely to
be more persistent and to change slowly from one generation to the next. The reason
is not only that normative values are acquired early in life and become part of one’s
personality but also that learning from experience cannot logically be exploited to easily
modify them. Thus, values are likely to be transmitted vertically from one generation to
the next, to a large degree within the family, rather than horizontally across unrelated
individuals, and persist over time.

There are a number of reasons why we may observe persistence. First, the underlying
cultural traits may be reinforced by policies, laws, and institutions, which reinforce the
beliefs. A society with familistic values may perpetuate these beliefs by institutionalizing
different forms of welfare state, different maternal leave policies, different pension systems.
Another source of persistence can arise from a complementarity between cultural beliefs
and industrial structure. Beliefs regarding the importance of the family may cause a society
to specialize in family-based industries, which reinforce the attachment to the family,
therefore perpetuating this trait. A third explanation that does not rely on these forms of
complementarity is that cultural beliefs, by definition, are inherently sticky. The benefit
of decision-making rules-of-thumb is that they can be applied widely in a number of
environments, saving on the need to acquire and process information with each decision.

Empirically, several studies have investigated the persistence of cultural traits by looking
at subnational analysis, therefore holding constant industrial structure, domestic policies,
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and institutions. More directly, looking at children of immigrants, the literature has held
constant the external environment. We follow this tradition. In particular, we use within-
country analysis to hold constant the presence of institutions and policies. The concern of
reverse causality is limited by the fact that several papers have shown that values toward the
family today are related to historical family structures (see Alesina et al. 2013; Galasso and
Profeta, 2012). Another part of the literature has also shown that many of the outcomes
reviewed in this chapter tend to persist among second generation immigrants in the US
and other countries as a result of different values regarding the strength of family ties
(Alesina and Giuliano, 2010; Alesina et al. 2013).

S 4.4. HOW TO MEASURE FAMILY TIES

In this section, we describe different ways of measuring family ties using existing
datasets. One uses individual responses from the World Value Survey (WVS) (the measure
used for the empirical analysis of this chapter); the other is based upon the classification
by Todd (1983, 1990).

4.4.1 Measuring Family Ties Using the World Values Survey

The WVS is a cross-country project carried out for more than 20 years. Each wave has
representative national surveys of the basic values and beliefs of individuals in a large cross-
section of countries. The questionnaires contain information about demographics (sex,
age, education), self-reported economic characteristics (income, social class), and answers
to specific questions about religion, political preferences, and attitudes. Bertrand and
Schoar (2006), Alesina and Giuliano (2010) and several others since, measure the strength
of family ties by looking at three WVS variables capturing beliefs on the importance of
the family in an individual’s life; the duties and responsibilities of parents and children;
and the love and respect for one’s own parents. The first question assesses how important
the family is in one person’s life and can take values from 1 to 4 (with four being very
important and 1 not important at all). The second question asks whether the respondent
agrees with one of two statements (taking the values of 1 and 2, respectively): (1) one does
not have the duty to respect and love parents who have not earned it; (2) regardless of
what the qualities and faults of one’s parents are, one must always love and respect them.
The third question prompts respondents to agree with one of the following statements
(again taking the values of 1 or 2, respectively): (1) Parents have a life of their own and
should not be asked to sacrifice their own well-being for the sake of their children; (2) it
is the parents’ duty to do their best for their children even at the expense of their own
well-being. The questions can be combined by extracting the first principal component
from the whole dataset with all individual responses for the original variables.

Table 4.1 displays the correlation at the country level between the three original
measures and the first principal component. All the variables are highly and positively
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Table 4.1 Correlation among family values

Family Respect and Parental Family ties
importance love parents duties (princ. comp.)
Family importance 1.0000
Respect and love parents 0.3446** 1.0000
Parental duties 0.5518%** 0.3495%* 1.0000
Family ties (princ. comp.) 0.7217** 0.7944%* 0.7928%** 1.0000

*significant at 5%.
significant at 1%.

ook

Figure 4.1 Strength of family ties, principal component. Source: Authors’ calculation from the World
Value Survey.

correlated among each other. Figures 4.1-4.4 show maps of each single question and the
first principal component,and Figure 4.5 displays the values of the measure of the strength
of family ties (expressed using the first principal component) at the country level.” The
ranking generally reflects priors of the sociological literature. Scandinavian countries
and many Eastern European countries tend to have the weakest levels of family ties. In
a middle range are France, Canada, the United States, and the United Kingdom. More
familistic societies are Italy and many Latin American countries including Colombia, Peru,
and Brazil. In the extreme part of the distributions are some Latin American countries
like Guatemala and Venezuela; African countries like Egypt and Zimbabwe; and Asian
countries like Indonesia,Vietnam, and the Philippines.

3 The measure is calculated using the six waves from the WVS.
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Figure 4.3 Respect and love for parents. Source: Authors’ calculation from the World Value Survey.

The strength of family ties varies not only across countries, but also across regions of
the same country. Figure 4.6 represents the partial correlation of the relationship between
generalized trust and the strength of family ties for the case of Europe, after controlling
for country fixed eftects. As is apparent from the figure, even after controlling for country
characteristics, the variation in family ties across Europe is sufficient to explain differences
in social capital inside Europe. The difference in the strength of family ties inside the
same country can be very pronounced. In Italy, the lowest level of family ties are in the
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Figure 4.4 Parents’ responsibilities to their children. Source: Authors’ calculation from the World Value
Survey.
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Figure 4.5 Strength of family ties. Source: Authors’ calculation from the World Value Survey.

northern region of Valle D’Aosta (where it is equal to —0.22, a level similar to some of
the Swedish regions), the highest in the southern region of Calabria (where it reaches
the high value of 0.44).
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Figure 4.6 Generalized trust and the strength of family ties, regional variation inside Europe.

4.4.2 Todd's Classification of Family Structures

In his books, The Invention of Europe (1990) and The Explanation of Ideology: Family Structures
and Social Systems (1983), Emmanuel Todd classifies family structures according to two
main organizing principles. The first principle concerns the vertical relationship between
parents and children, the second, the relationship between siblings.

With respect to the vertical relationship between parents and children, the family is
defined as “authoritarian” if children are subject to the parental authority even after mar-
riage. The family is defined as “liberal” if children become independent from the parental
authority by leaving the parental nest in early adulthood. To measure authoritarian versus
liberal families, Todd looked at data on cohabitation between generations within families,
in particular between parents and their married children. The family is authoritarian if
the eldest son stays in the family when he marries and remains under the authority of the
father. Unmarried daughters remain in the family home under the authority of the father
or their brothers, when the father dies. In the “liberal” case, children leave the parental
home when they reach adulthood or after marriage.

When one looks at the relationship between siblings, the family is defined as “equal”if
all siblings are treated equally; it is defined as “unequal” if one particular child (most often
the eldest) has a privileged treatment. To measure equality, Todd uses data on inheritance
laws and practices. A family is equal when family property is divided evenly between
siblings and unequal if primogeniture (or in some cases ultimogeniture) exists. The infor-
mation on the type of families for both the vertical and the horizontal dimension is
obtained by censuses and historical monographs that go back more than 500 years.
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Figure 4.7 Family structures, Todd’s classification. Source: Profeta and Galasso (2012).

The combination of the authoritarian/liberal vertical relationship with the equal/
unequal horizontal relationship gives rise to four types of family structures (depicted in
Figure 4.7):

1. Absolute nuclear family: this family type is characterized by independent living arrange-
ments (children leave their family in early adulthood either before marriage or to form
their own family), and lack of stringent inheritance rules. In this type of family, parents
have no obligation to support their adult children; every person is independent and has
to rely on his/her individual effort. The United States, the UK, Australia, New Zealand,
the Netherlands, and Denmark belong to this group. Interestingly, Laslett (1983) has
shown that this family characteristic makes young adults free to take residence where
job opportunities are best and thus has favored industrial development.

2. Egalitarian nuclear family: this family type is characterized by independent living arrange-
ments, like in the absolute nuclear family. The presence of egalitarian inheritance rules,
however, encourages the persistence of a strong relationship between parents and chil-
dren, who are inclined to stay with their parents longer. To this group belong the
southern European countries (Italy, Spain, Greece, and Portugal); Romania, Poland,
Latin America, and Ethiopia.

3. Stem or authoritarian family: this family type is characterized by the cohabitation of
parents and children. Inheritance rules are also not egalitarian. Countries belong-
ing to this group are Austria, Germany, Sweden, Norway, Czech Republic, Belgium,
Luxembourg, Ireland, Japan, Korea, and Israel.
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Table 4.2 Relationship between the strength of family ties (WVS) and Todd's family structure
(1 (2) (3)

Family important  Respect and love parents  Parental duties

Communitarian family 0.039 —0.135** 0.086***
(0.040) (0.065) (0.031)
Authoritarian family 0.019 0.012 0.163***
(0.033) (0.088) (0.049)
Nuclear egalitarian family  0.018 —0.142%* 0.014
(0.035) (0.065) (0.025)
Observations 101,169 94,631 89,011
R-squared 0.007 0.037 0.028

Source: Galasso and Profeta (2012). A higher number in their specification indicates weaker family ties. Data are taken
from the WVS. Each specification controls for a quadratic in age, education, income, and political orientation.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

4. Communitarian family:this type of family is characterized by cohabitation of parents and
children and equal inheritance rules. This system characterizes countries like Russia,
Bulgaria, Finland, Hungary, Albania, China,Vietnam, Cuba, Indonesia, and India.*

Galasso and Profeta (2012) compare Todd’s classification of family structures with the
one used in this chapter and in Alesina and Giuliano (2010). In particular, they use the
three above-described measures of family values taken from WVS and compare them
with Todd’s classification of family structures. They run a model of the following type:

yi = o + B1X; + BoCommunitarian; + BsAuthoritarian; + Bynuclear_egalitarian; + ¢€;,

where y; is the answer from the WVS to each of the three family measures, X; is a
set of individual controls (a quadratic in age, income, education, political views). They
include dummies for the prevalent type of family in a country, where the absolute nuclear
family is the excluded category. Table 4.2 reports the results of their specification. Todd’s
classification plays no role in explaining the answer to the most general question on
the importance of the family (column 1). However, strong children-to-parents links
are associated with communitarian and egalitarian nuclear families (column 2). Finally,
authoritarian and communitarian families are associated with a prominent role of parents
in today’s societies. The authors conclude that current survey data broadly confirms the
historical types present in Todd’s analysis.

4 Note that Todd (1990) provides regional variations for most European countries, for example the com-
munitarian family was present in the center of Italy. Here we just report the data at the country level. The
family type at the country level is based on the type of family present in the majority of the population.
For more details on the regional variations of family ties see Duranton et al. (2009) and Todd (1990).
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4.5. WHERE FAMILY TIES COME FROM

A large literature in anthropology has documented that the type of family is
related to ecological features and means of subsistence in ancient times (Murdock, 1949).
Typically, agricultural societies are characterized by large extended families; whereas the
small nuclear family is more prevalent among small hunting and gathering societies. The
reason for that is that farming requires the help of many people, usually children and
kin, who cooperate to cultivate crops. Studies have found that children in agricultural
and pastoral societies are taught to be responsible, compliant, obedient, and to respect the
elderly and the hierarchy. Hunting or gathering as a means of subsistence, on the other
hand, requires moving from area to area. Many hunting and gathering societies do not
have a permanent home, but temporary huts or shelters. Mobility means that the small
nuclear family is more adaptable for survival under these ecological restraints. Children
in hunting and gathering societies tend to be self-reliant, independent, and achievement
oriented; and the family is less stratified.

‘We are not aware of formal tests of whether these ecological features from the distant
past tend to persist to the modern times, after industrialization has taken place in many
societies. The only work which has studied the correlation between current measures
of family ties and long-term historical characteristics 1s Durante (2010). He proposes a
simple explanation of the emergence of trust and difterent forms of family structures
based on the need for subsistence farmers to cope with weather fluctuations. The main
idea is that a more variable environment should increase an individual’s propensity to
interact with non-family members and reduce their dependence on the family for insur-
ance purposes. Durante (2010) tests his prediction in the context of Europe, combining
high-resolution climate data for the period 15002000 with contemporary survey data
on family ties as measured in Alesina and Giuliano (2010), and generalized trust, using the
negative expected relationship between these two variables. He finds that regions with
greater interannual fluctuations in temperature and precipitation have higher levels of
interpersonal trust and weaker family ties. This result is primarily driven by weather vari-
ability in the growing-season months, consistent with the effect of climatic risk operating
primarily through agriculture. He then replicates the analysis using climate data for the
period 1500—-1750. The relationship between historical climatic variability and trust and
weak family ties is positive and significant, even after controlling for climate variability
between 1900 and 2000, which does not appear to have an independent effect on trust
or family ties. These findings support an explanation based on the historical formation
and long-term persistence of trust and family attitudes.

The results of Durante’s specifications for various regions of Europe are reported in
Table 4.3. In particular, in panel A we report Durante’s results for the period 1900—
2000. The left-hand side variable is the principal component of the measures of family
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Table 4.3 Family ties and climate variability
Family ties (principal component from WVS)

Precipitation Temperature
Climate data 1900-2000 (1) (2) (3) (4)
Panel A: Climate data: 1900-2000
Variability —0.072*%* —0.392*
(12 months) (0.033) (0.214)
Variability —0.081%** —0.692%**
(growing-season months) (0.029) (0.219)
Variability —0.004 0.063
(non-growing-season months) (0.024) (0.130)
Observations 220 220 220 220
Number of clusters 24 24 24 24
R-squared 0.826 0.828 0.826 0.832

Panel B: Climate data: 1500-1750 and 1900-2000

Variability (growing-season months) —0.205** —0.300** —0.205** —0.306***
(1500-1750) (0.085) (0.112) (0.081) (0.100)
Variability (growing-season months) 0.129* 0.138
(1900-2000) (0.074) (0.081)
Observations 218 218 218 218
Number of clusters 24 24 24 24
R-squared 0.830 0.833 0.785 0.789

Source: Durante (2010). The regressions control for country fixed effects and for the following regional controls: mean
temperature, mean precipitation, average ruggedness index, soil suitability (average and standard deviation), area, dummy
for landlocked, distance of the region’s centroid from the coast, number of major rivers passing through the region, latitude
of the region’s centroid. Robust standard errors clustered at the country level in parenthesis.

*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

ties, whereas the dependent variable is the annualized variability calculated using both
precipitation (columns 1 and 2) and temperature (columns 3 and 4). The coefficient on
precipitation variability is positive and statistically significant at the 5% level (column 1):
in regions characterized by a more variable climate, family ties are weaker. The results
are primarily driven by variability in precipitation during the growing-season months,
whereas variability during the other months displays no significant eftfect (column 2). The
results obtained using temperature are analogous: higher interannual variability, particu-
larly during the growing season, corresponds to weaker family ties (columns 3 and 4).
Panel B reports the test Durante performed to show that difterences in the strength
of family ties are related to historical rather than contemporary variability. Historical
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variability in the growing season’s precipitation and temperature appear to have a negative,
large, and significant effect on the strength of family ties (column 1). This effect remains
and becomes even larger when controlling for climate variability over the last century,
which appears to have no significant (or even positive effect, for the case of precipitation)
effect. The magnitude of the coefficients on historical variability is large: a one standard
deviation in growing season variability corresponds to a 0.40 standard deviation decrease
in the strength of family ties, for precipitation, and a 0.38 standard deviation decrease for
temperature.

4.6. EMPIRICAL ANALYSIS

In this section we examine the relationship between family values and economic
attitudes, using within-country analysis drawn from the WVS. Our measure of family
ties is defined as the principal component of three subjective measures regarding the role
of the family, and the link between parents and children, as described in Section 4.1.
We use all available six waves, therefore providing the most comprehensive analysis of
the impact of family values on a variety of attitudes.” The coverage of countries varies
across surveys. The 1981-1984 wave covers 24 countries; the 19891993 wave covers 43
countries; 1994—1999, 1999-2004, 2005-2007, and 2008—2010 waves cover, respectively,
54,70,57,and 47 countries.

The use of within-country analysis allows us to control for country fixed effects,
eliminating the impact of other institutional variables. This approach underestimates the
effect of family ties, to the extent that in the distant past they had an impact on current
institutions. Nevertheless, the effect can be attributed more credibly to this cultural trait.
Omitted variables and reverse causality can still be a problem for this type of regression,
for this reason, we prefer to interpret our results as more precisely estimated partial
correlations. We divide our dependent variables into four groups.

4.6.1 Measures of Interest in Politics and Political Action

We begin with measures of people’s interest in politics and political action. The first
variable, which we label interest in politics, is based on the following question: “How
interested would you say you are in politics?”, the response varies from 1 (not at all
interested) to 4 (very interested). Variable 2, which we label discuss politics, asks the
respondent “How often do you discuss political matters with friends?” with the response
varying from never (1), occasionally (2), to frequently (3). Variables 3 and 4 measure if the
respondent belongs to political parties (the first question measures it with a dummy if
the person belongs to a political party and zero otherwise; the second question can take
values from 0 to 2, with O (not a member), 1 (inactive member), and 2 (active member).

5 Alesina and Giuliano (2010) only used four waves, having a substantially smaller sample size.
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The last five questions measure different forms of political action, asking the respondent
whether he/she has actually done any of these things (taking the value of 3), whether
he/she might do it (2), or whether he/she would never do it (1): signing a petition,
joining in boycotts, attending lawful/peaceful demonstrations, joining unofficial strikes,
occupying buildings or factories.

Understanding the origin of civic culture and of a well-educated population is an
important prerequisite to a well-functioning and stable democracy (Lipset 1959; Almond
and Verba, 1963; Glaeser et al. 2004, 2007; Persson and Tabellini, 2009).

4.6.2 Measures of Generalized Morality and Attitudes Toward Society

The second group of questions contains two measures of generalized morality (related
to a definition by Tabellini (2008), explained below), one question about trust in the
family and three questions about attitudes toward society. Variable one, frust, is based on
the following question: “Generally speaking, would you say that most people can be
trusted or that you can’t be too careful in dealing with people?”, the variable is equal to
1 if participants report that most people can be trusted and 0 otherwise. Variable 2 asks
whether obedience is a quality that children can be encouraged to learn at home, taking
the value of 1 if the quality is mentioned and O otherwise. Variable 3 asks how much the
respondent trusts the family from “do not trust the family at all” (1), “do not trust the
family very much” (2),“neither trust nor distrust the family” (3),“trust the family a little”
(4),“trust the family completely” (5). The last three questions refer to attitudes about the
possibility of changing society. The first question asks on a scale from 1 to 10 whether
“Ideas that stood the test of time are generally best” (taking the value of 1), or whether
“New ideas are generally better than old ones”. The second question asks if “One should
be cautious about making major changes in life” (taking the value of 1) versus “You will
never achieve much unless you act boldly” (taking the value of 10). The third question
asks the respondent to choose between three basic kinds of attitudes concerning society:
“society must be valiantly defended” (taking the value of 1), “society must be gradually
improved by reforms” (taking the value of 2), and “society must be radically changed”
(taking the value of 3).

Among all the above variables “trust” measures a fundamental trait in a society. More
than 35 years ago, Arrow (1972), recognizing the pervasiveness of mutual trust in com-
mercial and non-commercial transactions, went so far as to state that “it can be plausibly
argued that much of the economic backwardness in the world can be explained by the
lack of mutual confidence (p. 357).” Since then, Arrow’s conjecture has received consid-
erable empirical support. A vast literature investigates the link between aggregate trust and
aggregate economic performance, trust also encourage welfare enhancing social inter-
actions, such as anonymous exchange of participation in the provision of public goods,
and they are likely to improve the functioning of government institutions. Starting with
Bantfield, it has also been postulated a negative correlation between trust in a small related



Family Ties 197

circle (like the family) and generalized trust. Platteau (2000) links lack of generalized
trust to the distinction between “generalized” versus “limited” morality. In hierarchical
societies, trust and honest behavior are often confined to small circles of related people
(like members of the family). Outside of this small network, opportunistic and highly
selfish behavior is regarded as natural and morally acceptable. These two measures have
been defined to distinguish between values consistent with “generalized” versus “limited”
morality. Tabellini (2008) has shown that generalized morality is fundamental to under-
stand the origin of economic development across countries and among regions of Europe.
We therefore look at the relevance of family ties in the formation of generalized trust and
trust toward the family (expecting a negative impact of family ties on generalized trust
and a positive impact on trust in the family). In strong family ties societies, individualism
is also mistrusted. In familistic societies, the role of parents is to foster obedience. Banfield
emphasized the relevance of obedience to claim that such coercive cultural environment
reduces individual initiative and cooperation within a group, and can hurt growth and
development.

The last three questions are related to the idea put forward by Coleman (1988) that
family ties can represent an obstacle for innovation and new ideas.

4.6.3 Labor Market and Attitudes Toward Work

The third group of questions looks at the relationship between family values and the
labor market. We explore the correlation between female, youth, and elderly labor force
participation and family ties. We also look at questions regarding the relationship between
job security and family ties. One question asks the respondent how important is job
security in a job. In another, the respondent has to choose the most important thing in
looking for a job, where a safe job with no risk is one of five choices (the other four
being: a good income, working with people one likes, doing an important job, doing
something for the community).

Employment rates vary dramatically across countries, but the bulk of the variation
relies on specific demographic groups: women, younger, and older individuals. Looking at
micro and macro data for OECD countries, Algan and Cahuc (2007) show that differences
in family culture can explain lower female employment and lower level of employment
of young and older people in Europe.® In the same fashion, Giavazzi et al. (forthcoming)
find that culture matters for women’s employment rates and for hours worked. In a recent

6 Although the authors attribute the differences in employment rates to the presence of the nuclear versus
the extended family in different OECD countries, the effect on employment is not studied using different
family structures but considering some subjective measures. In particular, they look at three questions:
whether the respondent agrees with the statement “When jobs are scarce, older people should be forced
to retire from work early”; the second asking the respondent whether they agree with the statement
“Adult children have a duty to look after their elderly parents”; and finally, “Independence is a quality
that children should be encouraged to learn at home.”
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paper, Alesina et al. (2013) looked at the relationship between family ties and the labor
market. The main idea is that in cultures with strong family ties, moving away from home
is costly. Thus individuals with strong family ties choose regulated labor markets to avoid
moving and limiting the monopsony power of firms, even though regulation generates
lower employment and income. We look at within-country analysis on preferences for
job security that further limit the possibility that the results are driven by other country
characteristics.

4.6.4 Measures of Attitudes Toward Women

The fourth group of variables contains measure of people’s attitudes toward women. The
first question asks the respondent whether he/she agrees with the statement “When jobs
are scarce, men should have more right to a job than women.” The other six variables
come from the answer to the question “For each of the following statements I read out,
can you tell me how much you agree with each? Do you agree strongly, agree, disagree,
or disagree strongly?” The statements are:“A working mother can establish just as warm
and secure a relationship with her children as a mother who does not work”; “Being
a housewife is just as fulfilling as working for pay”; “On the whole, men make better
political leaders than women do”’; “A university education is more important for a boy
than for a girl”; “A pre-school child is likely to suffer if his or her mother works”; “A
job is alright but what most women really want is a home and children.” We recode the
questions so that a higher number means a more traditional perception of the role of
women in society.

Gender role attitudes are relevant in explaining differences in female labor force par-
ticipation across countries (see Fortin, 2005; Fernandez and Fogli, 2009). In strong family
ties societies (Esping-Andersen, 1999; Ferrera, 1996; Castles, 1995; Korpi, 2000), family
solidarity is based on an unequal division of family work between men and women
(what has been called the “male-breadwinner hypothesis”): weak family ties will foster an
egalitarian gender role in which men and women participate equally in employment and
housework, whereas strong family ties are based on the “male-breadwinner hypothesis”in
which men work full-time and women dedicate themselves to housework. In the more
traditional, strong family ties societies, is the woman who is supposed to fulfill the family
obligations and as such, participate less in the market. According to Esping-Andersen
(1999), this gender relationship has been helped by a welfare state model that has his-
torically delegated family care services for children and the elderly to the family sphere
and has protected the male-breadwinner figure. Alesina and Ichino (2009) provide an
in-depth analysis of this type of family organization with respect to Italy.

4.6.5 The Impact of Family Ties

In Tables 4.4—4.7, we present our results on the overall effects of family ties. Each attitude
is regressed on our measure of family ties, some control variables (age, education, marital
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Table 4.6 Family ties, labor market, and attitudes toward work

m (2 (3) 4 (5)
Female Youth Elderly Job Job security in
LFP LFP LFP security looking for job
Family ties —0.013**  —0.012** —0.006** 0.017*** 0.022%**
(0.001) (0.001) (0.003) (0.001) (0.001)
Age 0.063™** —0.043***  —0.050 0.003%** 0.004***
(0.001) (0.007) (0.043) (0.000) (0.000)
Age squared —0.001***  0.001*** —0.000 —0.000"**  —0.000***
(0.000) (0.000) (0.000) (0.000) (0.000)
Married —0.006 —0.060"**  0.028 —0.000 —0.001
(0.007) (0.007) (0.020) (0.005) (0.007)
Female —0.268***  —0.264™*  —0.004™* —0.003
(0.003) (0.005) (0.002) (0.003)
Education dummies  yes yes yes yes yes
Country dummies yes yes yes yes yes
Wave dummies yes yes yes yes yes
Observations 98,218 44,336 26,974 213,576 99,749
R -squared 0.224 0.269 0.251 0.106 0.049

Coefficients are reported with robust standard errors in brackets.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

status, and a gender dummy’), country-specific effects, and wave dummies. The sample
size differs across regressions and ranges from a minimum of 26,974 to a maximum of
212,931%; therefore always providing substantial variation in time period and number of
countries.

Before we comment on the results of the impact of family ties, it is useful to discuss
the effect of our control variables. The results, which are of independent interest, are very
reasonable and provide credibility to the measure of family ties we are going to use. There
is a hump-shaped relationship in age between interest in politics, political participation,
and political action, and between age and job security. There is also a hump-shaped
relationship between age and trust, whereas the level of trust in the family does not
change with age. Emphasizing obedience is less important among young people and it
has a U-shaped relationship with age. The same U-shaped relationship also exists for

7 We do not include income in our regressions since in the next section we do find that family ties could
explain part of the differences in GDP per capita across countries. Our results are, however, robust to its
inclusion.

8 The smallest sample is for labor force participation of the elderly (26,974), therefore the smaller sample
size depends on the fact that the regressions are not run on the whole population. The variable trust in
the family is the one with substantially lower sample size, of around 10,000 observations.
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the attitudes looking at whether society should be defended versus whether it should
be dramatically changed. Not surprising, young people believe that new ideas are better
than old ones and are more open to major changes in life. Attitudes toward women are
not systematically related to age. Gender and education also have the expected eftects.
Women are generally less interested and involved in politics than men. They also trust less
(gender, like age, however, is not systematically related to the level of trust in the family, a
more universal value that does not change with specific demographics). Not surprisingly,
women have less traditional beliefs about the role of women in society compared to
their male counterparts (an indication that they most likely suffer from the presence of
traditional gender role attitudes). Education is positively related to political interest and
political action, a result supporting the model by Glaeser et al. (2007). More educated
people have a higher level of trust, less traditional attitudes about the role of women in
society; they also believe obedience is not an important quality to teach children. Finally,
they are in support of new ideas but more conservative with respect to major changes in
life and in society.”

Let’s now consider the effect of family ties. Table 4.4, which relates to political partic-
ipation and political action, shows that family ties have a negative and highly statistically
significant coefficient. Regarding the magnitude of the effect, the beta coefficient of
family ties on political participation (the first four columns of Table 4.4) is equal for the
four different measures to 0.01 (roughly to 1/5 of the magnitude of the beta coefficient
of the middle level of education, which ranges between 0.04 and 0.05).'” The magnitude
of the beta coefficient for family ties is larger for the measures of political actions. In this
case the coefficient goes from 0.04 to 0.08 and it is between 1/3 or even the same effect
of the middle level of education.

Table 4.5, which includes the same controls of Table 4.4, refers to those variables
of “generalized morality” (as in Tabellini, 2008) and openness to new ideas. The results
are as expected. Particularly important is the result of column 1 which shows a negative
effect of family ties on generalized trust, but positive on trusting family members (column
2). Strong family ties imply teaching more obedience to children (column 3) and being
relatively conservative in terms of personal and social change (columns 4,5, and 6). As for
the magnitude of the effects: the beta coefticients of family ties on trust is equal to —0.016
(half the coefficient of middle level of education, which has a positive effect compared
to the lower level of education). The impact of family ties on trusting the family is three

9 When we control for income as one of our robustness checks, we do find that income is positively
correlated with trust and trust in the family, like education. Similarly, income is inversely correlated with
the importance of obedience. Income is however inversely correlated with the importance of new ideas
and major changes in life, but positively correlated with the belief that society should be changed.

10 We include two dummies for education: one for middle and one for upper level (the excluded group is
lower level of education). The sign of the middle and upper level of education coefficient is positive, as
the excluded group is lower level of education.
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times the effect of middle level of education; the magnitudes of middle level of education
and family ties are equivalent (but of opposite sign) for obedience and the three attitudes
on personal and social change (columns 4-6).

Table 4.6 looks at the labor market of women, young adults, and the elderly. Individuals
coming from strong family ties have a lower level of labor force participation for women,
young adults, and older people. This is consistent with the male-breadwinner hypothesis
according to which, women are supposed to stay at home and take care of the family,
together with older and younger people. Consistent with the relationship postulated
by Alesina et al. (2013), individuals with familistic values consider job security the most
important characteristic in a job. The impact of family ties on the labor force participation
of the three groups is small compared to the impact of education (the beta coefticient is
1/10 when compared to the one on middle level of education). This is not surprising:
family ties are very relevant in the determination of labor market institutions (see Alesina
et al. 2013) and the country fixed effects are most likely capturing part of that channel.
The impact of family ties on job security (columns 4 and 5) on the other hand is six times
larger than the effect of middle level of education.

Table 4.7 refers to the attitudes towards women. With the exception of column (2),
in all other columns the variable family ties has the expected sign and it implies a more
traditional role of women in the family. Indeed, this makes sense: with close family ties,
the family needs someone who organizes it, and keeps it together, typically the wife and
mother. In this sense, the family becomes a formidable producer of goods and services
which are not counted in standard measure of GDP, like childcare, care of the elderly, and
various other forms of home production.'’ As for the magnitude of the effects, it goes
from roughly % of the eftect of middle level of education (for the first four columns) to
being more or less of equivalent magnitude (for the last three columns).

Overall, we find that different beliefs about the importance of the family in one
person’s life and the relationship among generations are relevant for the determination
of values, which have been proven to promote employment, innovation, and growth. If
values about the family are transmitted from generation to generation and they move
slowly over time, they could provide an explanation on how the distant past can aftect
the current functioning of institutions. Indeed, several papers have provided evidence that
attitudes toward the family and different forms of family structures are transmitted from
generation to generation and aftect the behavior of second generation immigrants, who
still maintain the values and behavior of their parents despite living in an institutional
environment which is very different than their ancestors’ country of origin.'” It is also

11" See Alesina and Ichino (2009) for an empirical estimate of the size of home production in a few countries
with weak or strong family ties.

12 Gee Alesina and Giuliano (2010, 2011) and Alesina et al. (2013). All these papers show that family ties
have an effect on the behavior of second generation immigrants in the US and a large set of European
countries. This evidence hints at the possibility that the partial correlations established in Section 4.4 can
have causal nature.
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worth noticing that all the results presented in this section are most likely a lower bound
of the effect of family ties. If family values become part of the national culture, this is
captured by the country fixed effects together with the impact of institutions and all other
time invariant characteristics.

4.7. FAMILY TIES, DEVELOPMENT, AND INSTITUTIONS

In this section, we provide some suggestive evidence in support of the idea that
family ties are correlated with fundamental determinants of economic outcomes at the
aggregate level. We document a strong correlation between the strength of family ties,
economic development, and quality of institutions. Countries with strong family ties
have lower levels of per capita GDP and lower quality of institutions.

We do our analysis in two steps. As a first step, we establish a basic correlation between
the strength of family ties, economic development, and the quality of institutions. As a
second step, a small one toward establishing causation, we show that family values brought
by immigrants who arrived in several destination countries before 1940 are correlated
with the level of development and the quality of institutions today.

We measure economic development with real GDP per capita. As a measure of insti-
tutional quality we use the Worldwide Governance Indicators (WGI) of the World Bank.
The WGI reports on six broad dimensions of governance for over 200 countries for
the period 1996-2011. These dimensions are: voice and accountability (the extent to
which a country’s citizens are able to participate in selecting their government, as well
as freedom of expression, freedom of association, and a free media); political stability and
absence of violence (measuring perceptions of the likelihood that the government will
be destabilized or overthrown by unconstitutional or violent means, including politically
motivated violence and terrorism); government effectiveness (the quality of public ser-
vices; the quality of the civil service and the degree of its independence from political
pressures; the quality of policy formulation and implementation; and the credibility of
the government’s commitment to such policies); regulatory quality (the ability of the
government to formulate and implement sound policies and regulations that permit and
promote private sector development); rule of law (capturing perceptions of the extent to
which agents have confidence in and abide by the rules of society, and in particular the
quality of contract enforcement, property rights, the police, and the courts, as well as the
likelihood of crime and violence); and control of corruption (the extent to which public
power is exercised for private gain, including both petty and grand forms of corruption,
as well as “capture” of the state by elites and private interests).

4.7.1 The Correlation Between Family Ties, Economic Development,
and Institutional Quality

We first establish that countries with stronger family ties have lower economic devel-
opment on average, measured by GDP per capita (Table 4.8). We run cross-country
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Table 4.8 Family ties and per capita GDP
(1) (2) (3) (4)

Variables Log GDP Log GDP Log GDP Log GDP
Family ties —1.984*** —0.969**
(0.383) (0.441)
Inherited family values —0.860** —0.786™**
(0.428) (0.285)

Log (years of schooling) 2.414%* 2.350%**

(0.498) (0.307)
Observations 80 73 122 100
R -squared 0.221 0.409 0.064 0.522

Coefticients are reported with robust standard errors in brackets.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

regressions of GDP per capita on our measures of family values.'> We show that the coef-
ficient from a regression of logarithm of GDP per capita on the strength of family ties is
highly negative and significant. A one standard deviation increase in the strength of family
ties (0.36) is associated with a reduction of the log of GDP per capita of 0.71 (roughly
equal to 44% of its standard deviation). The second column controls for human capital,
measured by the logarithm of the average schooling years in the total population over
age 15. By adding this variable, we might be overcontrolling since educational choices
might themselves be an outcome of family values. The strength of family ties is still very
strong although is magnitude is, not surprisingly, reduced.

The cross-sectional correlations leave open the possibility that other omitted variables
can explain both the strength of family ties and differences in economic development
across countries. Using the combined waves of the WVS we can limit this possibility
by looking at the correlation between regional income and regional family ties, after
controlling for country fixed eftects. The results are reported in Table 4.9. In order
to maintain a very large sample (more than 1000 regions) we constructed the income
measure by collapsing the income variable from the WVS, instead of using estimates of
regional GDP which are available only for a limited European sample.'* In column 1, we
report the correlation between regional income and the strength of family ties. Similar to
the cross-country regressions, the correlation is negative and significant at the 1% level.
This correlation also exists once we control for country fixed eftects with a smaller but

13 The measure of GDP is averaged between 1980 and 2010, the years in which the World Value Survey
was taken. In particular, before taking the average, we match each country with the GDP corresponding
to the year in which the survey was taken.

4 The income variable in the dataset indicates income scales and is coded as a variable going from one to
eleven, where one indicates the lower step in the scale of incomes and 11 the highest.
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Table 4.9 Family ties and regional income
(1) (2) (3) (4) (5) (6) (7)

Whole Whole North America South
sample sample Europe  Africa Asia and Oceania America
Family ties —0.540™%  —0.349™*  —0.287** —1.383"* —(.498** —0.327 0.133
(0.078) (0.111) 0.127)  (0.398) 0.201)  (0.408) (0.444)
Country fixed eftect no yes yes yes yes yes yes
Observations 1,197 1,197 661 103 255 83 86
R-squared 0.047 0.526 0.466 0.691 0.482 0.731 0.354

Unit of analysis is a region in the World Value Survey. Coefticients are reported with robust standard errors in brackets.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

still relevant magnitude: a one standard deviation increase in the strength of family ties
(0.44) 1s associated with a reduction in income of 0.152 (roughly equal to 14% of its
standard deviation). It is also interesting to note that the correlation exists in all different
continents. Columns 3—7 indeed show that the correlation is quite strong not only inside
Europe but also inside Africa and Asia."”

The next question is whether the negative relationship between GDP and family
values is also reflected in a negative relationship between family values and institutions.
We explore this question in Table 4.10. We find that the strength of family ties is asso-
clated with lower quality of institutions. The effect is always negative and significant
for all difterent types of institutions. The effect is also sizeable: a one standard deviation
increase in the strength of family ties (0.35) is for example associated with a reduction
of the control of corruption measure of 0.61 (roughly equivalent to 54% of its standard
deviation).

A recent literature has suggested that one important driver of many formal institutions
is legal origin. For example, English (common) law countries have been shown to have
higher levels of investor protection, superior protection of property rights, and a more
efficient judicial system. When we control for legal origin (Table 4.11), the negative
association between family ties and the quality of institutions stay virtually the same.

4.7.2 Inherited Family Values and Current Institutions and Development

Our implicit assumption in all the empirical analysis is that family values change slowly.
They are transmitted from generation to generation and they have persisted through
history to the present day. This form of persistence seems intuitively likely given the
probability that children are brought up to consider the attachment to the family, the

15 The results on North America and Oceania are not significant, most likely due to the small sample size.
Similarly for South America.
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Table 4.10 Family ties and institutions

(M (2) (3) (4) (5) (6)
Control of Government  Political Ruleof  Regulatory Voice and
corruption effectiveness  stability law quality  accountability
Family ties —1.729%*%*  —1.575%** —1.576™*  —1.595"* —1.199™* —1.428"**
(0.308) (0.266) (0.212) (0.281) (0.239) (0.239)
Observations 80 80 80 80 80 80
R-squared 0.288 0.292 0.374 0.291 0.230 0.288

Coefficients are reported with robust standard errors in brackets.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

Table 4.11 Family ties and institutions, controlling for legal origin

(1 (2) (3) (4) (5) (6)
Control of Government Political Rule Regulatory  Voice and
corruption effectiveness stability  of law quality  accountability
Family ties —1.572%F%F  —1.504*** —1.368™*  —1.490*** —1.205"** —1.334%**
(0.395) (0.357) (0.278) (0.370) (0.309) (0.286)
Legal origin dummies yes yes yes yes yes yes
Observations 80 80 08 80 80 80
R-squared 0.401 0.375 0.394 0.379 0.265 0.308

Coefficients are reported with robust standard errors in brackets.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

respect for parents, and the belief that they will do everything for their children as the
natural state of the world. As a result, children will most likely reproduce the same values
and beliefs with their own children. The persistence may develop and it can be facilitated
through intermediate factors, such as the nature of political or economic institutions,
shaped first by family structures which, in turn, have continued to influence our society
today in a path-dependent manner.

In this section, we isolate the impact of cultural values on today’s institutions. Ideally
we would like to have measures of family values observed much before the measure of
current institutions. Family values going so far back in time cannot be observed directly,
since there is no survey available for that period of time. However, following Algan and
Cahuc (2010) we can detect family ties by looking at family values inherited by children
of immigrants in several European countries whose forbears arrived in Europe before
1940.
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The idea behind this exercise is that parental values are a good predictor of the values
of children. For this reason, we can use the family values that European descendants have
inherited from their forebears who migrated to Europe from different countries before
1940 to know the values for the period preceding the quality of institutions today. This
method allows us to cope with the lack of information on historical family values, by
using the values that the descendants of various immigrants groups have inherited from
their ancestors’ countries of origin. This strategy is very useful because by using the values
that European immigrants have inherited from the home country instead of the average
values of the residents today, we can exclude reverse causality.

To perform our exercise we use data from the European Social Survey (ESS). The ESS
is a biennial cross-sectional survey administered in a large sample of mostly European
nations. The survey was conducted in 2002/2003, 2004/2005, 2006/2007, 2008/2009,
and 2010/2011. The number of countries surveyed varies by wave. There are 22 countries
included in the first round, 26 in the second, 25 in the third, 29 in the fourth, and 20
in the fifth. The sample size for a survey difters by country depending on its size. They
range from 579 for Iceland to 2,870 for Germany.

Our primary sample consists of children of immigrants. We define children of immi-
grants as individuals born in a certain country but whose fathers were born abroad.'® In
order to get enough observations, we use information on second generation immigrants
born before 1940. In the presence of cultural transmission children of immigrants should
have inherited attitudes toward the families from their parents (who should have arrived in
the destination countries not later than 1940 but possibly much earlier), who came to the
destination countries with cultural attitudes from their countries of origin. Let’s consider
for example the case of France. To calculate the historical family values, we do consider
children of French immigrants in a certain destination country. We do restrict the sample
to children of immigrants born before 1940 and calculate their family values. These values
are a reflection of their parental values who arrived from France before 1940, therefore
the values of children of immigrants are a reflection of French family values before 1940.

The European Social Survey does not contain the same variables on family ties
as those of the World Values Survey. To measure the strength of family ties we use a
question asking the respondent his/her level of agreement with the following statement:
“A person’s family should be the main priority in life” the answer can go from “disagree
strongly” to “agree strongly” on a scale from one to five.

There is a strong correlation between the inherited family ties of the children of
immigrants born before 1940 (as measured by the ESS question) and current family
ties in the countries of origin of their parents (as proxied by our measure of family ties
calculated from the WVS). The correlation is about 0.35, showing that there is a strong
inertia in family values across countries.

16 When this information is not available we use the country of origin of the mother, if she is an immigrant.
Natives are excluded from the analysis.
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Table 4.12 Inherited family values and institutions

(1) (2) (3) (4) (5) (6)
Control of Government Political Rule  Regulatory  Voice and
corruption effectiveness stability  of law quality  accountability
Inherited family values —0.664™*  —0.622*** —0.558"*  —0.630*** —0.477** —0.613***
(0.197) (0.221) (0.184) (0.213) (0.201) (0.201)
Observations 128 129 129 129 128 129
R-squared 0.090 0.081 0.068 0.083 0.053 0.082

Coefticients are reported with robust standard errors in brackets.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

Table 4.13 Inherited family values and institutions, controlling for legal origin

(1 (2) (3) (4) (5) (6)
Control of Government Political Rule  Regulatory Voice and
corruption effectiveness stability  of law quality  accountability
Inherited family values —0.529"**  —(0.509*** —0.529™*  —(,525%**  —().382** —0.499***
(0.148) (0.174) (0.157) (0.163) (0.160) (0.164)
Legal origin yes yes yes yes yes yes
Observations 122 122 122 122 122 122
R-squared 0.340 0.309 0.260 0.320 0.235 0.263

Coefticients are reported with robust standard errors in brackets.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

We next discuss the correlation between the inherited family ties dating back to at
least 60 years ago and current regulations in the home countries. Tables 4.12 and 4.13
show the OLS estimations, with and without the inclusion of legal origin dummies. We
do find a robust and significant negative relationship between inherited family values
and current institutions. The relationship holds even after controlling for legal origin.
We do the same exercise with the level of development finding again a stable negative
relationship between current development and inherited family values (columns 3 and 4
of Table 4.8). Overall, we do find that there is a long-lasting effect of family ties on the
quality of current institutions.

4.8. FAMILY TIES AND WELL-BEING

Strong family ties countries are characterized by less favorable economic outcomes
and attitudes. Unemployment rate, labor force participation, and income per capita are
worse in strong family ties countries. Such unfavorable outcomes however do not seem
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to lead to dramatic situations of economic need in the population or to social unrest.
This observation seems to suggest that in some sense those negative economic outcomes
are less painful in strong family ties societies. In this part, we review existing evidence
on the positive effects of familistic societies and provide some additional evidence on the
conjecture that family ties could indeed improve well-being.

Bentolila and Ichino (2008) study the relationship between unemployment and con-
sumption in four different countries: Spain, Italy, Great Britain, and the US. Their empir-
ical results indicate that an increase in the duration of unemployment spells of male
household heads 1s associated with smaller consumption losses in Spanish and Italian
households. They conclude that extended family networks constitute the social institution
which plays the crucial role of reducing the cost of unemployment near the Mediter-
ranean. In Spain and Italy, the family appears to supplement for the lack of generosity of
the welfare system and for the imperfection of capital markets. In this sense, the Mediter-
ranean family-based solution seems to produce a desirable outcome from a welfare point
of view since it allows for more consumption smoothing.

Along similar lines, Alesina and Giuliano (2010) look at the amount of home pro-
duction in strong family ties societies. Societies with strong family ties are associated with
more time spent at home by wives/mothers, and young adults living at home longer. This
implies more home production (in the form of childcare, home cooking, caring for the
elderly, house cleaning, etc.). In addition, according to a more traditional role attributed
to women in societies in strong family ties societies, these activities should be mostly
performed by wives and daughters. The authors indeed find that the strength of family
ties is relevant for the determination of home production of women, but not of men, as
expected.

Alesina and Ichino (2009) present some detailed calculations of the value of home
production in four different countries: Spain and Italy with relatively strong family ties,
the United States with an intermediate level, and Norway with a low level of family
ties. They use two procedures in order to estimate the value of home production: the
opportunity cost and the market value. They first calculate how much market income is
lost by various individuals by working a certain number of hours at home rather than
in the market, based upon characteristics such as their age, level of education, and wage
value in the market. The second method is based upon how much it would cost to hire
from the market individuals to perform household duties like cooking, cleaning, etc.'’
The authors find that home production is very large: it increases measured market income
by a minimum of 53% to a maximum of 121% depending on the country and method
of calculations. But more interestingly for our purposes the authors uncover a very
large difterence between strong and weak family ties countries. For instance, using the
opportunity cost method, Italian families exactly double their market income by working

17 The authors discuss in the detail the properties and the pros and cons of the two methods.
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Table 4.14 Family ties and happiness
(1) (2) (3)

Happiness Satisfaction with life State of health
Family ties 0.057*** 0.143%* 0.025%**
(0.001) (0.005) (0.002)
Age —0.006*** —0.027%** —0.011%*
(0.000) (0.002) (0.001)
Age-squared 0.000*** 0.000*** —0.000***
(0.000) (0.000) (0.000)
Female 0.014% 0.033%** —0.114%*
(0.003) (0.010) (0.004)
Married —0.013 —0.128*** —0.036™**
(0.008) (0.026) (0.010)
Education dummies yes yes yes
Country dummies yes yes yes
Wave dummies yes yes yes
Observations 222,197 221,458 187,053
R-squared 0.141 0.179 0.221

Coefficients are reported with robust standard errors in brackets.
*Indicates significance at the 10% level.

**Indicates significance at the 5% level.

***Indicates significance at the 1% level.

at home contrary to an increase of about 74% in the US. Using the market cost of services,
[talians more than double their market income (+121%) while Norwegians increase it
by 80%. These results suggest that a market income measure tends to underestimate the
well-being of strong family ties countries, given that home production is not included in
this measure.

These considerations open the question of the relationship between the strength
of family ties and alternative measures of well-being to which we now turn. Table
4.14 illustrates this relationship using measures of subjective happiness and self-reported
health. The first question asks the respondent, on a scale from 1 to 4, whether “Tak-
ing all things together, would you say you are:” very happy (taking the value of 4),
quite happy, not very happy, not at all happy (taking the value of 1)? The second ques-
tion asks “All things considered, how satisfied are you with your life as a whole these
days?” The answer goes from dissatisfied (taking the value of 1) to satisfied (taking the
value of 10). The last question asks the respondent, “All in all, how would you describe
your state of health these days?” Would you say it is very good (taking the value of 5),
good, fair, poor, or very poor (taking the value of 1). The results in Table 4.14 clearly
show that, all in all, although strong family ties can harm societies in a variety of ways,
they can also have positive effects in an individual’s life, as measured by happiness and
self-reported measures of health. The magnitude of the eftect is also sizeable: the beta
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coefticients of family ties on the three measures of well-being are equal to 0.08,0.06, and
0.03 respectively (for a comparison, the impact of the highest level of education is equal
to 0.09, 0.04, and 0.08).

How can one interpret these results? One interpretation could be that well-being
depends essentially on the quality of social relationships and not only on individual
income. From this perspective, if social relationships are particularly good among family
members, we should expect a strong correlation between family ties and well-being.
Second, these results on well-being may capture the eftect of stress and harder work
(reflected in higher per capita income) in environments with weaker family ties. Alesina
and Ichino (2009) make this argument with explicit reference to Italy. In a sense, the
strong family ties of this county may explain both its relative decline in a globalized
world but also the relatively high life satisfaction (at least for now) of Italians.

4.9. CONCLUSION

We show that difterences in family values have an impact on attitudes and outcomes
that are relevant to explain differences in growth across countries and the quality of
institutions. We study attitudes toward working women, the society, generalized morality,
and civic engagement. Our findings confirm an idea first developed by political scientists
and sociologists: trust in the family prevents the formation of generalized trust, which
is at the core of many collective good outcomes, from political participation to the
formation of institutions to economic development. This should not be taken of course
as a “criticism” of the family as a fundamental institution of society but as an analysis of
the eftect of different family arrangements. Our analysis indeed shows that family ties are
related to difterent measures of happiness, life satisfaction, and self-reported health.
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Abstract

The Industrial Revolution decisively changed economywide productivity growth rates. For successful
economies, measured efficiency growth rates increased from close to zero to close to 1% per year
in the blink of an eye, in terms of the long history of humanity, seemingly within 50 years of 1800
in England. Yet the Industrial Revolution has defied simple economic explanations or modeling. This
paper seeks to set out the empirical parameters of the Industrial Revolution that any economic theory
must encompass, and illustrate why this makes explaining the Industrial Revolution so difficult within
the context of standard economic models and narratives.
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5.1. INTRODUCTION

The economic history of the world is surprisingly simple. It can be presented in
one diagram, as in Figure 5.1 below. Before 1800, income per capita for all the societies
we observe fluctuated. There were good and bad periods. But there was no upward
trend. The great span of human history—from the arrival of anatomically modern man
to Confucius, Plato, Aristotle, Michelangelo, Shakespeare, Beethoven, and all the way to
Jane Austen—was lived in societies caught in the Malthusian trap. Jane Austen may write
about refined conversation over tea served in China cups, but for the mass of people,
as late as 1813, material conditions were no better than their ancestors of the African
savannah. The Darcys were few, the poor plentiful.’

Around 1780 came the Industrial Revolution in England. Incomes per capita began
a sustained growth in a favored group of countries around 1820. In the last 200 years,
in the most fortunate countries, real incomes per capita rose 10-15-fold. The modern
world was born. The Industrial R evolution thus represents the single great event of world
economic history, the change between two fundamentally different economic systems.

U Clark (2007) extensively reviews the evidence for this assertion.
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Figure 5.1 A schematic history of world economic growth. Source: Clark (2007), Figure 1.1, p. 2.

The puzzle is why it occurred only around 1780, and why it occurred in a modest island
nation on the northwest shores of the European continent.

At one level the transformation the Industrial Revolution represents is very simple.
Beginning with the Industrial Revolution, successful modern economies experience
steady rates of efficiency advance. Every year more output is produced per unit of input.
At a proximate level, the growth of income per work-hour in modern societies can be
represented as:

& = age + g4, (5.1)

where g, is the rate of growth of capital per worker hour, a is the share of capital payments
in national income, and g4 is the growth rate of efficiency. Since the Industrial R evolution,
the capital stock has grown about as rapidly as output. Also, the share of capital in all
earnings is about a quarter. Thus, only about a quarter of all modern growth in income
per person comes directly from physical capital. The rest is an unattributed rise in the
measured efficiency of the economy, year by year.

But while Equation (5.1) suggests that efficiency growth and physical capital accu-
mulation are independent sources of growth, in practice, in market economies there has
been a strong correlation between the two sources of growth. Economies with signif-
icant efficiency growth are also those with substantial growth rates of physical capital.
Something links these two sources of growth.

Some economists, most notably Paul Romer, have theorized that this correlation
stems from external benefits associated with physical capital accumulation (Romer, 1986,
1987, 1990). For this explanation to work, there would have to be $3 of external benefit
accruing to physical capital investments for every $1 of private benefit. Most of the
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modern physical capital stock, however, is still mundane things such as houses, buildings,
roads, water and sewer systems, and bridges. These types of investment do not seem to be
associated with substantial external benefits. So if productivity advance is systematically
associated also with the growth of the stock of such physical capital there must be another
mechanism.

The most plausible one is that the association of physical capital accumulation with
efficiency advance stems just from the effects of efficiency advance on increasing the
marginal product of capital. In a world with relatively constant real interest rates since the
Industrial Revolution, such a rising marginal product will induce more investment. And
indeed if the economy is roughly Cobb-Douglas in its production structure, efticiency
advances will induce a growth of the physical capital stock per person at a rate equal
to the growth of output per person, so that the capital-output ratio is constant. This is
roughly what we observe.

Thus, at a deeper level all modern growth seemingly stems from this unexplained rise
in economic efficiency, as a product of a rise in knowledge about production processes.
Somehow after 1780 investment in such knowledge increased, or enquiry became much
more effective in creating innovation.

Before the Industrial R evolution we find no sign of any equivalent efficiency advances.
This is true globally all the way from 10,000 BC to 1800, where we can measure the
implied rate of productivity advance just from the rate of growth of population. In this
long interval, average estimated rates of efficiency advance are 0.01% per year or less.
We know this because we can assume before the Industrial Revolution, because of the
Malthusian Trap, that output per person and capital per person was, in the long run,
constant. In that case, any gains in efficiency will be absorbed by population growth
according to the formula:

84 = &N- (5.2)°

We can thus approximate efficiency growth rates from population growth rates if we
look at sufficiently long intervals. Table 5.1 shows these calculations at a world level.
Implied rates of technological advance are always extremely slow.

But it is also true that implied rates of technological advance are also slow for those
economies where we can measure actual efficiency levels before 1800 through measure-
ments of the real payments to factors. Figure 5.2 shows the implied efficiency in England
1250-2000. As can be seen, there is, surprisingly, in England no sign of any significant
improvement in the efficiency of the economy all the way from 1250 to 1800. Only
around 1800 does the modern age of steady efficiency advance appear. Before that, the
measured efficiency of the economy fluctuated, peaking around 1450, but with almost
no upward trend.

2 For a more detailed explanation see Clark (2007, 379-82).
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Table 5.1 Population and technological advance at the world level,
130,000 BC to 1800

Population Population Technology
Year (millions)  growth rate (%) growth rate (%)

130,000 BC 0.1 - -

10,000